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2.01.1 Thermodynamics

The corrosion reaction is an electrochemical cell.
Like other electrochemical cells such as batteries, cor-
rosion requires at least one anodic and one cathodic
half reaction, where anodic reactions generate elec-
trons and cathodic reactions consume electrons.
In closed electrochemical cells, charge is consumed;
there is no net generation or consumption of electrons.

For a generic metal M dissolving in an acidic
solution, the dominant half reactions might be

M ¼ Mnþ þ ne�ðanodic half-cell reactionÞ ½1�
2Hþ þ 2e� ¼ H2ðcathodic half-cell reactionÞ ½2�
Each half reaction will be in equilibrium (where the
rates in the forward and reverse directions are equal) at a
reversible potential. For half reactions in which all reac-
tants and products are in their standard state, the revers-
ible potential is given by the standard potential, E�,
which can be calculated from the difference in standard
free energy of formation of the products and reactants,
DG�, the number of electrons transferred in the half
reaction, n, and Faraday’s constant, F, according to

E� ¼ �DG�=nF ½3�
Reversible and standard potentials of any half reaction
versus a suitable reference electrode are given. It is
customary to use the standard hydrogen electrode
(SHE) shown in eqn [2] as a universal reference when
listing the potential of a half-cell. Under standard state
conditions, the activity of the protons is unity, aH+¼ 1,
and the partial pressure of hydrogen gas is one bar,
PH2

¼ 1 bar (1 bar¼ 0.987 atm). The potential of the

SHE is arbitrarily set at zero, E∘
SHE � 0. Correspond-

ingly, this means that the free energy of protons in
solution at unit activity is arbitrarily set to 0 as a refer-
ence point, which is required for any free energy scale.

In the more general case where species are not
present in their standard state concentrations, the
reversible potential at equilibrium for a half reaction,
Erev, is given by the Nernst equation

Erev ¼ E� þ RT

nF
ln

�ðaoxÞj
�ðaredÞk

( )
½4�

where R is the gas constant, T is temperature, and
P(aox)

j andP(ared)
j are the products of the activities

of the oxidized and reduced species respectively,
raised to a power equal to their stoichiometric coeffi-
cients in the half reaction equations. For dilute solu-
tions, the activity coefficient is approximately equal
to one. Therefore

aA ¼ gAcA � cA ¼ ½A� ½5�
where gA is the activity coefficient of species A, and
cA and [A] represent the concentration of species A in
units of moles per liter. It should be noted that equating
activity to concentration for dilute concentrations is a
statement of Henry’s law, which utilizes a hypothetical
standard state of 1 mol l�1. The Henrian activity is
different than that obtained from Raoult’s Law, which
states that activity equals mole fraction (activity coeffi-
cient equals 1) when mole fraction is close to unity.
Raoultian activity is used commonly in electrochemistry
for gases and solvents. Thus, for the general half reaction

aAþ bBþ ne� ¼ cCþ dD ½6�
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The Nernst equation is

Erev ¼ Eo þ RT

nF

� �
In

½A�a½B�b
½C�c ½D�d

 !
½7�

And at room temperature

Erev ¼ Eo þ 0:059

n

� �
log

½A�a½B�b
½C�c ½D�d
 !

The reversible potentials calculated from Nernst
equations are important in corrosion, because half reac-
tionswill proceed in the net anodic (oxidizing) direction
only at potentials more noble than the reversible poten-
tial. Similarly, cathodic (reducing) reactions will occur
only at potentials less anodic than the reversible poten-
tial. Therefore, an analysis of the reversible potentials
for two reactions provides insight into the thermody-
namic likelihood for an electrochemical cell to proceed
in the direction required for corrosion to occur: the
reversible potential for the cathodic reaction must be
higher than that for the anodic corrosion reaction.

2.01.2 Kinetics

Since electrochemical half reactions either generate
or consume electrons, their rates can be assessed and
measured as currents, or current densities when nor-
malized to the area. As mentioned, an electrochemi-
cal half reaction will proceed in the net anodic or
cathodic direction at potentials above or below the
reversible potential respectively. At the reversible
potential, the reaction proceeds in both directions

at the same rate, which when converted to the units
of current density is called the exchange current
density, i0.

Electrochemical kinetics describe the rate of an
electrochemical reaction as a function of the poten-
tial relative to the reversible potential or a reference
electrode. In general, the rate of an electrochemical
half reaction increases as the potential difference
from the reversible potential increases. At a large
enough potential difference from the reversible
potential, the Tafel equation describes this relation-
ship when the rate is limited by the transfer of charge
across the interface:

E � Erev ¼ b log i=i0ð Þ ½8�
where b is the Tafel slope. On a plot of E versus log|i|,
called an Evans diagram, this expression is a straight
line with the slope of b. In Figure 1, the expression is
plotted as log|i| versus E and the slope is 1/b :

log i ¼ log i0 þ E � Erev

b
½9�

As shown in Figure 1, the hydrogen evolution reaction,
eqn [2], goes in the cathodic direction at potentials
below the reversible potential for that reaction, which
is given by the Nernst equation. The metal dissolution
reaction goes in the anodic direction at potentials
above the reversible potential for that reaction.

Many metals will dissolve by uniform corrosion
when immersed in an acidic solution. In an acid, the
primary cathodic reaction is often the hydrogen
evolution reaction, and metal dissolution may be
written as eqn [1]. Both reactions will occur on

log i

i0, M/M+

M
→

M
n+
+ne

–

M n+
+ne –→

M

H +
+

e −
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2
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2
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Figure 1 Schematic Evans diagram for corroding active metal in an acid. Reproduced from Frankel, G. S.; Landolt, D.
In Corrosion and Oxide Films, Stratmann, M., Frankel, G. S., Eds.; 2003; p. 38, with permission from Wiley-VCH Verlag

GmbH & Co. KGaA.
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the same surface at essentially the same potential.
This potential is called a ‘mixed potential,’ because
it is between the reversible potential of the two reac-
tions. It is also called the open circuit potential (OCP)
or for a corroding metal, the corrosion potential, Ecorr.

As shown in Figure 1, Ecorr is the potential at
which the anodic and cathodic current densities are
equal, which is required for charge neutrality. For the
more general case where there might be more than
one anodic or cathodic reaction, Ecorr at any point in
time is the potential where the following is obeyed:X

ia ¼
X

ic ½10�
For uniform corrosion to occur, the anodic reaction
must not be localized at specific spots on the surface
of a sample. Instead, the anodic reaction must occur
at multiple sites across the surface and continually
move to new sites, thereby evenly removing material
across the surface over time. Similarly, the cathodic
reaction must not be localized. When these reactions
remain at fixed locations, the attack is nonuniform,
resulting in a localized form of attack such as pitting,
crevice, or intergranular corrosion.

2.01.3 Passivity

Another form of nominally uniform attack involves
a passive metal surface rather than the active dis-
solution described in the previous section. Passivity
describes the relatively low rate of corrosion exhib-
ited by metals covered by a thin oxide or hydroxide
film, the passive film. Passive films are thermodynam-
ically stable at high potentials for many metals. For
example, the Nernst equation can be calculated for a
reaction in which a metal oxide is formed from a
metal in an aqueous solution:

MOn þ 2nHþ þ 2ne� ¼ Mþ nH2O ½11�
Erev ¼ E� � 0:059pH ½12�

where E∘ ¼ �ðnG∘
H2O

� G∘
MOn

Þ=nF following eqn [3].
As indicated before, at potentials above this reversible
potential, reaction [11] would tend to go in the
anodic direction, from right to left or the opposite
direction of what is written in eqn [11], resulting in
the formation of an oxide film. For many metals, this
potential is below the potential for hydrogen evolu-
tion associated with proton or water reduction, and
therefore, the passivation reaction will proceed spon-
taneously in aqueous solutions.

Passive films form spontaneously in the majority
of practical environments on stainless steels, and

alloys of Al, Ni, and Ti. Fe spontaneously passivates
at high pH or at high potentials. W, in contrast,
spontaneously passivates at low pH. For many metals,
including Al, Cu, and Zn, the passive oxide film is
stable only in the mid-pH region. These metals are
described as being amphoteric in nature.

Stainless steels are iron-based alloys with good
corrosion resistance owing to the formation of a
Cr-rich passive film. When Fe is alloyed with >13%
Cr, such a protective passive film can form, thereby
achieving the good corrosion protection associated
with Cr while maintaining the mechanical properties
of steel. Common grades of stainless steel contain
16–20%Cr, aswell as other elements such asNi andMo.

Spontaneously formed passive films typically have
a thickness of 2–4 nm, although they tend to thicken
as the potential is increased. The protectiveness of
passive films usually increases with potential, and the
application of a high potential often improves the
corrosion resistance by thickening the passive film.
This is the basis for anodization, which is commonly
performed on Al to thicken the aluminum oxide
layer. At room temperature, the thickness increases
by about 1.2 nmV�1. Iron and nickel oxides are semi-
conducting so that they support the oxygen evolution
reaction at potentials above the reversible potential
for that reaction, and therefore cannot be anodized to
high potentials. Cr-rich passive films that form on Cr
and Cr-containing alloys such as stainless steel dis-
solve at high potentials forming the soluble chromate
ion (a process known as transpassive corrosion), and
thus also cannot be anodized.

It should be noted that almost all metals and alloys
that can be protected by a spontaneously formed
passive film are susceptible to accelerated localized
corrosion such as pitting or crevice corrosion as the
result of localized breakdown of the otherwise pro-
tective passive film. Such breakdown requires the
presence of an aggressive species, such as chloride
ions, and is accelerated for many passive metals by
the presence of high chloride concentration, high
temperature, and high potentials.

2.01.4 Uniform Corrosion in Practice

Metals and alloys can corrode uniformly in one of
three states:

� Active
In this case, the metal is in direct contact with
the environment, the rate of corrosion being con-
trolled by the kinetics of the anodic and cathodic

Principles of Corrosion in Liquids 727

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



reactions, with a contribution (usually small except
in pure waters) of solution resistance due to the
separation between the instantaneous anodic and
cathodic sites on the metal surface. It is normally
only practicable to use alloys in this state if the rate
of hydrogen evolution is low, which effectively
limits alloy systems that can be used in this state
in practice to those based on metals with an equi-
librium potential that is not too far below that for
hydrogen at the relevant pH (such as copper,
nickel, and iron), or on metals that have a very
low exchange current density for hydrogen evolu-
tion (such as lead and zinc). In aerated environ-
ments, it is common for the rate of corrosion to be
controlled by the transport of oxygen to the metal
surface, which leads to a typical uniform corrosion
rate in air-saturated solutions such as seawater of
0.1–1.0mmyear�1, depending on the flow condi-
tions. In stagnant liquids, soils and similar situa-
tions where the flow is restricted, when the surface
is covered by a corrosion product film or when the
solution has a low conductivity, such as many fresh
waters, the corrosion rate will be lower.

� Immune
In this case the metal is the thermodynamically
stable state and corrosion cannot occur at a signif-
icant rate (in an environment that is completely
free of ions of the metal, there will be a very low
corrosion rate as the metal oxidizes to a sufficient
extent to achieve the metal ion concentration that
is in equilibrium with the metal). In the presence of
complexants or species that produce stable salts,
the metal ion concentration may be maintained
below the value that is in equilibrium with the
metal, allowing corrosion to occur. Thus, in cya-
nide leaching of gold ores, gold ions are complexed
by cyanide, allowing continuing corrosion of par-
ticles of metallic gold, with oxygen reduction as
the cathodic reaction. In this condition, the metal
is effectively corroding in the active state, although
the kinetics will tend to be rather more complex.

� Passive
In the case of passive metals, the corrosion rate is
controlled by the properties of the passive film.
This is usually an oxide or hydroxide, although
passivation by salt films is also possible. The kinet-
ics of passive corrosion have been studied in con-
siderable detail in recent years, largely because of
the requirements of nuclear waste disposal, for
which some approaches depend on the corrosion
performance of passive alloys over many thousands
of years (see Chapter 2.39, Predictive Modeling

of Corrosion for a detailed discussion of this
work). Other applications where the rate of passive
corrosion is important are in the primary circuit of
water-cooled nuclear reactors, where the release of
radioactive transmutation products from the
metals of construction of the reactor leads to signif-
icant safety hazards, and in biomedical applications
where the release of metal ions (such as nickel and
chromium) can lead to allergic or toxic effects on
neighboring tissue. Otherwise, the rate of passive
corrosion is usually not significant, and the various
forms of localized corrosion tend to present much
more serious problems for passive alloys.

2.01.5 Uniform Corrosion of Iron

Unprotected iron will corrode and form rust in many
environments. Lorenz and Heusler have provided a
good summary of their work and others’ on the mecha-
nism of iron corrosion.1 The reactions commonly used
to describe this process in an aerated environment are

Fe ! Fe2þ þ 2e� ½13�
O2 þ 2H2Oþ 4e� ! 4OH� ½14�
Fe2þ þ 2OH� ! Fe OHð Þ2 ½15�

4Fe OHð Þ2 þ O2 ! 2Fe2O3 þ 4H2O ½16�
where the final iron oxide product, red rust, is usually a
hydrated form of Fe2O3 (usually assigned the formula
FeO(OH)). However, it seems unlikely that solid Fe
(OH)2 is formed, as this would be expected to lead to a
form of passivation, with an underlayer of Fe(OH)2
covered by Fe2O3, and it is more likely that the oxida-
tion of ferrous species to ferric occurs in solution,
leading to precipitation of rust in solution away from
the surface of the metal, resulting in the nonprotective
corrosion product film that everyone is familiar with.
In a deaerated aqueous environment (in the absence of
oxygen), the cathodic reaction is hydrogen evolution
via proton (eqn [2]) or water reduction and the ferric
product will not form. The rate of reaction in this case
is low in neutral or alkaline environments.

The mechanism of ferrous ion formation has been
shown to be more complicated than eqn [13] as it
involves multiple single electron transfer steps and
depends on the pH of the environment:

FeþH2O Ð FeOH þHþ þ e� ½17�

FeOH ! FeOHþ þ e� ½18�

FeOHþ þHþ ! Fe2þ þH2O ½19�
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The second charge transfer step (reaction [18]) is the
rate-determining step, and in consequence, the rate
of the overall reaction depends on the concentration
of FeOH on the iron surface, and hence (by virtue of
the equilibrium of reaction [17]) on the pH. Thus,
in deaerated environments, the anodic and cathodic
reaction kinetics both depend on pH; somewhat
counter-intuitively, the rate of the anodic reaction at
a constant potential decreases as the solution becomes
more acidic (i.e., as the pH decreases), but this is
countered in practice by the increase in the rate of
the cathodic hydrogen evolution reaction due to the
increased hydrogen ion concentration, which leads to
an increase in the corrosion potential.

At high pH, iron spontaneously passivates as
described earlier, forming a thin oxide layer. In neu-
tral or acidic environments, passivity on Fe is only
achieved by the application of a sufficiently high
potential. If the potential is scanned, the polarization
curve will exhibit an active–passive transition. In the
active region, the current can be extremely high,
approaching 1A cm�2 (corresponding to a corrosion
rate in the region of 1mmh�1). In acidic solutions,
a limiting current associated with mass-transport
limited dissolution in the presence of a salt film on
the surface can be observed over a range of poten-
tial. However, after the active–passive transition, the
current density might drop by 4 orders of magnitude
as a result of the formation of a thin passive film.
On iron, the passive film has been found to be a
bilayer, with an inner layer of Fe3O4 and an outer
layer of g-Fe2O3.

Alloying of iron with carbon and other elements
such as Mn and Si to make steel generally has a
small influence on the corrosion rate, although sul-
fide inclusions (typically MnS) act as local sources of
sulfide and other species that accelerate corrosion
locally. However, alloying elements such as Cu, Cr, P,
and Ni added in small quantities to create low-
alloy steels can result in considerable improvement
in corrosion resistance. One class of low-alloy steels
specifically designed for improved atmospheric cor-
rosion resistance is referred to as weathering steels.2

The rust layer on weathering steels is more compact
and protective than that formed on plain carbon steel,
although not as thin and protective as the passive film
formed on stainless steels having Cr content >13%.
The protectiveness of this compact thick film formed
on weathering steels is improved by periodic drying,
and hence, their primaryuse is in atmospheric exposure
rather than immersed or buried conditions. However,
under many atmospheric conditions, the oxide layer on

weathering steels provides sufficient protection even
without painting, which is a huge advantage as the
maintenance costs associatedwith repainting degraded
structures can be eliminated.

2.01.6 Uniform Corrosion of Copper

Copper is a noble metal in that its reversible potential
is higher than that for the hydrogen evolution reac-
tion. Therefore, Cu is thermodynamically immune to
corrosion in deaerated noncomplexing environments.
This is the reason why, at the time of this writing,
many countries are considering long-term disposal
of high-level radioactive waste in Cu canisters that
would be located in the anoxic (oxygen-free) saturated
zone (below the water table) of a geologic formation.
However, complexation of copper ions by, for instance,
chloride or ammonia, or the presence of species, such
as sulfide, that form copper salts that are more stable
than the oxide, can decrease the reversible potential
for Cu dissolution to the extent that it is below that of
hydrogen evolution, rendering the Cu susceptible to
corrosion even in anoxic environments.3 Furthermore,
Cu will corrode in the presence of oxygen and other
oxidizing agents.

Cu is widely used in water distribution piping, both
for hot and cold water. Cu water piping will occasion-
ally fail by pitting corrosion. This form of attack is not
well understood4 (there appear to be several different
mechanisms of pitting, at least some of which are
microbially induced), and usually confined to certain
districts or groups of houses. The concentrations of
sulfate, chloride, hydroxide, carbonate, and bicarbon-
ate ions can influence Cu pitting susceptibility.5

In aerated solutions, the surface of Cu is typically
covered with a film of CuO, which provides marginal
protection. In atmospheric conditions, Cu eventually
develops a protective patina; in most atmospheres
(where there is significant SO2 present as a result of
pollution) this has the structure, composition, and
characteristic green color of the mineral bronchan-
tite, Cu4(SO4)(OH)6.

6,7 The patina can also contain
carbonate, or by the seashore, chloride.8

The corrosion rate of Cu in the atmosphere has
been found to depend on the conditions existing dur-
ing the initial period of the exposure. When the initial
exposure was in the winter, the rate of corrosion over a
period of years was greater than when the initial
exposure was in the summer, indicating that the nature
of the initial surface oxide film plays a critical role in
the subsequent development of that film.
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Cu is often alloyed for improved mechanical prop-
erties. Brasses and Al bronzes are susceptible to deal-
loying attack whereby the less noble alloying element
is dissolved preferentially, leaving a porous structure
with little mechanical strength. Dezincification is the
most common form of dealloying, caused by the
preferential dissolution of Zn from brass. A small
addition of As to the alloy, only about 0.04%, will
reduce the susceptibility to dezincification; additions
of Sn, Sb, or P are also effective.9

2.01.7 Uniform Corrosion of Zinc

Zn is an active metal with good corrosion resistance in
the atmosphere and in natural waters owing to the
formation of a protective oxide or hydroxide surface
film. This combination of low corrosion potential and
low self corrosion ratemakes it an ideal sacrificial anode
for steel. Zn and Zn alloys are widely used as corrosion
protective coatings on steel, often in combination with

paint overcoats. Most steel automotive body panels
nowadays are galvanized prior to coating.

The pH of the environment has a large effect on
the corrosion rate of Zn as Zn is amphoteric, corrod-
ing rapidly in low- and high-pH environments, but
slowly in the pH range from about 6 to 12. As a result,
the lifetime of galvanized layers is decreased in pol-
luted locations where the mist and dew are acidic.

References

1. Lorenz, W. J.; Heusler, K. E. In Corrosion Mechanisms;
Mansfeld, F., Ed.; Marcel Dekker: New York, 1987.

2. Murata, T. In Uhlig’s Corrosion Handbook, 2nd edn.;
Revie, R. W., Ed.; John Wiley: New York, 2000.

3. Pourbaix, M. In Lectures on Electrochemical Corrosion;
Plenum: New York, 1973.

4. Rushing, J. C.; Edwards, M. Corr. Sci. 2004, 46, 3069–3088.
5. Cong, H.; Michels, H. T.; Scully, J. R. J. Electrochem. Soc.

2009, 156, C16–C27.
6. Vernon, W. H. J.; Whitby, L. J. Inst. Met. 1929, 42, 181–202.
7. Vernon, W. H. J. Whitby, J. Inst. Met. 1930, 44, 389–408.
8. Vernon, W. H. J. J. Inst. Met. 1933, 52, 93–100.
9. Bengough, G. D.; May, R. J. Chem. Soc. 1924, 32, 81–269.

730 Principles of Corrosion in Liquids

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



2.02 Passivity and Localized Corrosion
G. T. Burstein
Professor of Materials Chemistry and Corrosion, Department of Materials Science and Metallurgy, University of Cambridge,

Pembroke Street, Cambridge CB2 3QZ, UK

This article is a revision of the Third Edition article 1.5 by G.T. Burstein, volume 1, pp 1:118–1:150, � 2010 Elsevier B.V.

2.02.1 Introduction 731

2.02.2 Determination of the Passive Corrosion Rate 734

2.02.3 The Polarization Curve 735

2.02.4 Mechanism and Kinetics of Passivation 737

2.02.5 Thermodynamics of Passivity 740

2.02.6 Chemical and Electrochemical Passivity 743

2.02.7 Passivation in Nonaqueous Liquids 744

2.02.8 Passivity of Alloys 744

2.02.9 Compositions of Passivating Oxide Films 746

2.02.10 Breakdown of Passivity and Pitting 747

References 751

Abbreviations
AC Alternating current

DC Direct current

SHE Standard Hydrogen Electrode

Symbols
a Reaction coordinate

A Constant

B Constant

E Electrochemical potential

E� Standard equilibrium potential

F The Faraday

ib Backward current density

if Forward current density

ipass Passive current density

k Rate constant

M Atomic weight of metal

R Universal gas constant

t Time

T Temperature

x Metal loss

z Number of electrons released by oxidation

DG* Change in Gibbs free energy

h Overpotential

r Density

2.02.1 Introduction

This article was first published in the 3rd edition; it is
reprinted here in its entirety with only minor typo-
graphic corrections and a few editorial comments
incorporated as footnotes.

Passivity is a state of low corrosion rate brought
about under a high anodic driving force, or potential,
by the presence of an interfacial solid film, usually an
oxide. The phenomenon of passivity has been defined
in a number of ways,1,2 most of which are similar in
meaning. Although from the more literal sense of the
word, passivity could include metals immune from
corrosion (such as gold in water); in the parlance of
corrosion science, this is specifically excluded. Pas-
sive metals are thermodynamically unstable3: they
possess a kinetic stability, which is engendered by a
solid interfacial film, without which corrosion would
occur. The oxide film, formed anodically through
a mechanism very similar to that of the corrosion
process, stifles the rate of further oxidation (corro-
sion and further passivation) by forming a barrier
between the metal surface and its environment. So,
many metallic structures and components depend on
the state of passivity for their stability. From an
engineering point of view, the phenomenon of pas-
sivity is a remarkable one due to its requirement
of the extremely thin film to procure passivity.
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The typical passivating oxide film on many metals is
only 1–10 nm in thickness and is produced by the
oxidation of the surface to a depth measured in
monolayers of atoms. Without the passivating oxide
film, many metallic structures would corrode at a
very fast rate, phenomenological evidence for this
being provided by the very fast rates at which loca-
lized corrosion (such as pitting corrosion or stress-
corrosion cracking) can propagate when passivity is
disrupted, and regeneration of the passivating oxide
film cannot take place. This thin oxide film is the
stabilizing barrier which separates the potentially
active metal from the environment, for structures
smaller than a hypodermic needle and larger than
an aircraft. Not surprisingly, passivity and passivation
have been examined extensively in the past for many
decades using a large range of techniques; despite the
great deal of information and knowledge that has
thereby been generated, there are many questions
that remain to be answered before a complete under-
standing of the subject is achieved.* For example,
since the advent of stainless steel, it has been realized
that this important class of material owes its stain-
lessness to the surface oxide film, and even now,
despite the large amount of research, using a wide
range of in situ and ex situ techniques, the exact
nature of this oxide film remains to be resolved.
Passivity of iron has long been recognized6–8; the
modern theories relating to the passivating oxide
film are primarily due to Evans.9–12

Passivity of a metal lies in contrast to its activity, in
which the metal corrodes freely under an anodic
driving force. The passive state is well illustrated by
reference to a classical polarization curve prepared
potentiostatically or potentiodynamically (Figure 1).
As the potential is raised (in the anodic or positive
sense) above the equilibrium potential between the
metal and its dissolved ions, the driving force toward
oxidation and the rate of dissolution increase; in the
classical case, it represents an exponential rise of
current with potential according to the Tafel equa-
tion.13 When the potential is high enough, a dramatic
reduction in the dissolution rate occurs, and the rate
of dissolution remains low with further increase in
potential. The latter state is the state of passivity and
the minimum potential at which the low oxidation

rate exists is the passivation potential. It is a feature of
the passive state that the oxidation rate is indepen-
dent of potential, or nearly so.14 This feature does not
define the state of passivity uniquely, as the diffusion-
controlled dissolution reactions are also independent
of potential, and passivity is not due to dissolution
under diffusion control. Some surface films too, while
displaying all the qualitative properties of passivity
with respect to the polarization curve, allow a high
corrosion current to pass, and cannot be regarded as
passivating. An extreme example of this is the phe-
nomenon of electropolishing, in which the rate of
dissolution is controlled by the migration of ions
through a viscous salt film layer, the rate is indepen-
dent of potential, and the current density is high.14–17

It is a primary requirement of passivity that the
oxidation rate is small and it depends entirely on
the application. The state of passivity is never perfect,
and a passive metal always corrodes at a finite rate,
albeit that this rate may be very low. The surface
film forms a barrier between the metal and its envi-
ronment, which retards further oxidation. Raising
the potential in the passive state, while increasing the
driving force toward oxidation, serves to thicken the
surface oxide film, thereby increasing the barrier for
further oxidation. It is this increase in the barrier film
thickness with increase in potential that generates the
potential independence of the oxidation rate as long as
the metal remains passive. This phenomenon is used in
high-voltage anodizing of somemetals, inwhich highly
resistive oxide films can be grown to a thickness of
several hundred nanometers at high voltages.

*Editor’s note: This article embodies the state of the subject in
about 1992. The subject has changed relatively little since then and
most of the content is consistent with more recent work. For more

recent reviews of passivity, the reader may consult ‘argentumsolu-
tions’4 and Staehle et al.5
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Figure 1 Schematic anodic polarization curve for a metal.

Region AB describes active dissolution of the metal. BC is

the active–passive transition, with passivation commencing

at B. Passivation is complete only at potentials higher
than C. The metal is passive over the range CD.
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The above description of passivity refers to pas-
sivity stimulated by an externally applied potential.
Passivity of real structures is, however, generally
achieved in the absence of externally applied power
(although it can be stimulated by application of an
anodic voltage, a practice followed for anodic protec-
tion).18 In the absence of an applied potential, the
sink for the electrons generated by the anodic oxida-
tion of the metal is a cathodic reaction which occurs
on the passive metal surface itself. The cathodic
reaction, thereby, provides the driving force. In aque-
ous systems, this is generally the reduction of dis-
solved oxygen or the reduction of water to hydrogen
(or both simultaneously, depending on the potential
involved) occurring on the passive oxide surface, as:

O2 þH2Oþ 4e�  ! 4OH� ½1�
or

2Hþ þ 2e�  ! H2 ½2�
These same cathodic reactions also fuel the corrosion
of metals if corrosion (rather than passivity) is the
dominant process. It is to be noted that both cathodic
reactions involve an increase in pH, while the anodic
site tends to develop a decreased pH. These changes
in pH over the anodic and cathodic sites can be
important as they can lead to destabilization of the
passive state. The state of passivity involving a
cathodic reaction on the passive surface is sometimes
referred to as ‘chemical passivity,’ as opposed to
‘anodic passivity’ or ‘electrochemical passivity’ (stimu-
lated by an applied potential). The two phenomena are,
however, very similar: both are electrochemical in
nature. The only mechanistic difference lies in the
fact that under chemical passivity, the transferred elec-
tronsmust pass through the passivating oxide film from
the metal atoms to the cathodic reactant, since the
anodic reaction (metal oxidation) occurs at the
metal–film interface, and the cathodic reaction occurs
at the film–electrolyte interface. On the contrary,
under externally applied anodic stimulation, the elec-
trons are passed around an external circuit to a separate
cathode. Electrons pass rather readily through most
passivating oxide films, even those of high resistivity,
because they are so thin. Other cathodic reactants may
also behave as passivating agents. Their role varies
depending on their nature. Thus, for example, the chro-
mates added to the aqueous environment raise the
potential of the metal by accelerating the cathodic
reaction. If the potential is thereby raised into the
passive regime, the metal is passivated essentially by
the added chromate, which then functions as a corrosion

inhibitor. The reduced chromate also aids passivity by
depositing Cr(III) into the passivating film. The earlier
theory that only oxygen is required as an adsorbed layer
for passivation is, of course, not tenable, since passivity
can be achieved readily with alternative oxidizing
agents, or with an applied potential in the absence of
dissolved oxygen (or any other oxidizing agent): passiv-
ity is due to a surface film, usually an oxide, as a distinct
solid phase and usually of thickness greater than one
monolayer. The oxide ions required to form the film
originate from water molecules, and the role of dis-
solved oxygen is merely that of an oxidizing agent.

Other corrosion inhibitors also enhance passivity
without electrochemical reduction, by depositing
insoluble oxidation products into the passivating
film. For example, benzoate ions cause deposition of
ferric benzoate into the oxide, but do not provide any
cathodic reaction.

The phenomenon of chemical passivity can be
considered by examining the polarization curves for
the separate anodic and cathodic reactions, shown in
Figures 2 and 3. The two forms of passivating agent,
one that yields an accelerated cathodic reaction and
the other providing insoluble reaction product, are
both illustrated. Considering the fact that the anodic
and cathodic reactions must occur at an equal rate,
the point of intersection of these two kinetic lines in
Figures 2 and 3 describes the condition of the metal.

a

b
c
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Figure 2 Schematic anodic polarization curve for a

passivable metal (solid line), shown together with three
alternative cathodic reactions (broken line). Open-circuit

corrosion potentials are determined by the intersection

between the anodic and cathodic reaction rates. Cathode a
intersects the anodic curve in the active region and the

metal corrodes. Cathode b intersects at three possible

points for which the metal may actively corrode or

passivate, but passivity could be unstable. Only cathode c
provides stable passivity. The lines a, b and c, respectively,

could represent different cathodic reactions of increasing

oxidizing power, or they could represent the same oxidizing

agent at increasing concentration.
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To achieve chemical passivity, the potential must be
sufficiently high to overcome the active loop (other-
wise the oxidizing agent accelerates corrosion) and
therefore, there must be sufficient cathodic reactant
of sufficiently high driving force.

The process of formation of a passivating oxide
film is anodic in nature; the driving force for its
formation is raised by increasing the potential anodi-
cally across the metal–environment interface. Thus,
for example, the driving force for formation of a
passivating oxide film on iron by the reaction,

2Feþ 3H2O ! Fe2O3 þ 6Hþ þ 6e� ½3�
is raised as the potential is increased above the equi-
librium potential between the metal and its oxide.
Raising the potential, however, also raises the driv-
ing force toward oxidation of the metal, and thus,
increases the propensity toward accelerated corro-
sion. The two processes of accelerated corrosion
and passivation are, therefore, generally in competi-
tion, and the balance between the two can be quite
delicate. Examples are abound, both in the labora-
tory and in the field, of passivity failure, leading
frequently to rapid and sustained localized corro-
sion. Mechanisms describing the origins of stress-
corrosion cracking and corrosion-fatigue inherently
involve rupture of the passivating oxide film, and
consequently, the rapid reactions that may ensue on
the bare metal surface. The basis on which such forms
of localized corrosion occur are well understood. In
its passive state, the metal is thermodynamically very
unstable. The conditions of the metal, the solution

and the potential dictate its state of passivity. If pas-
sivity is lost by whatever mechanism (e.g., by oxide
film rupture or through reaction of local heterogene-
ities), the metal reacts anodically at high potential
and therefore at a high rate, with the cathodic area
occurring mainly on the surrounding undamaged
passive surface. One consequence of such anodic
reaction is the transport of ions to carry the current,
and the generation of acidity through hydrolysis of
the reaction products.19–23 (Note that the reaction
above describing ferric oxide formation on iron gen-
erates H+.) If these processes generate a local solu-
tion of sufficient aggressiveness, then localized
corrosion will ensue: the rate will be fast because of
the high potential. If the local solution developed is
not sufficiently aggressive or the reaction rate is not
high enough (because the potential is too low), the
site repassivates (i.e., it regenerates the passivating
oxide film). These phenomena are dealt with in
more detail below.

Passivity normally exists within a well defined
potential range, below which the metal may activate
and corrode, and above which it may transpassivate
and corrode. The potential range is characteristic of
the metal–environment system, and predominantly,
of the available cathodic reaction. Because all anodic
processes occurring through the passivating film,
including the film growth, are controlled by the
ionic conductance of the film,15,24 a low ionic con-
ductivity to metal cations as well as oxide ions is
beneficial to passivity. Oxides of high ionic conduc-
tivity would grow to be thick, and thick oxide films
are more likely to be mechanically unstable, because
they are more crystalline, and more defective. The
passivating film thickness is also controlled by the
rate of dissolution of the oxide into the electrolyte.
The electron conductivity of the oxide is of less
consequence. Metals such as aluminum and tantalum,
whose oxides are of low electronic conductivity, can
be as passive as iron and copper, whose oxides are
highly electronically conductive. Although passivity
in an open circuit requires electron passage through
the oxide, this is rarely a limiting step. Consideration
of the variables associated with each system is there-
fore critical in determining the state of passivity.

2.02.2 Determination of the Passive
Corrosion Rate

If a metal were perfectly passive and the solubility of
its ions were zero, the passive corrosion rate would be

c
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Figure 3 Schematic anodic polarization curves for a

passivable metal showing the effect of a passivating agent

that has no specific cathodic action, but forms a sparingly

soluble salt with the metal cation: (a) without the passivating
agent and (b) with the passivating agent. The passive

current density, the active–passive transition and the critical

current density are all lowered in (b). The effect of the
cathodic reaction c, is to render the metal active in case a,

and passive in case (b).
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zero but it would take a long time to reach that state.
This is never the case, and passivity always implies an
ultimate steady state corrosion rate, and it is gener-
ally important to know that rate. This is determined
as the passive current density, ipass, through polariza-
tion experiments. The rate of penetration in the
passive state is then dx/dt¼Mipass/zFr, where M is
the atomic weight of the metal, z is the electron
number, F the Faraday constant, and r the density
of the metal. Polarization curves as shown in Figure 1
are commonly measured by potential sweep mea-
surements (at constant sweep rate, dE/dt); such
curves also yield a passive range of potentials. The
value achieved, however, depends on the imposed
potential sweep rate because at any potential the
steady state value of ipass takes some time to be
reached. The time taken to reach the steady state,
often overlooked or ignored in laboratory studies
of passivity, can be measured in minutes, hours, or
even days.{ Fast sweep rates may, therefore, yield an
erroneously high value. The passive current density
is, thus, more accurately obtained at constant poten-
tial. A further feature, which can yield an errone-
ously low value of ipass, is the presence of a cathodic
reactant, such as oxygen. To overcome this, labora-
tory measurements are made in deaerated solution;
full deaeration is, however, not possible. The lower
the true passive current density, the greater is the
inaccuracy in the measured value.

Measurement of ipass at constant potential does
not resolve this inaccuracy. The error can be recog-
nized by measurement using a rotating disc or cylin-
der electrode. Variation in the rotation rate then
alters the rate of oxygen transport, and an apparent
reduction in ipass is observed as the rotation rate
increases. The constituent of passive corrosion rate
forming a viably passive structure is to be questioned,
and is dependent on the application. One of the most
demanding states of passivity is that required by
metallic surgical implant materials, where even
small passive corrosion rates of metals (undamaging
to the metal), which show toxicity in ionic form and
whose ions are not excreted at the appropriate rate,
may accumulate to significantly toxic levels. It is,
nevertheless, quite common for the passive corrosion
rate to be low, that a well engineered structure cor-
roding in its passive state is visibly unchanged after
very many years service.

2.02.3 The Polarization Curve

It is worthwhile to consider the general form of the
anodic polarization curve, obtained when the potential
of a metal is scanned in deaerated solution. Figure 4
shows a series of schematic curves which describe the
onset of passivity (as shown in Figure 1) and the
behavior of passive state. Such curves can only be
determined potentiostatically or potentiodynamically;
galvanostatic measurement of potential cannot provide
the polarization curve of a passivating metal because
the potential is a three-valued function of the current
density. At low anodic potential (region AB) in solu-
tionswhere themetal ion has appreciable solubility, the
metal dissolves actively with the current rising expo-
nentially with increase in potential (see Figure 1).
Passivation commences at B and is completed at C;
region BC comprises the active–passive transition. The
passive current then continues to flow with further
increase in potential, approximately independent of
potential, until point D, F, H, or J depending upon the

{Editor’s note: This is probably an understatement; work on Alloy

22, a highly corrosion resistant passive alloy, suggests that the
passive corrosion rate falls over months or years.
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Figure 4 Schematic anodic polarization curve of a metal
showing possible behavior of the passive region. AB is the

active region and BC the active–passive transition. The

metal i is passive at potentials more positive than C. If the

solution contains aggressive anions such as chloride,
passivity may breakdown at D (the pitting potential), and the

current rises with further increase in potential (DE) as

corrosion pits propagate and nucleate. The region DE is not
necessarily linear. If pitting agents are absent, but the

passivating film be transpassively dissolved, then

transpassive corrosion commences at F, increasing in rate

with increasing potential (FG). If the passivating film is
chemically and electrochemically stable, and is conductive

to electrons, oxygen evolution commences at H, and

increases in rate to I. The metal remains passive. If the film

is stable and insulating to electrons, oxide film growth
continues with further increase in potential (HJ) and the

metal remains passive.
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properties of the passivating film with respect to the
electrolyte solution.

In solutions with a sufficient concentration of
aggressive ions, such as chloride, premature failure
of passivity occurs with many metals (such as alumi-
num, iron, nickel, and their alloys) at point D, by the
nucleation of pitting corrosion. Failure of passivity is
localized, and the current rises with further increase
in potential (region DE), as the pits grow and more
pits form. Note that the current density is usually
obtained by dividing the measured current by the
surface area of the specimen being tested. When loca-
lized corrosion, such as pitting occurs, the actively
dissolving area is found to be very small (else, corro-
sion cannot be termed localized). The current density
measured as such does not, thus, represent the local
corrosion rate, or the penetration rate, which is in fact
much faster. The rise in mean current density in
region DE of Figure 4 is not necessarily an exponen-
tial function of the potential. The region accommo-
dates an increasing number of pits with increase in
potential, as well as their growing surface area, with
time. This region also shows a significant noise in the
measured current.

In the absence of aggressive anions, the passivating
oxide film may begin to be oxidized at point F to
produce a soluble anion, and passivity again fails, this
time by oxidative dissolution. The current rises with
further increase in potential (region FG) as the dis-
solution rate rises. This occurs, for example, with
chromium and manganese by oxidation to CrO4

2�

and MnO4
2� or MnO4

�, respectively. If the oxide
film is stable, and is also a good electron conductor,
such as with iron and nickel in neutral or moderately
alkaline solutions, then point H marks the potential
at which the solution begins to be oxidized. In an
aqueous solution, this is the oxidation of water to
oxygen, for which the standard electrode potential
is 1.228V (SHE) at 25 �C. Subsequently, the rise of
current with increase in potential in region HI
describes the increasing rate of oxygen evolution.
Passivity here is not disturbed (unless the oxide film
is damaged mechanically by the oxygen bubbles).
This process can only occur if the oxide film is an
electron conductor, since the oxidation of water
requires the withdrawal of electrons from the water
molecules through the oxide to the metal: oxidation
of water occurs at the film–electrolyte interface.

Finally, if the film is stable in solution, and is a
poor electron conductor, as those formed on alumi-
num and tantalum in halide-free environments, oxy-
gen evolution is not possible. Raising the potential

beyond point H in Figure 4 causes the film to grow
further, with the current continuing to be approxi-
mately independent of potential (region HJ). It is
under these conditions that high-voltage anodizing
can be adopted to produce relatively thick oxide
films, as described below.

For metal–environment couples, where the passi-
vating oxide film does not break down, does not
oxidatively dissolve, and does not conduct electrons
readily, the only mechanism for relaxing the increas-
ing electric field as the potential is increased is
the thickening of the oxide film. The process occurs
by ion conduction through the film. In fact, if the
potential of aluminum immersed in a suitable ano-
dizing electrolyte is raised suddenly to a high value,
transient evolution of oxygen bubbles is observed.
The oxide is, of course, a dielectric, and the sudden
potential jump imposes dielectric breakdown with
conduction of electrons because of the increased
electric field. The effect is rapidly quenched as the
barrier oxide film grows simultaneously, relaxing the
electric field.

In many cases, passivating and highly electrically
insulating oxide films can be grown to thicknesses of
several hundred nanometers, and even micrometers;
such films can be observed readily in the scanning
electron microscope.24–29 The applied anodic vol-
tages can be in the region of several tens, and even
hundreds of volts, and can be applied as a DC current
or voltage, or as an AC voltage, depending on the
required properties of the oxide. The most widely
anodized metal industrially is aluminum. Although
AC anodizing of aluminum imposes a cathodic half-
cycle for each anodic half-cycle, oxide film reduction
does not occur, contrary to what might be expected.
This is because the oxide film on aluminum is irre-
ducible. In an appropriate electrolyte, the passivating
oxide film can be induced to be overlaid with a much
thicker microporous oxide layer. Electrolytes that
induce formation of a porous overlayer tend to be
more aggressive, for example, aluminum in sulfuric
or phosphoric acid. Inevitably, the porous layer is
underlaid with a nonporous barrier layer (otherwise
the high applied voltage would induce vigorous oxy-
gen evolution in those areas lacking the electron-
insulating oxide). The barrier layer, which is the
passivating component, is thus named because it car-
ries most of the electric field and controls the film
growth current. Its thickness increases linearly with
the applied voltage, consistent with the behavior
of other passivating oxide films. This duplex oxide
film formed on aluminum finds wide technological
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applications. Anodizing of titanium to appropriate
oxide film thicknesses produces vigorous interfer-
ence colors, a phenomenon exploited in the inge-
nious art of Pedeferri.30

2.02.4 Mechanism and Kinetics
of Passivation

The basic mechanism of passivation is easy to under-
stand. When the metal atoms of a fresh metal surface
are oxidized (under a suitable driving force), two
alternative processes occur. They may either enter
the solution phase as solvated metal ions, passing
across the electrical double layer, or may remain on
the surface to form a new solid phase, the passivating
film. The former case is active corrosion, with metal
ions passing freely into solution via adsorbed inter-
mediates. In many real corrosion cases, the metal
ions, despite dissolving, are in fact not very soluble,
or are not transported away from the vicinity of the
surface very quickly, and may consequently deposit
on the surface as an oxide or insoluble salt. Often
these cases are not passivating because the insoluble
corrosion product is deposited from the solution
phase as a poorly adherent, loose, crystalline sub-
stance. Formation of rust on steel is one such exam-
ple; blue and green deposits on corroded copper
plumbing are another. Oxide films which are passi-
vating are most commonly formed when they are
generated directly on the metal surface without the
constituent metal ions passing first into solution.31

While the precise structures of passivating films
remain contentious,32,33 they are known to be coher-
ent and continuous, necessarily so since any lack of
continuity would provide paths for active dissolution
leading to localized corrosion.

Formation of the first layer (a monolayer) of pas-
sivating oxide film on a denuded metal surface occurs
easily by the loss of protons from the adsorbed
intermediate oxidation products, such intermediates
being common to both dissolution and passivation
processes.34–42 Thus, for example, the first oxida-
tive step in the anodic oxidation of nickel is the
formation of the unstable adsorbed intermediate
NiOH by

NiþH2O ¼ NiOHads þHþ þ e� ½4�
Similar initial reactions occur on many metals such
as iron and cobalt. This intermediate can now re-
act further in one of the two ways. Oxidation and
protonation of the intermediate to Ni(II) leads to

dissolved nickel ions (active corrosion) which are
unable to passivate the metal:

NiOHads þHþ ¼ Ni2þaq þH2Oþ e� ½5�
On the other hand, oxidation and deprotonation of the
same intermediate leads directly to passivation by:

NiOHads ¼ NiOf þHþ þ e� ½6�
where the subscript ‘ads’ represents the adsorbed
intermediate, ‘aq’ represents the aquated metal ion
in solution, and ‘f ’ represents the oxide film. These
reactions are able to proceed because the solvent,
water, is effectively an infinite source, and sink, for
H+. The intermediate NiOHads is common to both
the dissolution and passivation reactions. It can be
regarded as an hydroxide of Ni(I) or an adsorbed
OH radical; the distinction probably is not important
to the case of passivation. Because of subsequent reac-
tions, it is better considered as the compound of
univalent nickel. This intermediate does not exist as
a bulk species. Its existence as an intermediate is
undoubtedly due to the fact that it is adsorbed to the
metal surface on one side, and carries the aqueous
double layer on the other. The preferential occur-
rence of reactions [5] and [6] depends on the solution
composition, its pH, the potential, and the tempera-
ture. It is apparent that the nickel atoms involved in
going fromNi to NiO via steps [4] and [6] never leave
the metal surface. Formation of NiO (or the hydrated
form, Ni(OH)2) by precipitation from the dissolved
nickel ions formed in reaction [5] does not lead
directly to passivity. For iron, formation of oxides
from dissolved Fe2+ via precipitation from solution
leads to nonprotective rust. (Brown rusts involve
further oxidation of Fe2+ by dissolved oxygen). Such
precipitated oxides are not usually passivating. The
passivating oxide formed by reaction [6] can only
occur when the equilibrium potential between the
Ni and NiO is reached or exceeded. Higher oxides
of nickel may also impart passivity once the appropri-
ately higher equilibrium potential is exceeded.31

Clearly, such oxides form preferentially in solutions
where the oxide is effectively insoluble: for many
metals these are solutions of neutral and mildly alka-
line pH. Nevertheless, in acidic solutions where the
oxide is thermodynamically unstable relative to the
dissolved metal cation, passivation can still occur (and
does so on many metals, including nickel), as exhib-
ited by chromium. Cr(III) oxide is thermodynami-
cally unstable in acidic systems,3 but the metal is
still very passive in sulfuric acid (at the appropriate
potentials); the implication is that the dissolution of
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the passivating oxide into acidic solutions, which must
inevitably occur, is very slow, and the rate of corrosion
of chromium in its passive state is undoubtedly con-
trolled by this dissolution rate. (It is chiefly chromium
(III) which gives rise to passivation of alloys contain-
ing sufficient quantities of Cr, such as stainless steels
and nickel–chromium alloys.)

There are, in fact, many possible steps that could
be included in the basic mechanisms described above,
for example, involving adsorption processes for
H2O and OH�, and interactions among the adsorbed
species. The most widely studied is the reaction of
iron, but similar steps are also encountered in the
anodic oxidation of many metals. These mechanisms
include the same basic steps as described above.34–42

The first monolayer is generally formed before
any significant film thickening occurs, because of
the very strong dependence of the film growth rate
on the electric field across the reacting interface.
A mechanism of the type shown in eqns [4] and [6]
does not necessarily involve an oxide nucleation step.
Rather, it is a random oxidation of the exposed sur-
face metal atoms until the first monolayer of oxide is
complete.41–44 Such a model shows that passive films
may, in fact, be amorphous, with no defined crystal
structure. Alternatively for some metals, an initial
nucleation step may occur with two-dimensional
spreading of the oxide over the surface to produce
expanding circular ‘pancakes’ of oxide which link
when they impinge on one another. This mechanism,
which involves different kinetics, has not been found
in repassivation experiments involving mechanically
stripped transition metal surfaces.41–44 Growth of the
first monolayer of the passivating oxide causes signif-
icant reduction in the rate of oxidation of the metal,
but in general, the process does not stop there.

Once the metal surface has become covered with its
first monolayer of the oxide film, the metal is then
separated from its environment by that oxide, and film
thickening ensues: metal cations or oxide anions (or
both) are transported through the existing oxide film,
thereby relaxing the electric field which drives the
mobile ions, until a steady state is reached. Ion migra-
tion (or vacancy migration) under the electric field
controls the film growth rate.14,24,45–48 As the film
thickens at constant potential, the relaxing electric
field across it reduces the rate of field-assisted ion
migration, and the rate of film growth declines. The
steady state is reached when the rate of film thicken-
ing equals the rate of film dissolution into the envi-
ronment, resulting in a net constant rate dissolution
of metal. Different metals display different passive

corrosion rates, and it is the numerical value of this
rate which dictates whether the metal can be regarded
as sufficiently passive for specific engineering pur-
poses. Highly passive metals usually carry very thin
oxides, and the electric field sustained by the overall
metal–oxide-film–electrolyte interphase region is very
high. For example, at a potential of 0.2V and an oxide
film thickness of 2 nm the mean electric field is ca.
108V m�1. The precise distribution of this electric field,
namely the fraction lying across the film and that lying
across the two phase interfaces is not known, although
several models exist.47–51 Similarly, the identity of the
transporting ions is often not known. Although bulk
oxides can often be classified as cation-vacant, anion-
vacant or containing excess ions interstitially, thus dic-
tating the mode of ionic charge transport, passive films
are so thin that properties of bulk oxides may not neces-
sarily be applicable. The effect is strikingly realized
when it is considered that many passivating oxide films
are often no thicker than one or two unit cells of the
equivalent bulk oxide, and their transport properties
may consequently differ from those of the bulk material.
Only in the model of Macdonald et al.50,51 is such a
distinction drawn for the corrosion and passivation char-
acteristics, where the model predicts that the transport
of metal cations across the oxide from the metal inter-
face to the electrolyte interface causes dissolution, and
the transport of oxide ions in the reverse direction
causes film growth.

Derivation of the rate of oxide film growth pro-
ceeds as follows. When the metal carrying its oxide
film is at its equilibrium potential, no overpotential
exists across the oxide, and the rate at which ions
move through the oxide from the metal to the elec-
trolyte equals the rate at which they move back
again. Expressed as current densities, the forward
rate is if and the backward rate ib; these rates are
equal at equilibrium. Ions moving through the film
do so via vacancies (anionic or cationic, leading to
anionic or cationic migration), or interstitially. They,
thereby, encounter an energy barrier which they
must surmount in order to move: the width of this
energy barrier is the distance between anionic or
cationic sites in the oxide lattice if the mechanism
is by vacancy migration, or the distance between
interstitial sites if the mobile ions move inter-
stitially. This distance is 2a. The height of the
energy barrier is the activation energy, DG*. Thus,
at equilibrium

if ¼ ib ¼ zFk exp �DG
�

RT

� �
½7�
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where k is the rate constant, z is the charge number,
F is the Faraday constant, R is the gas constant, and T
the temperature. Equation [7] is an expression of the
Arrhenius equation.

We now apply an anodic overpotential �, for film
growth, and for simplicity, we regard this overpoten-
tial as being distributed entirely across the oxide film.
If the oxide film has a thickness x, then the electric
field across the film is d�/dx, which equals �/x if the
overpotential lies linearly across the oxide film. The
potential drop across the distance 2a (a single energy
barrier) is then 2a�/x. The activation energy in the
forward direction (i.e., with the electric field) is
thereby reduced by an amount a�zF/x, and that in
the backward direction (i.e., against the electric field)
increased by an amount a�zF/x. Thus, under the
applied overpotential �

if ¼ zFk exp �ðDG
� � a�zF=xÞ
RT

� �

¼ zFk exp �DG
�

RT

� �
exp

a�zF

xRT

� �
½8�

Similarly, in the backward direction

ib ¼ zFk exp �ðDG
� þ a�zF=xÞ
RT

� �

¼ zFk exp �DG
�

RT

� �
exp �a�zF

xRT

� �
½9�

The following parameters are constants (at constant
temperature) and are simplified to

A ¼ zFk exp �DG
�

RT

� �
½10�

and

B ¼ azF

RT
½11�

The net current density, i, in the forward direction
(i.e., producing film growth) is

i ¼ if � ib ½12�
and

i ¼ A exp
B�

x

� �
� A exp �B�

x

� �
¼ 2A sinh

B�

x

� �
½13�

This is the general expression for film growth under
an electric field. The same basic relationship can be
derived if the forward and reverse rate constants, k,
are regarded as different, and the forward and reverse
activation energies, DG* are correspondingly different:

these parameters are equilibrium parameters, and are
both incorporated into the constant A. The parameters
A and B are constants for a particular oxide: A has units
of current density (Am�2) and B has units of reciprocal
electric field (mV�1). Equation [14] has two limiting
approximations.

(a) When the electric field, �/x, is large (high � and/
or small film thickness, x), 2 sinh y ¼ exp y, and

i ¼ A exp
B�

x

� �
½14�

This is commonly known as the high field equation.
It similar to the Tafel equation for activation con-
trolled electrochemical reactions with the additional
feature that the potential driving the reaction lies
across an oxide film of variable thickness, x, rather
than across the double layer (of constant thickness).
The kinetics of oxide film growth according to this
equation approximates to (but are not identical to)
inverse logarithmic film growth.46,52,53 The passivity
of most passive metals is associated with a high elec-
tric field since most passivating films are very thin.
A high electric field implies either a thin passivating
film (x is small) or a high overpotential (� is large),
or both.

(b) When the electric field is small (i.e., � is small
and/or x is large), sinh y¼ y, and

i ¼ 2AB�

x
½15�

Equation [15] is ohmic (i / � for constant film
thickness): the term x/2AB can be regarded as the
film resistance. The equation is identical to parabolic
film growth, for which the film thickens with the
square root of time at constant potential.

Because passivating films are generally very thin,
passivation is normally a high field process and eqn
[14] can replace eqn [13]. The same relationships can
be applied to high voltage anodizing of metals such as
aluminum and titanium. However, under these con-
ditions, the oxide sometimes assumes a duplex struc-
ture, with an inner barrier layer and an outer porous
layer: for these, the film thickness x, relates to that of
the barrier film only, since it is largely this part which
carries the applied voltage. The relationships make
no assumption about the identity of the mobile ion,
and are equally applicable whether the anion or the
cation is mobile within the film lattice causing film
growth. Because the anodic current in the passive
state is approximately independent of the poten-
tial in the steady state, the above kinetic equations
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imply that the thickness of the passivating oxide film
increases linearly with increase in the overpotential,
and therefore with the applied potential. This has
been confirmed by ellipsometric analysis of the
oxide film.

As the film growth rate depends strongly on the
electric field across it (eqn [14]), separation of the
anodic and cathodic sites for metals in open circuit is
of little consequence, provided film growth is an
exclusive reaction. Thus, if one site is anodic, and
the adjacent site cathodic, film thickening on the
anodic site causes the two sites to swap roles so that
the film on the former cathodic site also thickens
correspondingly. Thus, the anodic and cathodic sites
of the stable passive metal ‘dance’ over the surface.
However, if a permanent separation of sites occur,
where the anodic site has restricted access to the
cathodic component in the electrolyte (as in a crev-
ice), then breakdown of passivity and associated cor-
rosion can follow. The kinetics outlined above, first
observed empirically by Güntherschulze and Betz,54

were modeled by Verwey 45 with the rate-controlling
energy barrier being that between two adjacent cat-
ion sites within the oxide film. The same basic form
can be derived if the rate-controlling energy barrier
is that between a metal atom on the metal surface and
an adjacent cation site in the film.14,46 The rate is then
limited by ion injection into the film rather than by
ion migration through the film. It should also be
noted that the above kinetic relationships can be
modified to include the other processes occurring
during anodic oxide film growth, such as space
charges within the film and charging of the phase
interfaces.47,48,55

The point defect model of Macdonald et al.51

draws a distinction between cation and anion mobil-
ity, with mobile cations leading to metal dissolution
and mobile anions (oxide ions) leading to passivity:
this model has an inherent attraction of incorporat-
ing a mechanism for metal dissolution. The proce-
dure leads to direct logarithmic film growth (at
constant potential), as does the place exchange mech-
anism of Sato and Cohen.56 Apart from the work of
Macdonald,51 the passive state dissolution rate has
been studied far less than the oxide film growth
rate, and it is not really known why the dissolution
rate of the passivating oxide should be so slow. The
process of oxide dissolution has been reviewed57 and
is complex. The complexity of the dissolution has
been exemplified by Nii,58 who showed that the rate
of dissolution of nickel oxide particles (with no metal
substrate) in aqueous solution is strongly dependent

on trace quantities (for concentrations down to
�10�6M) of ionic impurities in the solution. The
rate of dissolution of oxides is influenced by the
polarization of the oxides, a notion clearly important
to the passivity of metals.

The kinetics outlined above refer strictly to single
crystals, with no metallurgical defects, such as grain
boundaries. Polycrystalline metals and alloys contain
many such defects, and their passivation is expected
to be different, especially when the defects may con-
tain high concentrations of impurity atoms, such as
sulfur segregated in the grain boundaries in steels.
The kinetics of passive oxide film growth, as
measured electrochemically, may well be dominated
by the passivation of the grain faces because of their
overwhelmingly large surface area. However, the
long-term stability of the passive state may become
dominated by the grain boundaries (as in the case
where intergranular corrosion occurs) or by inclu-
sions, precipitates or other microscopic defects.
This feature is very important in consideration of
measured passive corrosion rates.

Determination of the kinetics of passivation can be
carried out potentiostatically, provided any previ-
ously formed oxide film, such as that formed by
prior exposure to air is first removed. Such removal
can be achieved by the reduction at low potential for
fairly noble metals, but cannot be readily achieved for
the relatively base metals such as chromium, alumi-
num, or titanium. Some metals, such as iron, become
charged with hydrogen during cathodic reduction of
their oxide films, a process predicted by the thermo-
dynamics of the two processes. Many alloys may
undergo changes in surface composition and struc-
ture during applied electrochemical reduction, and
subsequent reoxidation kinetics may not be represen-
tative of the true alloy surface. Under these condi-
tions, the electrochemical kinetics of oxide film
growth can only be determined if the preformed
oxide film is stripped away mechanically, by cutting
with an inert scribe, such as diamond, sapphire, or
boron nitride.59–66 Such techniques then allow mea-
surement of the kinetics of passivation through
potentiostatic current transients or through galvano-
static potential transients. Passivation in open circuit
is also amenable to such examination.66

2.02.5 Thermodynamics of Passivity

The thermodynamics of passivity, primarily due to
Pourbaix,3 are usefully considered by examining the
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equilibria between metals and their oxides in contact
with water. Before doing so, however, it is worth bear-
ing a number a points in mind. First, the passivating
oxide film is in many cases so thin that its thermody-
namics may not be identical to that of bulk oxides.
This is already implicit in the discussion of the
adsorbed NiOH intermediate in nickel oxidation.
The matter is of particular importance when it is
realized that the two faces of the oxide film, one in
contact with the metal and the other in contact with
the environment, are so very different. By nature, the
passive film must therefore be regarded as being
extremely anisotropic in the sense that its dimensions
are very much larger in the two directions parallel to
the metal surface than in the third dimension, which is
perpendicular to the metal surface. Second, the elec-
tric field across any existing passivating oxide is very
large in the direction perpendicular to the metal sur-
face and insignificant in the parallel direction, adding
to its anisotropy. Finally, in the case of engineering
alloys such as stainless steels, it is frequently difficult
to ascribe the passivating oxide film to a known stoi-
chiometry or structure, and the use of thermodynamic
data of known bulk oxides is open to question. This
problem is clearly less pronounced for pure metals.
Nevertheless, consideration of the thermodynamics of
standard bulk metal oxides can still provide surpris-
ingly good agreement with observation, and can often
be used effectively and predictively.

As with all determinations of thermodynamic sta-
bility, we commence by defining all possible stable
phases, and their standard chemical potentials. For
most metals there are many such phases, including
oxides, hydroxides, and dissolved ions. For brevity,
only the minimum number of phases is considered.
The simplest system is a metal M, which can oxidize
to form a stable dissolved product, M2+ (corrosion),
or to form a stable oxide MO (passivation). In aque-
ous environments, three equilibria can thereby be
defined:

M2þ þ 2e� ¼ M ½16�

MOþ 2Hþ þ 2e� ¼ MþH2O ½17�

M2þ þH2O ¼ MOþ 2Hþ ½18�
The equilibrium potentials (E) for reactions [16]
and [17] are then given, respectively, by the Nernst
equation:

E ¼ E� � RT

2F
ln
½M�
½M2þ� ½19�

E ¼ E� � RT

2F
ln
½M�½H2O�
½MO�½Hþ�2 ½20�

where the brackets represent the activities of the
components and E � is the standard equilibrium
potential (or standard electrode potential) for the
reaction. The value of E� is readily calculated from
the standard chemical potentials of the relevant com-
ponents. By defining the standard states of the metal,
the oxide, and the solvent as the pure components
(unit mole fraction), the only solution variables are
the M2+ and H+ activities, provided the metal, the
oxide and the water are pure. Thus, in decadic logs,
eqns [19] and [20], respectively, are

E ¼ E� þ 2:303RT

2F
log½M2þ� ½21�

and

E ¼ E� þ 2:303RT

2F
pH ½22�

For the nonelectrochemical reaction [18], the equi-
librium constant (K) for the reaction is written as

pH ¼ �1
2
logK � 1

2
log½M2þ� ½23�

The thermodynamic equilibria are then represented
for fixed dissolved metal ion activity as a plot of E�

against the pH of the solution, as shown in Figure 5,
noting that eqn [21] is independent of pH and eqn
[23] is independent of potential. The Figure shows
that oxide stability is achieved at potentials greater
than E � for reaction [22] and in solutions of pH
greater than that described by eqn [23]. If the poten-
tial is greater than E � for reaction [21] and the pH
more acidic than that given by eqn [23] the metal
corrodes to give M2+. If the potential is low, the metal
is immune to oxidation. The diagram thus describes
the thermodynamically stable phases of the metal in
terms of regions of passivity, corrosion and immunity
as a function of E and pH. The position of the lines
representing eqns [21] and [23] depends on the value
of the selected M2+ activity. It is common (but not
necessary) to adopt a concentration of 10�6M for this
purpose, but the issue is critical in determining the
relative thermodynamic stabilities of the dissolved
component and the oxide. The fact that only equi-
libria with water are considered in the example
specifies that any dissolved components present in
solution have no effect on the reactions of themetal and
its components. Reactive ions such as Cl� dissolved in
the solution modify the equilibria by their own free
energy considerations. Although more complicated,
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such systems can nevertheless be thermodynamically
calculated if the formation constants of the associated
complexes and compounds can be defined.

The line representing eqn [22] is shown broken for
pH more acidic than eqn [23]. The oxide is not ther-
modynamically stable in this region of pH, and for true
thermodynamic equilibrium should not be shown at all.
Manymetals, however, still showa passive region in this
state, provided the potential is higher than that given by
eqn [22]. The origin of this is, of course, kinetic. If an
oxide film does form, and if it is very slow to dissolve (it
must dissolve since the oxide is unstable relative to the
dissolved ion) then passivation ensues. The state has
sometimes been referred to as ‘metastable passivity’.{31

While it might reasonably be rationalized that passiv-
ity is brought about by a very low solubility of the
dissolved metal ion, thereby effectively preventing
metal dissolution through formation of a sparingly
soluble oxide layer, this is not a necessary condition
for passivity. Certainly, a thermodynamically stable
oxide layer is more likely to generate passivity. How-
ever, the existence of the metastable passive state im-
plies that an oxide film may (and in many cases does)

still form in solutions in which the oxides are highly
soluble. This occurs for example, on nickel, aluminum
and stainless steel, although the passive corrosion rate
in some systems can be quite high. What is required
for passivity is the rapid formation of the oxide film
and its slow dissolution, or at least the slow dissolution
of metal ions through the film. The potential must, of
course, be high enough for oxide formation to be
thermodynamically possible. With these criteria, it is
easily understood that a low passive current density
requires a low conductivity of ions (but not necessarily
of electrons) within the oxide.

It is not possible to predict thermodynamically
whether or not a metastable passivating film forms in
acidic solutions. Thus nickel, cobalt, and aluminum
exhibit metastable passivity in acidic solution
(although not necessarily practical); but cadmium
does not. Metals which display metastable passivity,
particularly in acidic solutions, often show polarization
curves whose potential ranges can be correlated with
the thermodynamic potentials of the potential–pH
(Pourbaix) diagram (Figure 5). Thus, for example,
nickel in sulfuric acid shows an active loop between
the potentials represented by lines a and b in the
Pourbaix diagram; as the potential is increased further,
passivity commences when the potential exceeds
approximately that described by eqn [22], observed as
an active–passive transition. Because metastable pas-
sivity is a kinetic phenomenon, however, a significant
overpotential may be required to produce it. Where
more than one oxide may exist, it is not necessarily
associated with the lowest metal oxidation state that
provides the best state of passivity. On thermodynamic
grounds alone, one predicts the classic form of the
anodic polarization curve, in which the passive range
of potential is preceded (at lower potential) by an active
loop as shown in Figures 1–4. From the point of view
of corrosion engineering for acidic systems, metastable
passivity is of the utmost importance. Most structural
metals designed for acidic environments are used in
this state of metastable passivity. These are often chro-
mium-containing alloys (stainless steels and nickel-
based alloys), since chromium shows extremely good
metastable passivity in acidic environments.

It is worth emphasizing that the position of
lines representing equilibria with the dissolved spe-
cies, M2+, depend critically on the solubility of the ion,
which is a function of pH. For example, iron in mod-
erately alkaline solution is expected to be very pas-
sive,3 and so it is in borate solutions (in the absence of
aggressive ions). However, the anodic polarization
curve still shows a small active loop at low potential.68

{Editor’s note: This phenomenon has been analyzed in more detail
by Macdonald.67

b

c 

a

E

M

pH

MO

(MO)

M2+

Figure 5 Schematic potential–pH diagram for a metal

M in equilibrium with water in the absence of complexing

species. Line a represents eqns [16] and [21]. Line b
represents eqns [17] and [22]. Line c represents eqns [18]

and [23]. The stable phases are marked in bold. The

metastable phase is in parentheses. The broken line is an

extrapolation of eqn [22] and indicates possible metastable
passivity.
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The form of Figure 5 is common among many
metals in solutions of acidic to neutral pH of non-
complex anions. Some metals such as aluminum and
zinc, whose oxides are amphoteric, lose their passiv-
ity in alkaline solutions, a feature reflected in the
potential–pH diagram. This is likely to arise from
the rapid rate at which the oxide is attacked by the
solution, rather than from direct attack on the metal,
although at low potential, active dissolution is pre-
dicted thermodynamically.3 The reader is referred to
the classical work of Pourbaix3 for a full treatment of
potential–pH diagrams of pure metals in equilibrium
with water.}

2.02.6 Chemical and
Electrochemical Passivity

Passivity is provided and maintained by the appro-
priate cathodic reaction such as reaction [1] or [2]:
it is a requirement of this reaction that the poten-
tial is held within the passive range. This may be
achieved by the cathodic reactant in the solution,
such as oxygen, or it may be applied from an exter-
nal power supply. In the absence of other oxidizing
agents, only reaction [1] or [2] can provide and
maintain passivity. For more noble metals, reduction
of water is not possible, and passivity can be main-
tained only by reaction [1]. These metals are, of
course, immune from corrosion (and passivation) in
the absence of dissolved oxygen. Base metals such as
aluminum, when bared in solution (these metals
inevitably carry a prior air-formed oxide film), are
rendered passive by reduction of water because the
initial potential is so low.59,60,66 Passivity can then be
maintained by reduction of oxygen because the
potential rises significantly during passivation. Passi-
vating agents in solution may be divided broadly into
two groups. Those providing the cathodic reactant
are oxidizing agents and raise the open-circuit poten-
tial of the metal into the passive regime, but only in
sufficient concentration. The process is shown sche-
matically in Figure 2. In insufficient concentration,
such oxidizing agents raise the potential further into
the active region, thereby accelerating corrosion.
Such behavior is well typified by the long-known
reaction between iron and nitric acid. In concentrated

nitric acid, iron is passive, but if the acid is diluted,
very powerful corrosion occurs with vigorous evolu-
tion of nitrogen oxides. This process was reported
earlier by Keir7 and Faraday.8 Many oxidizing agents
fall into this category, such as chromates, molybdates,
oxygen, and hydrogen peroxide acting on steels.
Some oxidizing agents become aggressive in reduced
form, and cannot be regarded as passivating agents;
these include for example, the chlorate anion which is
cathodically reduced to chloride on iron. The chlo-
ride anion can initiate pitting corrosion, particularly
at high potential, and the high potential is itself
brought about by the same cathodic reaction.

Other passivating agents, such as phosphates70–73

and benzoates74 (for steels) do not fall into this cate-
gory and they have no oxidizing action. Their role in
enhancing passivity is to aid formation of the passive
film under the cathode present in solution. In a polari-
zation curve, this would be observed as a decrease
in the passive current density, often coupled with a
decrease in the potential of the active–passive transi-
tion (see Figure 3). These chemical passivating agents
act by forming highly insoluble compounds with the
dissolving metal (such as ferric phosphates and benzo-
ates). The salts are precipitated over areas of the metal
surface which may become active. Presumably, a pas-
sivating oxide is then formed beneath the deposited
metal salt, since the metal is no longer capable of rapid
dissolution, although this has not been firmly estab-
lished. The formation of azelaic acid from linseed
oil75,76 allows precipitation of sparingly soluble ferric
azelate as a passivating agent in linseed oil-based paints.
Again, the metal presumably passivates by oxide film
formation beneath the deposited azelate. For these
passivating agents to be effective, an oxidizing agent,
such as oxygen must be present.

Chromate ions fall into both the categories, namely
as both an oxidizing agent and a source of insoluble
film.77,78 Their oxidizing power raises the potential for
a number of metal systems into the passive region. The
reduced form is Cr(III), either as Cr2O3 or as a spinel
with the metal oxide of the substrate, which is depos-
ited onto the metal surface; this is itself a passivating
agent and acts as such for many metals. These prime
processes render chromates as effective passivating
agents, and are responsible for the use of chromates as
inhibitive pigments in metal priming paints (often as
zinc chromate).k

}Editor’s note: Resources are now available, both as commercial
programs and on the world-wide web69 that allow calculation of

E–pH diagrams for many metals, taking account of a wide range
of dissolved and solid species.

kEditor’s note: Unfortunately chromate’s power as a corrosion

inhibitor is matched by its toxicity, and it is now banned for most
applications.
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Other forms of similar chemical passivating agent act
where no oxide is formed. These must be mentioned
here, although their action is not truly passivating.
Although the dissolution–precipitation mechanism for
oxide formation on metals like iron does not generally
lead to passivation, some salt films formed by precipita-
tion of dissolved ions from solution may give rise to
significant passivity. Thus, silver in acidic chloride solu-
tions forms a very stable insoluble layer of AgCl, which
reduces the corrosion rate of the metal substantially.
The chloride is formed, only partially, by precipitation
from solution. As such the AgCl layer is thick relative to
the normally formed oxide film on metals such as
aluminum or stainless steel, and results in visible tarn-
ishing of the metal. Although the corrosion rate is
thereby rendered low, the metal is not strictly passive,
and tarnishing of silver by silver chloride is not only
unsightly – it is slowly damaging. The behavior of lead
in sulfuric acid is similar because of the low solubility of
lead sulfate.

Passivity can also be enhanced by incorporating
components that catalyze the cathodic reaction,
thereby raising the potential. By alloying titanium
with small quantities of platinum or palladium, or by
implantation of these elements into the surface, the
cathodic hydrogen evolution reaction is thus acceler-
ated, and titanium becomes anodically protected in
appropriate environments.79 Interestingly, this simple
form of anodic protection does not involve an external
power supply. Platinum and palladium function as
good hydrogen catalysts – they raise the exchange
current density for hydrogen evolution. A similar
mechanism has been proposed for the action of lead-
based pigments in priming paints.75

2.02.7 Passivation in Nonaqueous
Liquids

Far less is known of the corrosion and passivation of
metals in nonaqueous solvents and solutions,80 and
the topic can be mentioned only briefly here. The
prime requirement for passivity of metals in water is
the formation of an oxide film by anodic reaction
with oxygen obtained from water. This is not always
available in organic solvents. Thus, polarization of
nickel in methanol containing sulfuric acid81 shows
no passive region in solutions containing less than
2wt% water, but shows an increasingly large passive
potential range, and lower passive current density, as
the water content is increased above 2wt%. Passive
oxide formation arises from reaction with the water

component. Reaction of the metal with the methanol
component to produce the oxide is clearly not pos-
sible. Some metals can react with the methanol com-
ponent of methanolic solutions, but such reaction
produces the nonpassivating methoxide rather than
the oxide, and results in corrosion. The effect is seen
clearly by the reaction of titanium with alkaline
methanol solutions.65 Generally, the effect of chlo-
ride in inducing pitting corrosion and stress corrosion
cracking in metals such as titanium is increased
substantially as the water content of the methanol
solution is reduced, demonstrating the destabilizing
effect of the reduced water activity on the stability of
the passive state. Both passivation and corrosion can
be difficult to predict in nonaqueous liquids in the
absence of laboratory tests.

2.02.8 Passivity of Alloys

While the same basic mechanism for passivity of pure
metals also applies to alloys, the processes involved in
the passivation of alloys have an added complexity. In
many cases, only one component of the alloy has the
property of being passive in a particular environment.
Alloys such as stainless steels, which contain highly
passive components (chromium in this case), owe
their corrosion resistance to the surface enrichment
of the passivating component.82 Thus, stainless steels
resist corrosion in many acidic systems (where iron or
carbon steel would be poorly passive or not passive
at all) by a passivating oxide film containing Cr
predominantly as Cr(III). Surface analytical techni-
ques such as Auger electron and X-ray photoelec-
tron spectroscopies reveal substantial enrichment of
chromium in the passivating oxide film on these
alloys.32,33,83–87 There are only two ways by which
this enrichment can arise. Either the other compo-
nent (iron in the case of binary iron/chromium stain-
less steels) is left behind at the metal surface when the
chromium oxidizes, or it is dissolved during passiv-
ation. In aqueous corrosion, particularly at ambient
temperatures, it is undoubtedly dissolution of the
iron component that causes chromium enrichment
of passive stainless steel surfaces.64 This contrasts
gaseous oxidation of the same class of metals at high
temperature, where chromium-rich oxide films are
also formed, but iron cannot dissolve in the environ-
ment, and diffusion in the metal phase is much more
rapid. Classically, a minimum amount of chromium is
required in the alloy before chromium enrichment in
the oxide film can be achieved: for stainless steels,
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this is determined to be around 12–13wt%. Steels
containing less than this amount of chromium are not
regarded as stainless. The basis of this is as follows.
In environments, corrosive towards iron but passivat-
ing towards chromium (such as sulfuric acid), iron
dissolves selectively from the surface of the alloy, and
so the surface concentration of chromium increases
to a level where the basic chromium-rich oxide film
can cover the surface completely: the metal is then
passive. This film contains significant quantities of
Cr(III), but iron ions are also found in its structure,
generally decreasing towards the film–electrolyte
interface. Steels containing greater than about 12–13%
chromium show a dramatic improvement in their
passivating properties, in comparison to those of
lower chromium content.88 Analyses of such oxide
films are performed using ex situ surface analytical
techniques, such as Auger electron spectroscopy,
X-ray photoelectron spectroscopy, and secondary
ion mass spectrometry coupled with some form of
depth profiling. Most such analyses performed to
date have been carried out on surfaces exposed to
the solution for relatively less time (seconds or min-
utes), despite the fact that steady-state passivity of
stainless steels takes much longer to achieve. It is not
known whether, after a sufficiently long period of
exposure, the oxide film on stainless steel is com-
posed entirely of chromium oxides.

The ease with which stainless steels can passivate
increases with the level of chromium within the alloy,
and hence, materials with higher chromium content
are more passive (i.e., conduct a lower passive current
density) and passivate more readily (i.e., the critical
current density is lower and the active–passive transi-
tion is lower in potential). They are also passive inmore
aggressive solutions: the pitting potential is higher.

The precise mechanism by which surface enrich-
ment of chromium through dissolution of iron in stain-
less steels occurs is still under some debate.64,89–91 For
alloys which are single-phase solid solutions, the phe-
nomenon is readily understood if the passivating ele-
ment is the major component of the alloy. The
corrodible element then simply dissolves from the
metal surface enriching the surfacewith the passivating
element which then completes its passivating oxide.
However, far less than 50% chromium is required to
achieve passivity. Examination of the repassivation of
stainless steels shows evidence of dissolution of the
corrodible components from the film as it grows.64

Excess iron ions in the film are dissolved and replaced
by chromium ions from the metal, progressively
enriching the film with chromium until passivity is

reached. However, the process may not be so simple.
Recent ideas of percolation through binary alloys
involve dissolution of individual and clusters of iron
atoms from the alloy surface.89–91 The residual chro-
mium atoms are able to diffuse over the surface, pro-
gressively uncovering iron atoms and iron atom
clusters. These are dissolved until there is sufficient
chromium on the surface to link up into a continuous
passivating network. The threshold concentration of Cr
in the alloy (�12%) is then determined as the percola-
tion threshold below which interlinked networks of
iron atom clusters exist through the alloy, and it is no
longer stainless. Above this threshold composition,
continuous percolation clusters do not exist and the
alloy is passive and stainless. The attraction of this
model is that its concepts can be extended to the
nucleation of pitting corrosion of stainless steels92

(see below). The distinction between the two modes
of iron dissolution and associated chromium enrich-
ment is, however, a fine one.

Stainless steels show another interesting feature. At
high potentials, passivation by an oxide rich in Cr(III)
is lost since the Cr(III) component of the oxide is
transpassively dissolved in chromate ions (line FG in
Figure 4). In solutions inwhich iron oxides are stable at
high potential (mildly alkaline) and the metal does not
undergo pitting corrosion, the resulting iron oxide can
then provide some passivity: the roles of the two com-
ponents of the alloy are thus reversed. If the nonchro-
mium components of the steel are also not passive at
high potentials, the metal corrodes transpassively. Very
powerful oxidizing agents can bring about transpassive
corrosion of stainless steel. Under normal conditions of
use in dilute aqueous solutions, however, these high
potentials would not be achieved, and chromium pro-
vides the prime passivity of these materials.

For stainless steels to remain passive, the level of
chromium defined by the bulk composition must be
maintained throughout the entire metal matrix. If
local regions exist within the alloy microstructure
where the chromium level is depleted, these become
susceptible to localized corrosion, and increasingly so
as the chromium content is reduced. Ultimately, if the
chromium content is reduced locally below �12%,
this region no longer carries the composition of a
stainless steel, and corrodes as a nonstainless steel
alloy. However, any reduction in the local chromium
concentration of the alloy matrix is deleterious to passiv-
ity, since these alloys become progressively less passive as
the chromium concentration is decreased. Such condi-
tions are found under sensitizing heat treatments, com-
monly in or around welds (the heat-affected zone).
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In these regions, at the appropriate temperature,
chromium carbides precipitate in the grain bound-
aries depleting the matrix around the carbides of
chromium.88 The grain boundaries may then activate
in service under conditions where the grain matrix is
passive.

In multiple-phase alloys, the situation is different.
The passivity of each phase is of importance, but
there can also be a significant synergy between the
behavior of adjacent phases. The presence of copper-
rich precipitates in aluminum alloys containing the
element accelerates the cathodic reaction locally
because the exchange current density for the cathodic
reaction on the relatively noble precipitate is higher
than it is on the surrounding aluminum matrix. In
passivating electrolytes and in the absence of pitting
agents such as chloride, passivity is thus enhanced
because of the increased potential. However, in
the presence of chloride, the potential may be raised
into the pitting regime, and passivity then becomes
degraded. Aluminum alloys containing more noble
alloying elements such as copper or iron are gener-
ally less resistant to pitting corrosion than pure
aluminum.

2.02.9 Compositions of Passivating
Oxide Films

The composition, structure and even thickness of
passivating oxide films on metals are in fact
extremely difficult to determine, mainly because
these oxide films are so thin, and are ‘held together’
by the compositions of the interfaces (with the metal
and with the electrolyte) as well as by the high
electric field they carry. Many methods of determi-
nation are ex situ techniques, requiring removal of
the specimen from the electric field as well as from
the electrolyte. These methods include Auger elec-
tron spectroscopy (AES), X-ray photoelectron spec-
troscopy (XPS) and secondary ion mass spectrometry
(SIMS), as well as X-ray diffraction (XRD).32,33

A range of in situ methods, such as ellipsometry,
frequency response analysis# and photocurrent spec-
troscopy are also used to provide information on the
passive film.32,33 These techniques, however, give
more indirect information; they do not present com-
positional or structural information directly, but
probe other properties of the passive interface, from

which more detailed understanding must be inferred.
The new techniques of scanning tunneling and
atomic force microscopies, which can be used in
situ, may yield some information in the future.

The thickness of the oxide film is most readily
determined by cathodic reduction, provided the film
is cathodically reducible and the reduction is 100%
current efficient. The cathodic charge involved then
determines the film thickness for films of known
composition. The method is suitable only for more
noble metals, and for most structural metals it is not
relevant. Film thicknesses determined by ellipsome-
try have been used successfully, but assumptions of
the refractive index must be made. The passivating
film on iron is determined to be Fe3O4, g-Fe2O3 or
FeOOH, depending on the conditions under which it
is formed.3,32,33 The thickness of the film formed in
borate buffer solutions is up to �4–5 nm, the value
depending on the potential at which it is formed. The
thickness is a linear function of potential. There is
now significant evidence that the Fe(III) film which
passivates iron contains some Fe(IV),93 a phenome-
non which may account for the sometimes necessarily
high overpotential required to passivate the metal.
Surface analyses of passive films on iron, as well as
other metals such as aluminum and stainless steel,
show that the outer surfaces are usually hydrated,
equivalent to hydroxide ions forming part of the
outer structure in place of oxide ions.94–96 This is,
of course, only to be expected from film growth in
aqueous solution. The inner regions of the films tend
to be less hydrated or not hydrated at all. The passi-
vating oxide on aluminum is reckoned to be amor-
phous, but crystallizes with increasing thickness
during anodizing.

The incorporation of anions from the electrolyte,
such as borate and carbonate, into the oxide has also
been shown to occur on iron and cobalt,97 such anions
being restricted to the outer layers of the film.
Attempts to determine chloride incorporation into
passive iron surfaces from chloride-containing elec-
trolytes have met with contradictory results, and it is
still not known whether or not chloride incorporation
is a precursor step to pitting corrosion.32,33,98–101

Neither is this mechanistically important, but vexed
question have been answered unambiguously for
other metals.

The oxide film composition on alloys is inevitably
more complex; some discussion of chromium-con-
taining alloys is given above. Generally, and not sur-
prisingly, the components of the alloy are to be found
in the passivating oxide film,101 but the role that these
play in determining passivity and its breakdown is far

#Editor’s note: now generally known as electrochemical impedance
spectroscopy (EIS).
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more open to question. Stainless steels show the
presence of iron, chromium, and nickel in the oxide
(and molybdenum for alloys containing the element),
with elemental ratios that depend on pH and poten-
tial. By various ex situ techniques, chromium is found
in (III), (IV), and (VI) oxidation states in varying
proportions.32,33,84–87,101 The reasons why changes
in the oxide film composition should improve passiv-
ity and resistance to breakdown remain speculative.

2.02.10 Breakdown of Passivity
and Pitting

Probably less surprising than the phenomenon and
characteristics of passivity itself, is the breakdown of
passivity, and the very high rate of localized corrosion
that can ensue. The passivating oxide film is
extremely thin, and its existence and stability depend
significantly on the composition of the environment
and the very high electric field it carries. It is in
essence fragile, chemically, electrochemically, and
mechanically, but the fragility depends on the metal
and the environment as a system. Mechanical break-
down of the oxide film arises when the material is
under tensile stress and can give rise to stress-corro-
sion cracking or corrosion fatigue. Mechanical break-
down can also arise from an erosive or cavitative
action from the environment. These processes gener-
ate a fresh metal surface, the reaction of which can be
twofold. In suitably quiescent environments, the bare
metal surface repassivates, and the electrochemical
reaction with the environment causes no significant
damage, although a continuing erosive action does
lead to loss of material through wear. During corro-
sion fatigue too, the regrowth of the passivating film
over the surface can help wedge open an incipient
crack during the compressive half-cycle, allowing
mechanical crack growth.**

Chemical breakdown of passivity occurs naturally
enough if the potential is lowered into the active
regime (region AB in Figure 4). This can occur if
the cathodic reactant supporting passivity, such as
oxygen dissolved in the electrolyte, is depleted, as
occurs locally in crevices or occluded regimes of the

structure. Chemical breakdown also arises at high
potential in the presence of aggressive ions, usually
anions, which interact with the metal enhancing dis-
solution (region DE in Figure 4). The most common
aggressive anion is chloride, aggressive to very many
passive metals. In such cases, absence of the aggres-
sive ion would impose passivity at the same potential:
the process is, thus, essentially different from crevice
corrosion.

Localized corrosion can occur if the passivating
element of an alloy is locally depleted from the
matrix. This may occur in the sensitized regions of
stainless steels for example, as outlined above. Other
alloy components too, may be deleterious towards the
passivity of alloys. For example, the presence of sig-
nificant quantities of sulfur as an impurity in ferrous-
and nickel-based alloys is generally degrading
towards passivity.23,33,102,103 Sulfur is incorporated
into the oxide film or accumulates at the metal–
oxide interface; the element retards the formation of
the oxide film and catalyses dissolution of iron and
nickel, often remaining adsorbed on the dissolving
metal surface. In extreme cases, a sulfide film forms
on the metal surface, which is nonprotective. Appro-
priate heat treatment of such alloys allows segrega-
tion of the sulfur to the grain boundaries or
precipitation of sulfides, both leading to very high
local concentrations of sulfur and premature failure
of passivity at these sites.

Where the environment is potentially corrosive,
however (i.e., contains aggressive ions), even though
the overall surface remains passive, corrosion can
advance into the bare metal surface. The question
is, how can this happen? In stress corrosion cracking
attack occurs mainly around the active–passive tran-
sition (BC in Figure 4), where oxide film growth still
occurs, but the state of passivity is potentially unsta-
ble, because of the proximity in potential of the active
region (AB in Figure 4). Dissolution occurs simulta-
neously with repassivation (regrowth of the oxide
film). A small ohmic resistance in the electrolyte
between the external cathodic area and the anodic
incipient crack tip may be sufficient to lower the
potential of the crack tip into the active regime.
Alternatively, a small increase in acidity developed
at the crack tip as a consequence of anodic reaction
may enlarge the active loop a little by raising the
potential of the active–passive transition locally.
Some anodic reactions at the crack tip may cause
local brittleness, such as dealloying or the diffusion
of cathodically reduced hydrogen in atomic form into
the metal ahead of the crack tip. These processes
allow repeated rupture at the crack tip, even if it

**Editor’s note: This statement is a little misleading. Wedging open
of a crack by corrosion product increases the minimum stress

intensity factor without affecting the maximum stress intensity
factor, thereby reducing DK, and hence fatigue crack growth rate.
This process is known as oxide-induced crack closure. However,

wedging by corrosion product can lead to tensile stresses at the
crack tip that enhance SCC crack growth rate.
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has already repassivated, because of the embrittled
local metal matrix. Stress corrosion cracking also
occurs near the passive–active transition at higher
potential when such a transition is available (near
point D in Figure 4). In this case, chloride undoubt-
edly enhances the ability of an incipient crack to
propagate by enhancing dissolution at the crack tip,
even though the pitting potential (the potential of
point D) is not necessarily exceeded.

There are many forms of pitting corrosion (the
formation of holes by corrosive action). The various
forms have been reviewed by Szklarska-Smialowska.104

Sometimes activation of a steel brought about by low-
ering the potential from the passive potential regime
into the active regime produces etch pits, a form of
uneven corrosion associated with different crystal
planes within the metal. This process is less sensitive
to the type of anion present, and more associated with
the pH changes that occur during activation in unbuf-
fered solutions. The pitting process considered here is
a process involving the formation of small holes in an
otherwise passive surface as a consequence of the
aggressive action of a component of the electrolyte. It
is a form of localized corrosion which involves loss of
passivity locally, but does not require a stress (although
it may be enhanced by a stress). It usually occurs at
high potential, where one might expect passivity to
dominate. In pitting corrosion, passivity is lost or rup-
tured through the chemical or electrochemical action
of a specific component of the environment. The most
commonly encountered pitting agent in aqueous elec-
trolytes is chloride, although some other anions may
also induce pitting. Notably, these are the other
halides. Sulfur oxyanions such as thiosulphate,23,105

and indeed sulfide ions, are conducive towards
pitting corrosion in ferrous materials and nickel-
based materials. It is of some consequence that
most anions capable of causing pitting in particular
metals also induce stress corrosion cracking of the
same metals, although the converse is not necessar-
ily true. Many metals undergo pitting corrosion in
chloride solutions of sufficient concentration; these
include steels and stainless steels, nickel, copper,
and aluminum, and their alloys, and many more.{{

A few metals are resistant to chloride-induced
pitting, including chromium, titanium, and tanta-
lum, but they are not necessarily immune to pitting,
only that they are resistant. Some other anions may
also induce pitting but outside the normally en-
countered range of corrosion potentials, and are
therefore not regarded as specific pitting agents.
For example, nitrate ions, which passivates towards
aluminum under normal potentials, induce pitting
in dilute nitric acid solutions at high potentials. Such
potentials are only accessible through application of
an external voltage source.

Precisely how these anions nucleate pitting in a
passive metal surface is still largely unsolved, although
a range of models exists. Pits in chloride solutions are
often rare events.23,106 In stainless steels, pits can be
very widely spaced apart, and most of the surface is
passive. Pit propagation rates, are however, very fast: a
propagation rate equivalent to a current density of
10–100 kAm�2 is common.23,106 In chloride solu-
tions, pitting is characterized by a minimum poten-
tial, called the pitting potential104 (point D in Figure 4).
Only above the pitting potential is pitting observed to
occur. The metal is in essence passive below this
potential, and this is a commonly used design criterion.
However, detailed examination of the passive region
(i.e., above the passivation potential and below the
pitting potential, the region CD in Figure 4) of steels
and stainless steels shows that the passive current is
more noisy in chloride solutions than it is in the
absence of chloride.23,106–108 The origin of this noise
is the nucleation and propagation of ‘metastable’ pits
(also sometimes called unstable pits). Metastable pits
are those which grow for a short period and then die
through repassivation.23,106–111 These are observed
both below and above the pitting potential. Although
these metastable pits do not generally cause signifi-
cant damage to the metal, apart from a degree of
microscopic surface roughening, they are evidence
that passivity is not fully stable in the presence of
chloride ions, even below the pitting potential. For
these materials at least, the pitting potential (some-
times called the breakdown potential, erroneously,
since breakdown of passivity occurs at lower potentials
for ferrous materials) is not a pit nucleation potential:
it can only be regarded as the minimum potential for
stable pitting. Pits which are stable propagate almost
indefinitely, either until total penetration of the metal,
or until they are large enough to be washed out by the
bulk electrolyte. Such noise in the current can be
observed throughout the passive range of potential if
the experiment is carried out carefully enough.106

{{Editor’s note: It is a requirement for pitting by the mechanism
discussed here that the bulk of the component is passive in order to
provide a large cathode area to drive the local anode. Consequently,

carbon steels do not suffer from this form of pitting in neutral
chloride solutions, since steel is not passive in such solutions. How-
ever, steels may suffer from transient localized corrosion in neutral

chloride solutions, such as seawater, due to the presence of mill scale
and/or the local effects of sulfur derived from sulfide inclusions.
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The pitting potential (point D in Figure 4) is
sometimes treated as a type of equilibrium potential.
There are empirical reasons for this. The pitting
potential is often observed to decrease linearly with
log(Cl�) (the chloride activity or concentration), giv-
ing an apparently Nernstian form.104 However,
observation of metastable pitting at potentials well
below the pitting potential probably precludes this
notion. In addition, if the potential sweep direction is
reversed at point E, the polarization curve shows
strong hysteresis. The negatively moving sweep lies
at higher currents, and the potential at which the
pitting metal repassivates is much lower than point D.
(The point where the metal repassivates in the nega-
tive sweep is sometimes called the repassivation
potential.) It must also be noted that the pitting
potential itself depends on the prior surface treat-
ment of the metal, such as the surface roughness.112

These facts are inconsistent with the pitting potential
describing some simple electrochemical equilibrium.
The pitting potential is nevertheless an extremely
useful engineering parameter.

Pitting corrosion requires an incubation period or
induction time to nucleate.113,114 Even after initial
nucleation, further events are sporadic in time. Sev-
eral possible mechanisms of nucleation have been
put forward. Complexing of metal cations on the
surface of the film has been proposed to lead to
local dissolution of the oxide,113 the site then reced-
ing to the metal surface. Alternatively, chloride
migration through the oxide film may lead to its
accumulation as the metal chloride at the metal–
film interface. This, if it occurs, could well lead to
mechanical failure of the film by bursting, since metal
chlorides are of greater molar volume than the
corresponding oxides. The notion is appealing since
it provides for a high local chloride concentration at
the metal–film interface once the film is ruptured,
providing an immediate pit propagation path. Film
rupture could instead be induced by condensation of
vacancies at the metal–film interface.51 The idea of
mechanical film rupture carries the added appeal that
pitting events on iron microelectrodes observed
potentiostatically show an initiating very fast current
spike.107,115 The event is microscopically violent.
Recent observations with stainless steel microelec-
trodes show that pits here are also initiated with a
violent current jump.116,117 The magnitudes of the
events are very small, generally up to some hundreds
of picoamperes, indicative not of a low reaction rate,
but of the microscopic size of the nucleation event.
Interestingly, many of these nucleation events show

no propagation stage at all, not even in a metastable
pit, but die immediately after nucleation. The impli-
cation is that while pit growth may be a rare event
over the metal surface, the nucleation event may in
fact be rather common. The same nucleation mecha-
nism may not be applicable to all metals which pit
in chloride solution, although current fluctuations
are observed from aluminum in chloride solutions
below the pitting potential. It has also been suggested
that passive films may always undergo continuous
breakdown/repair events on a microscopic scale,
even in solutions which are fully passivating.
This interesting idea takes the nucleation event
away from the properties of the aggressive chloride
anion. Chloride would then serve merely to pro-
pagate pits from these nuclei, and prevent their
repassivation.

Steels and stainless steels show preferential nucle-
ation of pits at inclusions, most notably sulfide inclu-
sions.23,118 Other sulfur-rich regions in ferrous and
nickel-based alloys may also lead to premature fail-
ure. It has been shown that accumulation of sulfur on
the surface of these materials retards passivity and
enhances dissolution of the metal. These effects
occur in any solution in which the metal shows an
active region, and are also preferential pitting sites in
the presence of chloride. A recent notion92 for pit
nucleation in stainless steels suggests that iron-rich
clusters found randomly distributed in the metal
structure are active when they become exposed to
the electrolyte, since they do not carry sufficient
chromium to allow their passivation. These are the
pit nucleation sites.Theybecomeprogressivelyexposed
to the solution through the normal passive dissolution
rate. This model cannot be generally applicable to
pitting corrosion since it cannot account for pit nucle-
ation in single component metals, such as iron and
aluminum. In fact, any site on the metal surface capa-
ble of depassivation for any reason, is a potential pit
nucleation site. For it to develop into a pit simply
requires an anodic reaction capable of procuring a
more aggressive anolyte, as outlined below.

The fact that amorphous metals show a higher
resistance to pitting corrosion than their polycrystal-
line counterparts can offer more than one explanation.
Such amorphous metals made from iron, chromium,
and nickel simulate the stainless steel and show signif-
icantly high pitting potentials.118–121 These alloys are
usually made with significant quantities of nonmetallic
element additions such as boron in order to retard
crystallization during quenching from the melt. Such
elements, which are found in the oxide film,122 may aid
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passivity and inhibit pit nucleation by aiding amorphi-
zation of the passive film, or by their own specific
chemical action. More probably, however, it is the
absence of metallurgical defects such as grain bound-
aries and inclusions which inhibit pit nucleation.

Once nucleated, anodic reaction at the incipient
pit then requires a corresponding cathodic reaction
on the surrounding passive surface if the metal is
pitting in an open circuit, or at the counter electrode
if pitting is carried out potentiostatically. Anodic
reaction generates cations by dissolution, and H+

by hydrolysis of the dissolved cations. Acidity is
also generated if the metal repassivates. Both the
metal cations and H+ require neutralization, accom-
plished by ingress of anions. If chloride is the only
available anion, its local concentration increases; the
locally higher chloride concentration enhances local
metal dissolution, and prevents repassivation.123 The
enhanced dissolution then draws more chloride into
the now propagating pit, enhancing dissolution even
further. Growth of the pit, is in essence, fuelled by its
own reaction products: it is a feedback mechanism.
The process is sometimes termed autocatalytic. Pit
growth is further supported by the lower local pH.
The pit anolyte becomes a saturated (or near-
saturated) solution of the metal chloride, and is highly
acidic. Some 60–70% of saturation of the metal chlo-
ride is required to prevent repassivation of stainless
steel. It follows from this, that the presence of other
anions in solution, in addition to chloride, but which
are not aggressive (e.g., SO4

2�) would reduce the abil-
ity of the metal to undergo pitting.{{ Both ions are
then transportable into the pit anolyte and it is more
difficult to build up sufficient chloride to establish
propagation: this is found in practice.124,125

It is apparent that such a mechanism depends
strongly on the transport properties of the electrolyte
components into and out of the pit. In stainless steels,
pit propagation has been shown to be controlled
by diffusion of ions between the pit interior and the
external electrolyte.106,125 The behavior of the pit site
depends on its degree of occlusion: pitting is easier on
rough surfaces because of the greater occlusion of
sites. Surfaces of rougher finish usually display a
lower pitting potential. More occluded sites can
more readily retain the dissolved cations required to
draw chloride into the pit anolyte.

In the early stages of pit propagation on stainless
steel in chloride solution, when the pit is small, its
depth alone is insufficient to act as a diffusion barrier.
Diffusion is then restricted by a perforated cover
which exists over the pit mouth; the perforation arises
from the initiating event, and the cover exists because
of undermining of the surrounding passive film as the
pit expands. This perforated cover is critical to sur-
vival of the pit through the so-called metastable
period of growth. Small ruptures in the cover during
the metastable growth period enhance the propaga-
tion rate without terminating the pit. However, if this
cover is totally lost by rupture before a critical stage
in the growth of the pit, the anolyte is washed out (the
outward diffusion of cations becomes fast) and the pit
repassivates (hence, the term metastable). Pit growth
does not then achieve stability. The critical parameter
here is the product of the pit growth current density
and its radius106,125: this pit stability product must
reach a value of �3mA cm�1 for pit growth on stain-
less steel to stabilize. Once the critical pit stability
product is achieved, the pit can propagate without its
cover. The pit depth alone is then a sufficient diffu-
sion barrier to ensure the appropriate high chloride
concentration within the anolyte, and pit growth
achieves stability. Corrosion pits in chloride solution,
thus pass through three consecutive steps of growth.
The nucleation event is followed by metastable pit
growth. Growth is metastable because the pit depth
alone is an insufficient barrier to diffusion and may
terminate at any point by rupture of the sustaining
cover, resulting in repassivation. If the pit grows to a
stage where the pit depth alone is sufficient to main-
tain the diffusion barrier, it enters the third stage and
its growth becomes stable. Most pits die at the nucle-
ation stage, and show no propagation. A few survive
to become metastable; of those propagating metasta-
bly, only a few achieve stability.

It is worth mentioning that although pitting corro-
sion is generally undesirable, the process does in fact
have its uses. Aluminum sheet used for the preparation
of printers’ lithographic sheet is subject to a prelimi-
nary treatment involving a highly controlled electro-
chemically induced pitting process in electrolytes
based on either hydrochloric acid or nitric acid.126

This procedure, termed electrograining, is designed
to roughen the surface on a microscopic scale prior to
anodizing. Pitting corrosion may also be induced into
the nickel anodes used in nickel electroplating baths
containing chloride in order to prevent their passiv-
ation, and allowcontinuous replenishment of the nickel
ions in the electrolyte as they are removed.

{{Editor’s note: Arguably, sulfate also acts to limit the drop in pH in
the pit, since the second pKa for sulfate (the pH at which equal

concentrations of SO4
2� and HSO4

� will be present) is �1.9, above
the pH needed to achieve stable active dissolution.
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Abbreviations
BWR Boiling-water reactor

CCS Critical crevice solution

CCT Critical crevice temperature

CPT Critical pitting temperature

DMC Dissimilar metal crevice

ELI Extra low interstitial

IGA Intergranular attack

MCA Multiple crevice assembly

MIC Microbiologically influenced corrosion

PBS Phosphate-buffered saline

PREN Pitting resistance equivalence number

PWR Pressurized-water reactor

SCC Stress corrosion cracking

TPLO Tibial plateau leveling osteotomy

Symbols
Eb Breakdown potential

Ecorr Corrosion potential

Ecrit Potential above which localized corrosion may

occur

Ep Protection or repassivation potential

Er Rest potential

Xcrit Distance into crevice to achieve the primary

pitting potential

DE Ecrit � Ecorr

Dw IR Drop into crevice

2.03.1 Introduction

Crevice corrosion is a form of localized attack that
occurs within occluded regions or crevices of metallic
components. The attack is caused by a change in the
environment of the crevice relative to the bulk solution.
Usually, the term crevice corrosion is limited to
describing the attack in normally passive metals and
alloys (e.g., stainless steels); however, in the broader
sense, the corrosion of nonpassive metals and alloys
(e.g., carbon steel) by differential aeration may also be
regarded as a form of crevice corrosion. Crevices occur
in many engineered structures; consequently, crevice
corrosion is a common form of corrosion in most, if not
all, industries. Crevices can be either man-made by
design, such as in washers, pipe flanges, or overlapping
fuselage skins on aircraft, or they can occur naturally as
a result of biofouling, deposits, and debris. Many simi-
larities exist between crevice corrosion and other forms

of localized attack, such as pitting, intergranular attack,
environmentally-assisted cracking, and dealloying.1,2

In all these instances, the electrochemical and chemical
conditions in the shielded surfaces within the crevice,
pit, or crack, become altered when compared with the
conditions on the boldly exposed surfaces. Crevice
corrosion is usually described in two phases: initiation
and propagation. The initiation phase may be further
divided into three stages: deoxygenation, alteration of
the crevice solution chemistry, and depassivation.
Many variables affect crevice corrosion, both in terms
of the time-to-initiation and the rate and extent of
propagation. For a given material, perhaps the most
important factors are the geometry of the crevice and
the bulk properties of the environment. In this chapter,
the emphasis is on the crevice corrosion of passive
metals and alloys in aerated chloride environments
since this is one of the most common types of crevice
corrosion. The mechanisms of crevice corrosion are
discussed, together with the effects of the many vari-
ables that affect it. Modeling and testing for resistance
to crevice corrosion are discussed, as are practical
design aspects andmethods tominimize attack. Finally,
some industry-specific examples of crevice corrosion
are provided.

2.03.2 Theories of Crevice Corrosion

2.03.2.1 Overview

Crevice corrosion was originally described by Mears
and Evans3 and Uhlig,4 as resulting from the develop-
ment of a differential aeration cell. Mears and Evans
found that accelerated corrosion occurred when a
passive metal surface was in intimate contact with
that of an inert material. They proposed that oxygen
consumed by a cathodic reaction is replenished more
slowly in the occluded region between the metal and
the inert object, and that the metal surface within the
crevice is deoxygenated and anodic compared to the
boldly exposed surfaces outside the crevice. This
difference in oxygen concentration in the solution
inside the crevice relative to the bulk solution outside
the crevice leads to accelerated corrosion within the
crevice. Following these early observations and the-
ories, substantial research has focused on developing
a more detailed explanation of crevice corrosion.

Three general classes of theories have been used
to describe the phenomenon of crevice-corrosion:

� the development of a critical crevice solution
(CCS);
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� the development of a critical ohmic potential dif-
ference (IR drop);

� the stabilization of metastable pits by the crevice
geometry.

An ideal crevice may be described as one having a
uniform gap, typically between 0.1 and 100 mm, along
its entire length or depth, and it is formed between
the substrate and another surface that may be metal-
lic or nonmetallic, as shown in Figure 1.

Ideal crevice geometries rarely exist even in well
controlled laboratory experiments. As the crevice gap
gets narrower, crevice corrosion is more likely to
occur due to restricted mass transport. In addition,
as the gap narrows, the surface finishes on the two
materials forming the crevice become increasingly
important. Also, the effect of surface finish makes it
difficult to accurately characterize the crevice gap as
is illustrated in Figure 2.

2.03.2.2 Critical Crevice Solution

Work on crevice corrosion modeling in the late 1960s
and the early 1970s focused on the growth stage of
crevice corrosion.5,6 The work of Crolet and Defra-
noux7 in 1973 represents the first attempt to model
the initiation stage of crevice corrosion. Crolet and
Defranoux modeled the time it takes to develop a
critical chemical environment (low pH and high
halide concentration) within a crevice as a function
of crevice geometry, alloy composition, and bulk

solution chemistry. The development of a CCS
chemistry has been used successfully by several
researchers to rank alloy performance.6,8–10

In 1978, Oldfield and Sutton5,6 further developed
the Crolet and Defranoux model to the point that it
could be used to predict crevice corrosion susceptibil-
ity. Their model considered the effect of the crevice
geometry (i.e., depth and width) on the mass transport
of chemical species into and out of the crevice, and
then, the manner in which this process led to the
formation of a critical crevice solution. Their model
consisted of four stages: (1) deoxidization, (2) an
increase in salinity and acidity, (3) depassivation, and
(4) propagation. In their model, crevice corrosion initi-
ation occurs when a creviced metal or alloy is exposed
to an aerated, neutral pH, chloride environment. Initi-
ally, corrosion occurs over the entire surface, both
within the occluded region and over the boldly
exposed surfaces. In order for crevice corrosion to
occur, the exposed metal must be passive in the bulk
environment. Initially, metal dissolution occurs at the
passive current density, which is typically of the order
of 1mAcm�2 or less, and both anodic and cathodic
reactions occur on all surfaces. As the solution contain-
ing dissolved oxygen is consumed at cathodic sites on
the noncreviced surfaces, it is replenished from the
bulk solution. In occluded regions, however, where
mass transport is limited, oxygen becomes depleted
and the metal surfaces within the crevice become net
anodic, while the boldly exposed surfaces become
net cathodic. This difference in the dissolved oxygen
concentration sets up an oxygen concentration cell
between the passive boldly exposed surfaces and the
crevice mouth (cathode), and the occluded region of
the crevice (anode). The depletion of dissolved oxygen
in the solution contained within the crevice polarizes
the metal surfaces in the crevice to lower, more nega-
tive potentials.

Although differential aeration is sufficient to
induce crevice corrosion in certain metals and alloys,
it only provides the initial driving force for crevice

Figure 2 Schematic of hypothetical crevice geometry.

Gap

WidthLength

Figure 1 Schematic of an ideal crevice geometry.
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corrosion in stainless alloys. In chloride containing
solutions, the iron and chromium cations, which are
oxidized as they diffuse through the passive film, dis-
solve, and accumulate in the crevice. The limited mass
transport of metal ions out of the crevice causes metal-
ion accumulation, and to preserve electroneutrality,
anions (e.g., chloride ions) diffuse into the crevice
through electromigration, leading to an increased
metal-chloride concentration. The pH within the
crevice drops as a result of the metal-ion hydrolysis.

When the concentration of chlorides is sufficiently
high and the pH is sufficiently low, the passive film is
no longer able to maintain stability, and active corro-
sion results. This CCS theory relies on the accumula-
tion of aggressive species within the crevice, and
subsequent depassivation followed by active dissolu-
tion, as indicated by polarization curve a in Figure 3.
Meanwhile, the boldly exposed surfaces remain in the
passive state, as indicated by polarization curve c
shown in Figure 3. The CCS theory predicts that the
most severe crevice corrosion damage should occur in
the deepest regions of the crevice since these would be
the first areas to become deoxygenated because of the
oxygen mass transport limitations. In some systems,
however, crevice corrosion is observed at intermediate
distances from the crevice mouth. Another limitation
of the CCS model, as noted in the Oldfield and Sutton
paper (1973), is that no consideration is given to the
effect of the IR drop during the initiation stage.

2.03.2.3 IR Drop

The ohmic potential difference or the so-called IR
drop theory for describing crevice corrosion was
developed by Pickering.11,12 The IR drop refers to
the variation in potential between the crevice interior
and the boldly exposed surfaces surrounding the
crevice mouth. If the IR drop is sufficiently large,
the potential in the crevice can drop below the value
required to maintain a stable passive film, thereby
initiating crevice corrosion through depassivation.
The IR drop increases as the aspect ratio (i.e., length
to depth ratio) or tightness of the crevice increases.
The IR drop is also affected by other factors such as
solution chemistry and conductivity, as well as the
presence of other physical objects, such as hydrogen
bubbles, solid corrosion products, and salt films that
may further block the crevice.12

When the metal surfaces within the crevice become
net anodic, the local corrosion potential typically
becomes more active (i.e., more negative). With the
relatively large boldly exposed surfaces supporting
the cathodic reactions at more noble (i.e., more posi-
tive) potentials, it might be expected that the small
surface area within the crevice region would be polar-
ized to higher potentials where it would no longer be
active. Due to large IR drops, however, the potential of
the crevice region can be hundreds of millivolts lower
than that of the boldly exposed surfaces.11,12

Anodic reaction
M → Μn++ ne–
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O2= 2H2O + 4e–→ 4ΟH–
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Figure 3 Schematic of crevice corrosion. Net anodic reactions occur within the crevice environment while the boldly
exposed surface is net cathodic. Three possible polarization behaviors are shown: (A) active dissolution within the crevice

region, (B) active–passive behavior within the crevice region, and (C) passive behavior on the boldly exposed surface.
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Inmetals and alloys that exhibit an active-to-passive
transition in bulk environments, the boldly exposed
surfaces are maintained in the passive region in aerated
solutions, as indicated by polarization curve B in
Figure 3. The large IR drop, however, can cause the
local potential of the metal surfaces within the crevice
to be less than the primary passivation potential, result-
ing in accelerated metal dissolution. The distance into
the crevice where the interfacial potential reaches the
primary pitting potential, is referred to as Xcrit, and the
critical IR drop to achieve this potential is called IR*
or Df*.11,12 As the distance into the crevice increases,
the resistance increases and the current decreases;
consequently, the degree of crevice corrosion also
decreases. The IR drop theory predicts the intermedi-
ate attack that is typically observed in many situations
in which the metal or alloy undergoes an active-to-
passive transition in the bulk environment, but it does
not model the solution concentration process occur-
ring in the crevice.

If the CCS and IR drop theories are combined, the
behavior of metals and alloys that do not exhibit an
active-to-passive transition in bulk solutions, but do
show such behavior in lower pH solutions, can be
explained. For instance, by applying both the CCS
and the IR drop theories, the crevice corrosion
behavior of Inconel 625 can be explained.13,14

Indeed, the majority of materials that are suscep-
tible to crevice corrosion are passive in the bulk
environment (e.g., stainless steels in aerated chloride
environments) and do not normally exhibit an active-
to-passive transition. Stewart and Kelly investigated
the behavior of 300 series stainless steels taking into
consideration the interaction of both the CCS model
and the IR drop theory for initiation and propaga-
tion.1,15,16 Their model considered conditions where-
by an alloy was passive in the bulk environment, as
shown in Figure 3, polarization curve c, but where
crevice solution concentration and acidification must
occur to allow an active-to-passive transition within
the crevice, as shown in Figure 3, polarization curve
b, which, in turn, results in crevice corrosion in the
active region. With this approach, the Stewart and
Kelly model correctly predicts the intermediate crev-
ice-corrosion damage typically observed on many
metals and alloys.

2.03.2.4 Stabilization of Metastable Pits

Crevice corrosion occurs at potentials below the
pitting potential in most environments. Similarly,
metastable pitting occurs on stainless steel alloys at

potentials less than the pitting potential.2,17 Stockert
and Boehni18 have suggested that crevice corrosion is
initiated on stainless steels as a result of the occluded
environment preventing the repassivation of metasta-
ble pits. Typically, repassivation of metastable pits
occurs as a result of the pit’s inability to maintain
a critical solution concentration necessary for auto-
catalytic pit growth. The geometry of the occluded
region prevents mass transport of metal-ion hydroly-
sis products generated from the metastable pitting,
out of the crevice, which leads to an alteration of the
crevice chemistry in a manner similar to the CCS
model first proposed by Crolet and Defranoux7 and
Oldfield and Sutton.5,6 Oldfield and Sutton observed
that random metastable pits formed within the crev-
ice in areas where mass transport was most limited. As
exposure time increases, the density of metastable
pitting events within the crevice increases; this is
followed by pit coalescence as the density of the
pits increases further. This coalescence of metastable
pits is observed on electrode surfaces prior to crev-
ice corrosion propagation. Other authors support
Stockert and Boehni’s contention.19,20 For example,
Laycock et al. hypothesized that crevice corrosion
could be initiated by a random metastable pitting
event occurring at a critical location within a crevice,
where the metastable pits would then stabilize.

2.03.2.5 Similarity to Pitting

Crevice corrosion and pitting corrosion are similar in
many respects. The ranking of metal alloys for crevice
corrosion and pitting corrosion are almost identical,
and, therefore, it follows that the effect of alloying
elements and the environmental effects on crevice
corrosion and pitting are also similar.2 One of the
differences, however, between the two mechanisms is
the initiation site for corrosion. In pitting corrosion, the
initiation sites are, typically, heterogeneities in the
metal or alloy surface (e.g., MnS inclusions in stainless
steel or second phase particles in aluminum alloys) that
are more susceptible than the metal or alloy matrix
(e.g., MnS inclusions in stainless steel or second phase
particles in aluminum alloys). In contrast, the initiation
sites for crevice corrosion are generally defined by
occluded regions as discussed previously, although
pitting at surface heterogeneities, such as inclusions,
has also been observed within crevices. While pitting
generally occurs in halide containing solutions, crevice
corrosion can also occur in nonhalide solutions, for
example, nickel in sulfuric acid environments.2,17

Also, the initiation mechanism is different for pitting
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and crevice corrosion. Pitting is thought to be a random
or stochastic process with respect to time and location,
with metastable pits forming below the critical pitting
potential, whereas crevice corrosion is generally con-
sidered a more deterministic process.2

Both pitting and crevice corrosion exhibit critical
threshold potentials and temperatures. Typically, the
critical crevice potential is lower than the critical
pitting potential as the solution chemistry can change
more rapidly in a crevice due to metal-ion hydrolysis
and electromigration than in a pit on a boldly
exposed surface. As a consequence, crevice corrosion
usually initiates more readily than pitting. The criti-
cal crevice temperature (CCT) is usually lower than
the critical pitting temperature (CPT) for many
alloys for similar reasons.2

2.03.2.6 Variables Affecting Crevice
Corrosion

2.03.2.6.1 Crevice geometry

The crevice gap plays a major role in the develop-
ment of the conditions required for crevice corrosion.
Both the gap and the depth of the crevice control the
mass transport (solution concentration, acidification,
and deoxygenation) and potential gradients that
develop within the crevice. In crevices with large
gaps the mass transport of oxygen is relatively unaf-
fected compared to bulk solutions, and crevice cor-
rosion is unlikely. Narrow crevice gaps, however,
create steep concentration gradients, which are
more apt to initiate crevice corrosion closer to the
crevice mouth. In addition, in narrow crevices the
surface finishes on each side of the crevice become
increasingly important. When the crevice surfaces
are very close together the minimum crevice gap is
dictated by the surface roughness. Large crevice gaps,
however, are unaffected by surface roughness.

Various scaling factors are used to describe the
effect of the crevice gap and depth on crevice corro-
sion; as the aspect ratio increases, mass transport gets
more difficult and crevice corrosion becomes more
likely. Additionally, studies have shown that large
aspect ratios lead to crevice corrosion initiation closer
to the mouth opening due to IR drop mechanisms.21

To account for these effects, scaling laws are typically
given in terms of the aspect ratioL/G orL2/GwhereL is
the depth at which crevice corrosion is first observed,
and G is the crevice gap. Such scaling allows corrosion
engineers and scientists to extrapolate crevice corrosion
test results to other proposed design conditions.

2.03.2.6.2 Solution chemistry
For a given material, susceptibility to crevice corro-
sion and the rate at which it occurs are dependent on
the environment to which it is exposed. Temperature
plays an important role in a material’s susceptibility
to crevice corrosion. Below a critical temperature, a
material is regarded as resistant to crevice corrosion,
and corrosion rates are very low. Conversely, above
this critical temperature, the corrosion rate increases
sharply with increasing temperature. Additionally,
one of the main natural crevice corrosion formers is
biofilm growth. In specific temperature ranges, bio-
films accelerate crevice corrosion by facilitating the
cathodic reactions. Biofilms are less active above and
below this temperature range leading to a reduced
effect on the cathodic reactions, and therefore, lower
crevice corrosion rates.

Solution chemistry plays an important role in the
susceptibility of metals and alloys to crevice corro-
sion. Chloride-containing solutions are the most
widely investigated and characterized environments
in which crevice corrosion occurs on otherwise
normally corrosion resistant materials.22,23 Chloride
ions facilitate crevice corrosion initiation and pro-
pagation. A critical concentration of chloride ions
has been determined for many materials; below this
critical concentration, crevice corrosion does not
occur. Above this concentration, however, crevice
corrosion is strongly dependent on concentration. As
the concentration of chloride ions increases, the poten-
tial at which crevice corrosion initiates, decreases.24

One explanation for this is that chloride-ion concen-
tration plays a significant role in the mechanisms of
pitting and metastable pitting. As the chloride ion
concentration increases, the potential at which meta-
stable pitting occurs decreases, as does the pitting
potential. Metastable pits have been found on surfaces
within crevices at the onset of crevice corrosion, and
pit coalescence, at later stages.

The solution flow rate has been shown to affect the
initiation and propagation phases of crevice corrosion
differently. The initiation stages are inhibited by solu-
tion flow by enhancing the mass transport of oxygen
to creviced regions.22,23 Additionally, solution flow can
help reduce the occurrence of crevice corrosion result-
ing from natural crevice formers by preventing sedi-
ment accumulation or attachment (e.g., biofilms or
microorganisms).23 Once crevice corrosion initiates,
however, solution flow can increase the rate of crevice
corrosion by increasing the rate-limiting cathodic
reaction of oxygen reduction on the boldly exposed

758 Types of Corrosion in Liquids

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



surfaces outside the crevice. As the cathodic reaction
increases, so the anodic dissolution reaction in the
crevice must also increase.

2.03.2.6.3 Alloying

The alloy additions that impart resistance to pitting
corrosion are for the most part the same as those that
make alloys more resistant to crevice corrosion. One
of the most widely investigated groups of alloys are
the stainless steels. The additions of chromium,
molybdenum, nitrogen, and nickel have a significant
influence on the crevice corrosion resistance of many
alloys. The crevice corrosion rate of austenitic stain-
less steels has been shown to decrease with increasing
chromium additions in seawater.23 The addition of
chromium enhances the passivity of the oxide film,
making it more resistant to breakdown. As with resis-
tance to pitting, crevice corrosion resistance is
enhanced by the addition of molybdenum. The addi-
tion of nickel has been shown to be beneficial to the
crevice corrosion resistance of 2.5% Mo austenitic
stainless steels, while it has shown very little effect for
6.5% Mo stainless steels. Molybdenum and nitrogen
additions have been shown to have a synergistic
effect. In alloys that contain molybdenum, nitrogen
addition results in significant decreases in the crevice
corrosion rate. Similar results are observed for ferritic
stainless steels as for austenitic stainless steels.23

Manganese sulfide inclusions have also been shown
to influence the crevice corrosion resistance of aus-
tenitic stainless steels; they have been found to de-
stabilize passive films, leading to an increased
susceptibility to crevice corrosion.2,25–30

The pitting resistance of different stainless steel
alloys is generally approximated from the alloy com-
position by means of the pitting resistance equivalence
number (PREN) equation.23 A typical PREN formula
for stainless steels31 is PREN¼Crþ 3.3Moþ 30N,
while, according to Roberge,32 the most widely used
formula for austenitic and duplex stainless steels is
PREN¼Crþ 3.3 (Moþ 0.5W)þ xN, where x¼ 16
for duplex stainless steel, and x¼ 30 for austenitic
alloys. This shows that increasing chromium, molyb-
denum, and nitrogenwill increase the pitting and crev-
ice corrosion resistance of a stainless steel. According
to Grubb and DeBold,33 the numerical value of the
PREN is approximately equal to the critical crevice
temperature (CCT) as measured in degrees Celsius in
natural seawater or in ferric chloride solution. This can
be seen by comparing the PREN formula with the
formula for the CCT in degrees Celsius for stainless

steels, which is given by CCT¼ 2.5Crþ 7.6Moþ 31.9
N� 41.0.34 PREN and CCT data are presented for a
number of alloys in 30 �C filtered seawater for 30 days
in Table 1, which shows the limited equivalence bet-
ween PREN and CCT.

High performance nickel alloys show improve-
ments in crevice corrosion resistance similar to stain-
less steels in terms of alloying elements. Alloy C-276,
which contains 8% molybdenum, has a relatively
higher crevice corrosion resistance, when compared
with alloys with lower molybdenum contents.

Table 1 Crevice corrosion rankings in 30 �C filtered

seawater for 30days, with PRENa and CCTb

Alloy UNS
designation

Crevice
corrosion
resistance
ranking

PREN CCT
(�C)

Hastalloy
C-276

N10276 1 66.7

Inconel

625

N06625 1 50.4

AL 29–4 S44700 1 42.8
AL 29–4–2 S44735 1 42.7

Monit – 1 37.8

Sea-Cure S44660 2 35.2

Ferralium
255

S32550 3 36.8 22.5

Hastelloy

G-3

N06985 4 45.9

Haynes 20

Mod

– 5 38.1

26–1S S44626 6 28.3

20Mo-6 N08026 7 42.4
E-Brite S44627 8 29.2

AL-4X – 9 34.7

AL-6X N08366 10 41.5

254SM0 S31254 11 46.1
Hastelloy

G

N06007 12 41.3

904L N08904 13 36.0 0

AISI 216 S21600 14 38.8
254 FER – 15 40.8

254 SLX N8904 16 36.6

Rex 734 S31675 17 42.8
Type

317LM

S31725 18 34.8

Nitronic 50 S20910 19 36.5

JS700 N08700 20 35.2
Type 316 S31600 21 25.4 �2.5

20Cb-3 N08020 22 26.7 0

aBond, A. P.; Dundas, A. J. Mater. Perform. 1984, 23(7), 39.
bRoberge, P. R. Handbook of Corrosion Engineering, McGraw-
Hill: New York, 1999; p 734.
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Similarly, increases in chromium content lower the
rate of crevice corrosion.13

Titanium and its alloys are, typically, very resis-
tant to crevice corrosion; for instance, pure titanium
(Ti-Grade 2) will not generally undergo crevice cor-
rosion below 70 �C, regardless of the solution pH or
chloride concentration. When the pH exceeds 10,
pure titanium will not undergo crevice corrosion at
any temperature.35 Although titanium and its alloys
have high resistance to crevice corrosion, small addi-
tions of alloying elements lead to a marked reduction
in the rates of crevice corrosion.31 The addition of
noble alloying elements, such as platinum and palla-
dium, as well as copper, significantly decreases the
crevice corrosion rate of titanium alloys by providing
additional cathodic reaction sites within the crevice.
Increasing the number and area of cathodic reaction
sites within the crevice allows for the reduction of
hydrogen ions, preventing the large scale separation
of anodic and cathodic reaction sites.31

2.03.3 Evaluation of Crevice
Corrosion

Numerous tests have been developed to investigate
and evaluate the crevice corrosion susceptibilities of
metals and alloys. The reviews by Kearns and Kain
describe many of the test methods.9,36–38 In general,
testing has been focused primarily on normally passive
alloys, and in particular, it has been directed towards
the identification and development of more corrosion
resistant alloys for marine applications and certain
process industries, such as the pulp and paper industry.

Of the many tests that have been developed, sev-
eral broad classifications can be made based on the
type of test, for example, field or in situ tests, as
opposed to those conducted in the laboratory, and
real-time tests versus accelerated tests. Another differ-
entiation can be made between electrochemical and
nonelectrochemical (e.g., simple immersion) tests, as
well as those tests designed specifically to investigate
initiation rather than propagation. Further classifica-
tions can be made according to the specific environ-
ment, the type of crevice former used, and the geometry
of the specimen (e.g., flat sheet, cylindrical, etc.)

As is often the case with testing versus real-life
experience, the occurrence or absence of crevice
corrosion in a given test is no assurance that it will
or will not occur under normal service conditions,
either as one moves from the laboratory to the field,
or as field process conditions change with time.

2.03.3.1 Variables Affecting Crevice
Corrosion Testing

In designing or selecting an appropriate test for eval-
uating crevice corrosion, a number of variables need
to be taken into consideration:

� The metallurgical condition of the metal or alloy,
including its composition and surface finish.

� The material used for the crevice former, includ-
ing its surface finish. The nature of the crevice
former can affect the crevice geometry, through
relaxation of the crevice gap over time. If a metal-
lic crevice former is used, then dissimilar metal
corrosion may be an issue to consider.

� Crevice geometry, including the crevice gap,
length or depth, and tightness. The geometry of
the crevice can affect the initiation and propaga-
tion phases differently, and partly determine the
crevice-to-boldly-exposed surface area ratio.

� The bulk environment, including solution chemis-
try, temperature, and flow rate, all of which affect
crevice corrosion and can be utilized to accelerate
testing.

2.03.3.2 Field or In Situ Tests

ASTM International standardG 4-01, StandardGuide
for Conducting Corrosion Tests in Field Applications,
provides general guidance for such tests, particularly
with respect to surface preparation, specimen design,
test-rack assembly, and post-test evaluation.39 The
standard mentions crevice corrosion and makes refer-
ence to ASTM standard G 78-01. The use of test
racks to investigate in situ crevice corrosion provides
little information regarding initiation and propagation
rates.9,36 However, this approach is effective for screen-
ing and ranking different alloys.40

2.03.3.3 Laboratory Tests

2.03.3.3.1 ASTM G 48-03, standard test

methods for pitting and crevice corrosion

resistance of stainless steels and related

alloys by use of ferric chloride solution

ASTM standard G 48-03 lists several procedures to
determine the pitting and crevice corrosion resis-
tance of stainless steels and other nickel-based corro-
sion-resistant alloys, when exposed to oxidizing
chloride environments.41 This test describes four pro-
cedures, identified as methods A, B, C, and D.Method
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A is a ferric chloride pitting test, and Method C is a
test developed for determining the critical pitting
temperature; therefore, these two methods will not
be discussed.

Method B is a ferric chloride test that was devel-
oped by Streicher for determining both the pitting
and crevice corrosion resistance of iron- and nickel-
based alloys.42 In this test, the crevices are formed by
two plastic blocks held against the specimen faces.
The maximum depth or mass loss is measured after
immersion for a specified time. The recommended
temperatures and duration are 23 or 50 �C, and 72 h,
respectively.

Method D is used to rank alloys with respect to
the minimum critical crevice temperature to cause
initiation of crevice corrosion in 72 h, and is similar to
the MTI-2 test developed by Treseder.43 The critical
crevice temperature is defined by ASTM G 48 as the
minimum temperature to produce crevice attack to a
depth of at least 0.025mm on the surface of the
specimen beneath the crevice former in 72 h.

These accelerated test methods (A–D) were
designed to minimize corrosion initiation times com-
pared with most natural environments. The rationale
for using ferric chloride solutions is that similar solu-
tions are expected to develop within a pit or crevice
site.44 (While this may have been the original ratio-
nale, it is not certain why ferric chloride works
(rather than any other chloride solution). Rather fer-
ric ion reduction provides a powerful cathodic reac-
tion, leading to a very positive potential that ensures
that crevice corrosion will occur if the potential is
above the CCT.) The relative performance of alloys
in ferric chloride solution tests has been correlated to
performance in certain real environments, such as
natural seawater at ambient temperature45 and strongly
oxidizing, low pH, chloride-containing environments.10

Several exceptions to these correlations, however, have
been reported.46,47 This test method notes that surface
preparation can significantly influence results. For
instance, grinding or pickling of stainless steel surfaces
can destroy the passive layer; however, a 24-h air-
passivation after grinding or pickling will minimize
these differences.

2.03.3.3.2 ASTM G 78-01, standard guide for

crevice corrosion testing of iron-base and

nickel-base stainless alloys in seawater and

other chloride-containing aqueous

environments

ASTM G 78-01 was developed to measure the crev-
ice corrosion resistance of iron- and nickel-based

alloys to chloride containing solutions for a specified
time period.48 This standard recommends a 30-day
exposure. The sample surface is occluded with two
multiple-gap plastic washers, or so-called multiple
crevice assemblies (MCA), that are firmly pressed
against both surfaces. This test was developed in the
1970s and is often cited in the literature. Tests are
performed on triplicate specimens to allow for statis-
tical analysis, with the crevice formers tightened
using a calibrated torque wrench. Crevice initiation
and propagation are addressed by the number of sites
initiated, and the maximum depth of attack, respec-
tively. Round-robin testing by both NACE T-5H-6
and ASTM G 1.09 task groups report results illus-
trating the variability of these types of test. The use of
multiple-crevice assemblies can be useful for the
ranking of alloys, as well as for investigating the effect
of other variables; however, multiple-crevice assem-
blies should not be used for predicting alloy perfor-
mance in other conditions.

2.03.3.3.3 ASTM F 746-87 (Reapproved 1999),

standard test method for pitting or crevice

corrosion of metallic surgical implant

materials

ASTM F 746 can be used to evaluate the localized
corrosion resistance of alloys for implantable medical
devices and surgical instruments.49 It is a modified
version of a test developed by Syrett,50 and is used as
a screening test to rank alloys.

A cylindrical sample of the alloy to be tested is
fitted with an inert tapered collar and then immersed
in a phosphate-buffered saline (PBS) solution at
37 �C. After stabilization over 1 h, the sample is
polarized to a potential much more noble than its
rest potential, typically 0.8 V (SCE), in order to stim-
ulate localized corrosion – either pitting or crevice
corrosion. The onset of localized corrosion is evident
as a rapid increase in the current. If localized corro-
sion cannot be stimulated, then, after 15min, the test
is terminated. If localized corrosion is stimulated,
however, the potential is immediately decreased to
the first of several preselected potentials (usually the
rest potential plus 0.05 V), and the current is moni-
tored to see whether the sample repassivates, or con-
tinues to corrode. If the sample does not repassivate
after 15min, the test is terminated. If the sample does
repassivate, the stimulation step is repeated, followed
by the next repassivation step. The critical potential
for localized corrosion is defined as the most noble
preselected potential at which repassivation occurs.
Post-test examination of the sample establishes
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whether the localized corrosion resulted from pitting
of the exposed surface, or from crevice corrosion in
the tapered collar.

2.03.3.3.4 ASTM F 2129-06, standard test

method for conducting cyclic potentiodynamic

polarization measurements to determine the

corrosion susceptibility of

small implant devices

ASTM F 2129 was developed to evaluate the loca-
lized corrosion resistance of medical implants in their
finished condition.51 The method can, however, also
be used for screening alloys and evaluating compo-
nent parts of implants. Implants (or alloy compo-
nents) are immersed in PBS at 37 �C for up to 1 h
to stabilize at the so-called rest potential (Er) or open
circuit potential, after which the potential of the
sample is increased slowly (0.167 or 1mV s�1) in a
positive (noble) direction. The breakdown potential
(Eb) at which localized corrosion occurs is evident by
a rapid increase in the current and, typically for
stainless steels or Nitinol in PBS, can be observed
by the appearance of a cloud of corrosion product
forming around the breakdown location. If no break-
down occurs before a preset vertex potential is
reached, usually 0.8 or 1 V (SCE), then the test can
be terminated. If breakdown does occur, and the test
is designed to be destructive, then the potential
sweep is reversed and monitored for repassivation at
the so-called protection or repassivation potential
(Ep). There remains, however, some controversy
among researchers over how to interpret the data
obtained from this test. One approach is to consider
the gap between the breakdown and rest potentials (i.e.,
Eb–Er). This gap provides a measure of the pitting
corrosion resistance, whereby, the greater this gap, the
greater the resistance to pitting corrosion. Although
not universally accepted by researchers, this is a com-
monly accepted parameter for the ranking of different
alloys ormaterial processing.52–56 Similarly, the param-
eter Ep� Er is sometimes used as a measure of crevice
corrosion resistance. This last parameter, however, is
very dependent upon the amount of pitting or crevice
corrosion that occurs before the potential scan is
reversed.57 An alternative approach for finisheddevices
is to consider the parameter Eb� Er as a measure of
localized corrosion resistance, together with a posttest
microscopic examination to determine whether break-
down occurred because of pitting or crevice corrosion.

ASTM G 61-86, Standard Test Method for Con-
ducting Cyclic Potentiodynamic Polarization Mea-
surements for Localized Corrosion Susceptibility of

Iron-, Nickel-, or Cobalt-Based Alloys, is similar to
ASTM F 2129 with the exception that the test is
performed at 25�C in 3.5% sodium chloride
solution.58

2.03.3.3.5 Remote crevice assemblies

The use of remote crevice assemblies is an electro-
chemical approach that allows for the evaluation of
both the initiation and propagation phases of crevice
corrosion.8,59–61 This approach entails the physical
separation of the anode (crevice) and the cathode
(boldly exposed surface) which are electrically
connected via a zero-resistance ammeter; this, there-
fore, permits the measurement of the current flow
between the anode and the cathode. Plotting the
current versus the time provides information regard-
ing initiation times, as well as propagation rates
(based on the total charge passed), and the reproduc-
ibility of results is reportedly good.9

2.03.4 Practical Design Aspects

As described above, crevice corrosion occurs in both
fabricated and natural crevice regions. In both cases,
occluded regions formed by the close contact
between a metal surface and a nonmetal crevice
former or a second metal surface can lead to accel-
erated corrosion attack in these regions. In order to
prevent crevice corrosion from occurring, occluded
regions and sharp inside corners should be avoided,
wherever possible.62,63 When materials are joined by
rivets, continuous welding, or soldering, sealants
should be used to prevent water uptake into occluded
regions. When occluded regions cannot be avoided,
decreasing the aspect ratio between the crevice depth
and crevice gap can lessen the severity of crevice
corrosion damage by reducing the steepness of con-
centration and potential gradients within the crevice.
Metal-to-nonmetal crevices (e.g., gaskets) should be
avoided because the crevice gap is typically much
less than metal-to-metal crevices; this is because the
nonmetal crevice former can conform to the metal
surface resulting in tighter crevice geometries.62,63

Metal-to-nonmetal crevices are typically designed
to prevent water uptake; however, there is a fine
line between being tight enough to prevent water
uptake, and tight enough to facilitate capillary action,
leading to severe crevice corrosion. Crevice corro-
sion can also be mitigated by careful material selec-
tion or processing. Materials that have a higher
crevice corrosion resistance can be used as an overlay
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in areas susceptible to crevice corrosion, to minimize
damage. Materials with higher critical crevice tem-
peratures or potentials, or generally higher PREN
materials, tend to be more resistant to crevice corro-
sion. The ranking of crevice corrosion resistance for
various stainless steels and nickel based alloys in
seawater, along with PREN64 and CCT32 values, is
given in Table 1.

Materials can also be processed to help avoid
crevice corrosion. Metal surfaces outside crevice
regions can be painted to prevent cathodic reactions
taking place, effectively reducing the area ratio
between the anode and cathode regions, thus reduc-
ing the rate of crevice corrosion attack.

Additionally, processes can be designed to help
prevent crevice corrosion. Natural crevices, such as
precipitates and deposits, can be avoided by adding
filtration systems to industrial process lines early in
the process, to prevent deposits in stagnant regions of
the process line.

Solution phase inhibitors or supporting electro-
lytes can also be added to processing lines to either
inhibit corrosion directly, or change solution conduc-
tivity to minimize ohmic potential effects, or disrupt
ion migration into occluded regions.

2.03.5 Industry Specific Examples of
Crevice Corrosion

Crevice corrosion is a common form of corrosion that
affects a wide range of materials used in almost all
industries. Metal-to-metal and metal-to-nonmetal
crevices can lead to crevice corrosion in a wide
variety of typical designs used for consumer and
industrial products. Metal-to-metal crevices typi-
cally occur between strands in wire rope, around
incomplete fusion welds in pipes and plates (see
Figure 4), under o-rings and gaskets, in tube-to-
tube sheet connections, in threaded connectors, and
in a wide variety of other industrially-used geome-
tries (see Figure 5).22 Nonmetal-to-metal crevices
can occur as a result of o-ring seals, gasket-to-flange
joints, tape-coatings, barnacles on metallic surfaces,
valve steam packing, dirt, sand, or mud deposits. This
section will review how crevice corrosion affects
material selection and mechanical design in a few
exemplar industries.

2.03.5.1 Medical Devices and Implants

Implantable medical devices are often used in situa-
tions where crevices are likely or unavoidable; for

instance, where the device is held against tissue or
bone, where biofilms develop on the surface, or
where two component parts of the device come
together, such as screws in bone plates, or the crevice
between a tapered stem and ball in a total hip replace-
ment. For this reason, medical devices are required to
possess long-term resistance to crevice corrosion dur-
ing their expected service lifetimes. Common biomedi-
cal alloys used for long-term implants are stainless
steels, cobalt–chromium–molybdenum alloys (includ-
ing MP35N and Elgiloy), and titanium alloys. These
alloys get their corrosion resistance from the presence
of a thin passive film that is generally resistant to
uniform corrosion, as well as pitting and crevice corro-
sion in thewarm saline environment of the human body.
The pH in the body is maintained at a relatively con-
stant value of 7.4 by phosphate and carbonate buffering,
under normal conditions. After surgery, however, the
pH at the implant site may range from 5.5 to 9.0, as a
result of immunological responses or infections.65 In the
case of a hematoma, the pH can remain at 5.5 for several
days.66 When implant crevice corrosion occurs, the pH
may drop to 1 or even lower.67

Weld Plate

Crevice

Electrolyte

Figure 4 Example of crevice in welded structure.

Anodic
area

Metal
plate

Figure 5 Example of crevice in welded structure.
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The localized-corrosion resistance of long-term
implants is important not only with respect to the
maintenance of the mechanical and structural integ-
rity of the implant, but also with respect to the rate at
which leachable substances, such as nickel and chro-
mium ions, are released into the body. The release of
leachable substances, albeit at very low rates, can
elicit an immunological response. This response can
vary from person to person and can determine the
difference between success and failure of the implant.
An example is the corrosion and wear around ortho-
pedic and dental implants that can cause metallosis of
the surrounding tissue, and loosening of the implant
at the fixation site.68–71 Although commercial metal-
lic biomaterials are generally corrosion-resistant,
there has always been a concern that trace metal
ions may be released into the human body because
of pitting or crevice corrosion.

Titanium alloys, such as Ti Gr2 and Ti–6Al–4V,
are generally ranked as having the greatest resistance
to corrosion in saline solutions and are considered
resistant to pitting up to the maximum normally-
investigated potentials used for testing biomedical
implant materials (i.e., 0.8 V SCE).51 Titanium and
its alloys typically show either negative hysteresis or
no hysteresis in potentiodynamic polarization tests
(i.e., current density falling off as rapidly or more
rapidly on the reverse scan than on the forward
scan), indicating that passive film growth is enhanced
with increasing potential. Consequently, materials
exhibiting no hysteresis or negative hysteresis are
considered immune to pitting and crevice corro-
sion.51,65 Nevertheless, titanium alloys can, under
certain in vivo conditions such as fretting, show
signs of pitting and crevice corrosion as discussed
below.72

The corrosion resistance of Nitinol (or NiTi),
which has an approximately equal nickel and titanium
content, is not considered as great as that of titanium
or other titanium alloys, such as Ti Gr2 or Ti–6Al–
4V. As it exhibits superelastic and shape memory
behavior, however, Nitinol is used extensively as an
alloy for implantable medical devices, particularly for
devices that are deployed endovascularly. There have
been some reports that Nitinol will experience in vivo
breakdown of the passive film, and subsequent loca-
lized corrosion. These reports of pitting or crevice
corrosion observed on explants,73–76 however, appear
to have been a result of the explants being exposed to
decontamination solutions, such as bleach, rather than
as a result of actual in vivo corrosion.77–79 Jacobs et al.
examined Nitinol explants that had been implanted

for over 10 years, and that had not been decontami-
nated with bleach, and found no significant pitting or
crevice corrosion.80 Guidoin et al. examined Nitinol
stents (with a radiopaque platinum coil wrapped
around the Nitinol wire to make the device more
visible during X-ray radiography) which they disin-
fected with bleach, and found little corrosion, except
at the crevice between the coil and the Nitinol wire.73

The ASTM F 75 specification cobalt–chromium–
molybdenum alloys, such as MP35N and Elgiloy, do
not exhibit a hysteresis loop in their cyclic polariza-
tion curves and are generally thought to be resistant to
pitting and crevice corrosion in physiological envir-
onments. These alloys exhibit electrochemical behav-
ior in the passive range that differs from that of other
biomedical alloys. In particular, their cyclic potentio-
dynamic polarization curves typically exhibit an
increase in current at potentials of about 0.4 V SCE,
and perhaps another at about 0.7 V SCE, but they do
not show evidence of localized corrosion.81 The first
increase is thought to be associated with a solid-state
oxidation reaction involving the conversion of Co(II)
to Co(III). The second increase appears to be asso-
ciated with transpassive dissolution that results in the
release of chromium and nickel ions. The transpassive
dissolution observed on cobalt–chromium–molybde-
num alloys is a general dissolution type of corrosion
and does not generally result in crevice or pitting
corrosion. These alloys have exhibited pitting and
crevice corrosion under certain in vivo conditions,
however, and these will be discussed below.

Although 316L and ASTM F 138 (ISO 5832-1)
specification stainless steels are alloys used for medi-
cal implants, they are susceptible to crevice corrosion
in human body fluids.23 Such crevice corrosion can
release metallic ions into the tissues surrounding the
implants, causing local irritations or systemic effects.
The potential for crevice corrosion of 316L stainless
steel in vivo is not surprising, since 316L has a CCT
below body temperature (see Table 1).

According to Bai and Gilbert,65 researchers found
that 91% of 316 stainless steel multicomponent
explants had undergone visible corrosion, and that
crevice corrosion was the primary type of attack.82

Bai and Gilbert65 also report the findings of a
retrieval study83 in which it was found that 89% of
the plates and 88% of the screws of 250 stainless steel
internal fixation devices showed evidence of pitting
and crevice corrosion. The environment within the
crevices formed between plates and screws of ortho-
pedic devices can be altered from that of the normal
in vivo environment, such that values ranging from
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pH 5 to 7, less than 8–110mmHg for pO2, and less
than 10–300mmHg for pCO2 can be formed.84

Some of this corrosion is a reflection of the quality
of the stainless steel used in those pioneering days; it
had higher carbon and inclusion content than the
medical-grade materials used nowadays. Since that
time, there have been significant changes in the com-
position specified for medical grade 316L (ASTM
F 138), which now has a specified minimum PREN
of 26.85–87 The first improvement came with the
development of AISI 316L, which is still widely
used for plates, screws, and nails in orthopedic sur-
gery. As there were continuing reports of in vivo

stainless steel corrosion, a new type of stainless steel
was introduced in the mid-1980s. This alloy has
higher chromium and manganese than 316L, and
0.5% nitrogen is added for increased corrosion
resistance.87

In 1972, Cohen and Wulff described a cobalt-alloy
plate and screws that had been removed from a
patient; the persistent pain that the patient experi-
enced appeared to be associated with corrosion.88

The plates and screws were found to have failed
because of crevice corrosion between the plate and
bone. The plate composition was similar to Stellite 25
(Co–20Cr–15W–10Ni) and the screw composition
was similar to Stellite 21 (Co–27Cr–5.5Mo). Cohen
and Wulff noted that the corrosion was associated
with the plate and not the screws. Reports of corro-
sion problems and adverse tissue response with Stel-
lite alloys, however, have been extremely rare.89

Brown et al. discussed crevice corrosion in stain-
less steel bone plates and screws69 and modular hip
implants.68 Crevice corrosion tests with bone plates
and screws exposed for up to 1 year showed that
crevice corrosion does not occur in isotonic saline
solutions (0.9% NaCl) for periods of up to 1 year, but
can occur in hypertonic saline solutions (7.2%NaCl).
Brown et al. also observed corrosion of bone plates
and screws that had been fixed to the tibia of sheep,
but concluded that this corrosion, as well as the
corrosion reported on clinically retrieved implants,
was initiated by fretting corrosion, which predisposes
the contact area to crevice corrosion attack.

Multiple-component systems used in orthopedic
surgery provide flexibility in choosing the optimal
implant, but introduce the possibility of crevice cor-
rosion that could limit the implant’s longevity, either
because of unfavorable tissue response to corrosion
products or device failure.68 Based on their high
in vivo corrosion resistance, both titanium and
cobalt–chromium alloys are often used for total

joint replacements.90 Because these joints are artic-
ulating, the wear resistance of the alloys is also
important. Compared with cobalt–chromium alloys,
titanium alloys have relatively poor wear properties,
and therefore, the cobalt-base alloys are more com-
monly used for the articulating components of total
joint replacements.90 Since the 1980s, the modular
joint, in which the femoral-head component is fabri-
cated from a cobalt-base alloy and the stem from
extra-low interstitial (ELI) Ti–6Al–4V alloy, has
gained popularity, particularly for the artificial hip.
The galvanic couple created by this arrangement was
not considered a problem, as both alloys were passive.
By the early 1990s, however, there had been reports
of corrosion observed on these implants and Brown
et al.68–69 attributed these instances to a fretting-
assisted crevice-corrosion mechanism.

The work by Brown et al., in 1995 on 79 re-
trieved tapered modular hip implants indicated sim-
ilar behavior, that is, the effect of fretting on crevice
corrosion initiation. This work suggested that de-
sign changes that decreased the propensity for fret-
ting also reduced the chance of crevice corrosion.68

In addition, Gilbert et al. examined 148 total modular
hip implants with mixed (Ti–Al–4V)/Co–Cr and
Co–Cr/Co–Cr stem and head combinations,72 and
reported that both combinations showed about the
same amount of corrosion in the creviced region be-
tween the tapered stem and head. They concluded
that galvanic effects were not significant, but that crev-
ice corrosion could occur in cobalt-chromium alloys
in fretting and wear situations. Cobalt–chromium–
molybdenum alloys, therefore, appear to be resistant
to pitting and crevice corrosion in the unloaded con-
dition, but are susceptible to deterioration in the
presence of mechanical loads. This form of crevice
corrosion has been described by Gilbert and Jacobs as
mechanically-assisted crevice corrosion.67

As reported by Thomas et al., cemented titanium
stems in hip arthroplasty have experienced proximal
cement–stem debonding, which can result in a crev-
ice, and early failure.91 This was well publicized with
the 3M Capital hip implant failures. Thomas et al.

discussed their examination of a series of 12 cemen-
ted titanium Furlong Straight Stems that required
revision at a mean implant time of 78months, as a
result of thigh pain. They reported that the stems
were severely corroded in a pattern that was typical
of crevice corrosion. Their conclusion was that the
combination of a titanium stem and cement appears
to facilitate fretting-induced crevice corrosion for an
otherwise crevice corrosion resistant material.
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Crevice corrosion has also been found on tibial
plateau leveling osteotomy (TPLO) plates and asso-
ciated bone screws that had been implanted in dogs
for �3 years.92 It was reported that surface irregula-
rities and porosity of TPLO plates from the casting
process provided crevice corrosion initiation sites in
the occluded region between the plates and screws.

Crevice corrosion has also been seen on spinal
surgery hardware. Tezer et al. noted that crevice and
fretting corrosion can occur at the junctions of rod-
screw, rod-hook, transverse-connector rods, and
other connector rods in modular spinal implants.93

They recommended using alloys with better corro-
sion resistance to inhibit crevice and fretting corro-
sion. Modular-spine implants are used to aid fusion,
but fretting and corrosion can occur between modu-
lar components. Kirkpatrick et al. examined the cor-
rosion on 47 explanted spinal implants that were
manufactured by a variety of companies.94 They
observed that the stainless steel implants exhibited a
range of corrosion, from minor to severe damage, that
was consistent with previously observed mechani-
cally-assisted crevice corrosion. Titanium-alloy
implants, however, showed no significant corrosion.
The single cobalt-alloy explant showed no evidence
of corrosion.

2.03.5.1.1 Dental crevice corrosion

With dental implants there is the possibility of micro-
biologically-influenced corrosion (MIC) affecting
crevice corrosion in the creviced region between
the dental implant and the gingival epithelium.71

According to Megremis and Carey, seepage of oral
secretions into the crevices created between the res-
toration and the tooth can lead to microorganism inva-
sion, generation of acidic conditions, the operation of
differential aeration cells, and crevice corrosion.95 The
creation of crevice conditions in amalgams can increase
acidity to well below a pH of 4. To enhance the crevice
corrosion resistance of dental surgical materials, the
German Federal Health Department recommended
minimum amounts of chromium and molybdenum
of 20% and 4%, respectively.95 In 2006, Wylie et al.

performed electrochemical testing in artificial saliva at
different pHs, on two nickel-based dental casting alloys,
before and after porcelain-firing heat treatments.96

Crevice corrosion was observed on alloys exposed to
pH 2.5 saliva. They noted, not surprisingly, that the
presence of crevices and lower chromium-content
nickel-base alloys could lead to crevice corrosion in
dental casting alloys, but this could be avoided by an
increase in the chromium content of the alloy.

2.03.5.1.2 Nickel-free alloys
Many medical implants contain nickel, which has led
to concerns regarding nickel toxicology and its effect
on the implants’ biological performance.70,97–98 As a
result, there have been several recent efforts to develop
nickel-free biomedical alloys.97 Along these lines,
Reclaru et al. analyzed the crevice corrosion behavior
and the cation release of five nominally nickel-free
austenitic steels in artificial sweat and bone plasma.98

Generally, the amount of cation release was substan-
tially higher in the artificial sweat solution than in the
bone plasma under creviced conditions.99

2.03.5.2 Chemical and Power Plants

2.03.5.2.1 Boiler and steam generators

It has been estimated that the second most common
type of tube failure in fire-tube boilers is concentration-
cell corrosion, frequently referred to as crevice cor-
rosion, due to the build-up of iron oxide sediment
or scale.100 On waterside fire-tubes, corrosion occurs
beneath deposits that foul the surface and become
anodic relative to the periphery of the deposits. Accord-
ing to Esmacher et al.,100 crevice corrosion also occurs at
tube-to-tubesheet roll joints, particularly if high ther-
mal stresses cause flexing at the joint, and crack protec-
tive oxides or allow water ingress into the crevice.

2.03.5.2.2 Heat exchangers and condensers

Heat exchangers and condensers are widely used in the
power generation and chemical processing industry.
Almost all heat exchangers have crevices at the tube-
sheet and the tube support-plate locations. For example,
in the nuclear power industry, crevice corrosion has
resulted in costly tube denting (see Section 2.03.5.2.3),
as well as intergranular attack (IGA), and stress cor-
rosion cracking (SCC) of Inconel 600 (Alloy 600) in
tube-sheet and tube support-plate crevices.101

Dissimilar metal crevices (DMC) are common
features of heat exchangers and condensers. Tube-
to-tube sheet joints frequently contain crevices and
dissimilar tube and tubesheet materials. Work by
Kearns102 and Maurer103 on DMC in seawater have
shown that the more corrosion resistant materials in a
DMC can be made to corrode as a result of the
corrosion products from the less resistant alloys.

2.03.5.2.3 Pressurized-water reactors (PWR)

and boiling-water reactors (BWR)

Crevices in oxidizing environments, or boiling at
heat-transfer surfaces, can result in a variety of crevice
corrosion problems for both BWR and PWR
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operations. According to Ford et al., in most BWR
designs, the coolant purity approaches that of theo-
retically pure water (i.e., a room-temperature conduc-
tivity of 0.055 mS cm�1), with dissolved chloride and
sulfate ion concentrations below 5 ppb, in order to help
prevent the concentration of impurities in crevices.104

One of the main differences between the PWR
and BWR designs is that a PWR has a steam genera-
tor that isolates the primary water (i.e., water heated
by the reactor core under pressure) from the second-
ary water that is boiled to make the steam that runs
the turbines. A serious crevice corrosion problem
appeared in PWRs during the mid-1970s.105 The
phenomenon became known as denting, and it
occurred in Inconel 600 tubing because of corrosion
in the crevices between the tubes and the carbon steel
support plates or tube sheets. In the crevices between
the Inconel 600 steam generator tubes and the steel
tube-sheets, tube support-plates, and sludge deposits,
where water circulation is restricted by geometry and
deposits, boiling can concentrate the very low levels
of impurities in the secondary water to very high
concentrations. This is known as hideout. The con-
centration of impurities in crevices, under heat trans-
fer conditions, can be 20 000 times that present in the
bulk secondary water.105,106 Denting can restrict pri-
mary water flow and result in SCC and IGA, which
may result in primary water leaking into the second-
ary side. Tube damage from hideout, such as wastage,
pitting, and denting has been largely eliminated
by appropriate management of secondary water
chemistry, which includes reducing condenser impu-
rity in-leakage, reducing air in-leakage, using make-
up water of higher purity, using boric acid to inhibit
acidic chloride attack, and using condensate polishers
to purify the feedwater. Newer steam generator
designs have used Inconel 690 (Alloy 690) or Incoloy
800 (Alloy 800) that are more corrosion resistant to
the highly concentrated environments that can
develop in the tube-sheet and tube support-plate
crevices, and under sludge piles.105

2.03.5.3 Aerospace

Most commercial aircraft utilize aluminum alloys for
their airframe structures, which are susceptible to
pitting, crevice corrosion, exfoliation, and environ-
ment-assisted cracking under normal operating con-
ditions.107–109 Crevice corrosion on aircraft can occur
at unsealed joints or at joints where the fillet seal has
broken, on fuselage structures held in intimate contact
with wet insulation blankets, and on aluminum and

stainless steel tubing under rubber clamps.107 As
described by Inman et al., crevice corrosion and
subsequent fatigue cracking of airframe structures
can occur and lead to loss of life. They list a number
of examples whereby crevice corrosion along riveted
structures, which are difficult to inspect, led to fatigue
cracking and subsequent failure of sections of the
fuselage.108 For instance, in 1981, the failure of a
large portion of the fuselage of a commercial aircraft
in Taiwan was attributed to undetected fuselage-skin
corrosion that led to fatigue cracking. Another inci-
dent in Hawaii in 1988 revealed that fatigue cracking
can occur in corroded fuselage structures.108 Due to
its nature, crevice corrosion in aircraft can be difficult
to detect until it exceeds the limits allowed by design.
As described by Inman et al., moisture is drawn into
crevices during normal service, and pollutant gases
can dissolve in the water to form corrosive solutions
which attack the protective oxide layer. Aircraft
operating in marine environments have to contend
with additional chloride ion ingress. Also, routine
maintenance and cleaning procedures, such as wash-
ing and cleaning, can contribute to crevice corrosion.

According to Sankaran et al., crevice corrosion can
lead to severe intergranular and exfoliation corro-
sion, which, in turn, can lead to increased stress and
crack growth rates due to the volumetric increase of
corrosion products within creviced regions.110 Fay-
ing-surface sealants, such as polysulfide sealants,
have dramatically reduced the crevice corrosion of
fuselage lap and similar aircraft joints.107

2.03.5.4 Nuclear Waste Isolation

High level nuclear waste, such as that resulting from
spent nuclear fuel from commercial nuclear reactors
used for power generation, needs to be isolated from
the environment for 1000–10 000 years or lon-
ger.111,112 Corrosion of the containment materials is
considered to be the principal mode of degradation
that will limit the lifetime of the waste package.113 As
crevice corrosion is thought to be a part of the limit-
ing lifetime of these containment systems, much of
the research on crevice corrosion in the last ten years
has been devoted to a better understanding of crevice
corrosion mechanisms in this highly engineered con-
tainment system.112 With the proposed repository
designs, crevices could be formed between the waste
package and the emplacement pallet, by the deposi-
tion of mineral precipitates, corrosion products, dust,
or by contact with rocks, and the drip shield or
ground support materials.113
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A common approach taken by many nations is to
bury the waste underground in corrosion resistant
containers. Early work at Yucca Mountain in Nevada,
a potential repository site in the United States, initi-
ally focused on austenitic stainless steels as the con-
tainer material112; however, this material selection
has evolved over the years as the design requirements
have increased. Originally, 304 stainless steel was
specified as the container material, but as the corro-
sion resistance requirements increased, first Alloy
825, then Alloy 625, and finally Alloy 22, were
selected. Alloy 22, a Ni–22Cr–13Mo–4Fe–3W alloy,
was selected in order to have the highest resistance to
localized corrosion phenomena, such as stress corro-
sion cracking, pitting, and crevice corrosion.112–115

Since 1998, the waste-package design for the high-
level waste repository at Yucca Mountain has speci-
fied a double-walled cylindrical container with the
outer container made from Alloy 22, to resist corro-
sion, and an inner container made of Type 316
nuclear-grade stainless steel to provide strength and
radiation shielding.112,113 The container will be cov-
ered by a Ti Gr7 drip shield to guard against rock fall
and prevent contact with water seepage during the
first few hundred years.112 Alloy 22 is extremely
resistant to localized corrosion as a result of the
formation of a 5–6-nm thick, chromium-rich oxide
film. The general corrosion rate of Alloy 22 in acidic
to alkaline solutions is expected to be well below
0.1mmyear�1 (0.004mil year�1), and therefore, the
life of the containers for Yucca Mountain should not
be limited by passive dissolution.112

Although the United States is considering burial
in unsaturated formations (i.e., above the water table),
and will therefore have to consider oxidizing redox
potentials, it is unlikely that pitting corrosion will
be life limiting, as it is unlikely that in this environ-
ment (hot concentrated groundwater), a sufficiently
high electrochemical potential would be developed
to initiate pits on the exposed surface of Alloy 22.112

As described by Rebak and McCright, Ecrit is con-
sidered the potential above which localized corrosion
could occur. The margin of safety against localized
corrosion, therefore, will be the value of DE, where
DE is the difference between Ecrit and the uniform or
passive corrosion rate, Ecorr (i.e., DE¼ Ecrit� Ecorr).

112

As the value of DE increases, so does the margin of
safety for localized corrosion.Ecorr and Ecrit both depend
on the surface condition of the alloy, the environment,
and the ambient temperature. Critical temperatures
for pitting and crevice corrosion have been measured,
and among the highest are those for nickel alloys.

Reassuringly, He and Dunn’s work on crevice
corrosion propagation indicate that although crevice
corrosion of Alloy 22 is possible under some environ-
mental conditions which may develop on the reposi-
tory waste containers, the maximum penetration
depth of localized attack is significantly less than
the outer-container wall thickness, even under the
aggressive environmental conditions used in their
laboratory tests.113

2.03.5.5 Underground Structures

Most buried or submerged steel structures, such as
pipelines and underground storage tanks, are painted
or coated and cathodically protected to protect them
from corrosion. If the coating becomes damaged or
blistered, crevices can form underneath the protec-
tive coating and lead to crevice corrosion.116–118 To
compound the problem, cathodic protection may not
be able to penetrate into the crevices formed by
disbonded coatings. This so-called shielding is
believed to be more severe for certain types of coating
(e.g., polyolefin tape) and low conductivity groundwa-
ter.119 Li et al.118 have shown that the steel surface in
freshly formed crevices under cathodic protection in
dilute chloride environments may not immediately
achieve the required protection potential of less than
�0.850V (Cu/CuSO4). They have shown, however,
that the crevice will become more alkaline as the
cathodic reaction consumes the oxygen and forms
hydroxide. The hydroxide ions then attract chloride
ions into the crevice to maintain charge balance,
which, in turn, increases the conductivity within the
crevice, allowing protection potentials to be achieved.

It is important to realize that the foregoing
description of corrosion within crevices as a result of
damaged coatings should not be taken to imply either
that carbon steels are susceptible to conventional
crevice corrosion in neutral groundwaters or similar
near-neutral solutions, or that crevice corrosion can
occur on a steel structure that is cathodically pro-
tected. Under these conditions, corrosion does not
occur by a conventional crevice corrosionmechanism,
as the external potential is more negative than the
corrosion potential, and therefore, the anodic reaction
under the coating cannot be balanced by the external
cathodic reaction. Instead, the corrosion derives from
the fact that polymeric coatings are much more per-
meable to oxygen than to ions, and hence oxygen can
penetrate the coating while the cathodic protection
current cannot. As a result, the steel under the coat-
ing corrodes by a localized or general corrosion
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mechanism, controlled by the rate of oxygen perme-
ation through the coating. Similarly, a metal–metal
crevice in a carbon steel structure will only suffer
from crevice corrosion by the conventional mecha-
nismwhen the external surface is passive, for example,
in alkaline solutions. In neutral or acid solutions, such
as acidic groundwaters and seawater, where the steel
undergoes active corrosion, some iron dissolution will
initially occur in the crevice, but this will quickly raise
the ferrous ion concentration to such a level that
either the Fe/Fe2+ reaction reaches equilibrium or
the precipitation of ferrous oxides or hydroxides
blocks the crevice and stifles the corrosion. When
the external surface is subject to cathodic protection
this simply reinforces this tendency, and the steel in
the crevice will normally passivate.

Fessler et al.117 noted that cathodic protection poten-
tials should not be decreased to compensate for crevices,
as potentials that are too lowwill formhydrogen bubbles
in the crevice, which, in turn, will block the protec-
tion current.They suggested that the pipe-to-soil poten-
tials should be maintained roughly between �0.850
and�1.10V (Cu/CuSO4) to avoid this problem.
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Glossary
Adsorption The surface retention of solid, liquid, or

gas molecules, atoms, or ions by a solid or

liquid.

Critical pitting temperature The lowest

temperature at which the growth of stable

pits is possible.

Crystallographic plane A distinct plane in a crystal

lattice.

Depassivation Loss of the state of being passive.

Electropolished A smooth and polished surface

produced by making the specimen the

anode in an electrolytic cell.

Etch A roughened surface produced by

chemical, electrochemical, or mechanical

means.

Hydrolysis In aqueous solutions of electrolytes, the

reactions of cations with water to produce a
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weak base or of anions to produce a weak

acid.

Inhibition potential The potential above which pits

repassivate in solutions containing inhibitors.

Intermetallic compound A type of phase formed

when atoms of two or more metals combine

in a fixed ratio to produce a crystal different

in structure from the individual metals.

Protection potential or repassivation potential

Minimum potential below which already

existing pits stop growing.

Vacancy A site in a crystal unoccupied by an atom.

Weak acid An acid that dissociates only partially

into hydrogen ions and anions in solution.

Abbreviations
CCT Critical crevice temperature

CPT Critical pitting temperature

ESCA Electron spectroscopy for chemical analysis

NMR Nuclear magnetic resonance

SCE Saturated calomel electrode

SHE Standard hydrogen electrode

Symbols
c.d. Current density

Ci Concentration of component i

Di Diffusion coefficient of component i (cm2 s�1)

Ec* Corrosion potential of the metal in the solution

inside a pit

Ei Inhibition potential

Ep Pitting potential

Er Repassivation potential

F Faraday constant

i Current density (A cm�2)

jpas Passive current density

jpit Current density inside a pit

Ji Flux of component i

Ka Equilibrium constant for the dissociation of an

acid

*K1 Equilibrium constant for the first step of the

hydrolysis reaction

Kw Ionic product of water

R Gas constant

T Temperature (�K)
x Pit depth (cm)

h Polarization

f Electrical potential

2.04.1 Introduction

2.04.1.1 Definition of the Problem

Numerous metals and alloys, such as aluminum,
stainless steel, titanium, zirconium, and so on have a
very high practical interest because in many corrosive
environments, they remain passive. For example, a
1mm thick sheet of any of these metals can resist
the action of the corrosive environment for several
thousands of years. Nevertheless, under certain envi-
ronmental conditions, the passive surface of these
metals can show very localized corrosion points,
where the 1mm sheet can develop a hole in less
than 1 h. This process of localized metal degradation
is known as pitting corrosion (Figure 1).

When the possibility of pitting corrosion is sus-
pected, there are several ways by which the problem
can be treated. At the design stage of equipment, one
possible approach is the selection of alloys that will
resist pitting corrosion in the given working environ-
ment. If, because of the properties required from the
alloy, or because of economical reasons, this solution is
not convenient, the other possibility for dealing with
the pitting corrosion problem is control of the corrosive

Solution

Oxide

Metal

jpas

jpit

Figure 1 Pitting corrosion. Numerous metals and alloys,
such as aluminum, stainless steel, titanium, zirconium, and

so on have a very high practical interest because in many

corrosive environments they remain passive, with corrosion

current densities of the order of jpas¼ 10�6 A cm�2.
Nevertheless, under certain environmental conditions, the

passive surface of those metals could show very localized

corrosion points, where the corrosion rate reaches values
close to jpit¼1Acm�2. This process of localized metal

degradation is known as pitting corrosion.
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environment. This could be done by controlling the
concentration of the pitting-inducing anions, by the use
of appropriate inhibitors, by controlling the oxygen
content of the corrosive environment, and so on. Most
of these subjects will be dealt with in this chapter.

2.04.1.2 Anions Producing Pitting in Metals

As shown in Table 1, there is a wide number of
anions capable of producing pitting of a variety of
metals, in aqueous solutions.1–37

It is common to find publications in which some
specific properties are attributed to chloride anions
that would make them particularly aggressive as

promoters of pitting corrosion. Nevertheless, this
suggestion was dismissed by Hoar14 as early as in
1947, when discussing the iron pitting mechanism.
According to Hoar, the action of the chloride anions
should not be related to a strong selective adsorption
on the metal, as some authors were suggesting, or to a
particularly penetrating power of chlorides into the
passive film, as suggested by others. Hoar14 reported
that anions such as ClO4

� were as aggressive as Cl�.
He suggested that the effect of Cl�, being a nondepo-
siting ion, had a strong influence on the pH in the
electrolyte adjacent to the metal anode. According to
Hoar, Cl� ions replaced OH� ions in the solution
close to iron, which was the metal under discussion,
thus hindering the process of precipitation of Fe(OH)2.
On the basis of these ideas, Hoar27 had been able to
show even earlier, in 1937, that tin suffered pitting in
NaClO4 solutions. Comparing anions of similar
aggressive power, the reason for finding chloride
anions in most of the practical cases of pitting is the
extensive distribution of NaCl in nature. In fact, very
special care has to be taken to have chloride free
environments.

2.04.1.3 Three Types of Pitting

When reviewing the literature on pitting, it was
found that the mixture of different processes, with
similar corrosion shapes, was the source of serious
confusion because the same mechanism was attribu-
ted to all of them.38 The review showed that, at least
three different types of pitting were being discussed,
without any clear distinction among them. They can
be identified as:

1. electrochemical depassivation,
2. chemical depassivation,
3. etch pitting.

Electrochemical depassivation is the most com-
mon of the three, and from a practical point of view,
it is also the most relevant. It is found in neutral and
alkaline solutions. It develops on otherwise passive
metals, and it is characterized as being associated with
a pitting potential. It is observed only above this
potential, remaining passive below it. In this chapter,
when talking about pitting corrosion, we will be
referring to this type of attack.

In certain acid solutions, iron, nickel, and other
metals show polarization curves of the type shown in
Figure 2. Curves similar to those shown in Figure 2
were reported by Piron et al.39 for nickel and for
Inconel alloy, by Nobe and Tobias40 for iron,

Table 1 Anions producing pitting in metals

Metal Aggressive anion Ref

Aluminum Cl� 1, 2, 3

Br� 1, 2

I� 1, 2

ClO4
� 1, 4

NO3
� 1, 5

SCN� 6, 7

Cadmium Cl� 8, 9

Br� 8
ClO4

� 8

SO4
= 8, 9

Iron Cl� 10, 11, 12
Br� 10, 11

I� 10, 13

ClO4
� 10, 11, 14, 15

SO4
= 11, 16, 17

Nickel Cl� 13, 18

Br� 13, 19

I� 13

Stainless steel Cl� 20, 21, 22, 23, 24
Br� 20, 21, 22, 23, 24

SCN� 25

Tin Cl� 26
ClO4

� 27

SO4
= 26

NO3
� 26

Titanium Cl� 28, 29, 30, 31
Br� 28, 29, 31

I� 29, 32, 33

Zinc Cl� 8, 34

Br� 8, 35
I� 34, 35

NO3
� 34, 35

SO4
= 8, 34, 35

ClO4
� 35

Zirconium Cl� 29, 32, 33, 36

Br� 29, 32, 33

I� 29, 32, 33
ClO4

� 37
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by Condit41 for iron–nickel alloys. Engell and
Stolica42 reported that if iron is passivated in
chloride-free sulfuric acid, at a potential somewhere
between 0.5 and 1.0 V(SCE), and chloride ions are
then injected into the solution, pits are formed on the
metal. This type of pitting, resulting from a change in
the chemical composition, is classified as chemical
depassivation. No pitting potential was found in these
experiments, and from Figure 2, it can be concluded
that it is the transition from one polarization curve
to the curve pertaining to the new solution. From a
practical point of view, it is a very uncommon case of
corrosion. On the other hand, contrary to the earlier
opinion of some authors, there is no evidence that
would suggest that the same mechanism is acting
both in electrochemical depassivation and chemical
depassivation.

A third type of pitting is etch pitting. It is crystal-
lographic in nature, and it was developed mainly as a

technique for metallography. It was described in
detail by Ives,43 and falls outside the scope of this
chapter.

This chapter deals with electrochemical depassiva-
tion, with some references to chemical depassivation.

2.04.2 Experimental Aspects of Pitting

2.04.2.1 Pitting Morphologies

In general, when corrosion develops spontaneously,
without external currents being applied, pits develop
in a very localized way in irregular shapes. Usually, it
is observed that once a pit nucleates, no other pits are
formed in the surrounding areas. The reason is that
while the anodic reaction is concentrated in the pit,
the surrounding areas are the location for the
cathodic reaction, usually oxygen reduction, which
produces local changes in pH, inhibiting the forma-
tion of new pits close to the active one.

If, on the other hand, pits are formed by the
application of an external current, once they are
formed the pits can spread laterally to most of the
metal surface. The rate of the spreading of corrosion
is controlled by the solubility of the passive film in
the acid solution produced inside the pit. For exam-
ple, pits on cadmium,9 iron,12 and zinc34 were found
to spread sidewise very easily, while pits on alumi-
num and stainless steels remained localized, because
of the resistance of the passive film to dissolution. In
the particular case of stainless steels, pits could
remain closed, and the magnitude of corrosion is
made visible only after a slight abrasion of the surface
film.44 Closed pits have been reported on stainless
steels by Rosenfeld and Danilov,45 while Yahalom
et al.46 observed the initial passive film covering the
surface of closed pits. An example of covered pits in
stainless steel could be found in the paper by Laycock
et al.47 Another example of covered pits, in this case
for high purity iron pitted in a sodium chloride
solution with a borate buffer, could be found in the
paper by Alvarez and Galvele.48

When working under controlled electrochemical
conditions, it is frequent to find that hemispherical
electropolished pits are formed, as shown in Figure 3.
These pits were produced on pure aluminum, in a
NaNO3 solution, at constant potential. Similar pits
were reported for iron in chloride and in sulfate
solutions, for stainless steels in chloride solutions,
and so on. The rounded polished morphology of
pitting is the result of the random dissolution of the
metal atoms, inside the pit, particularly when such a
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Figure 2 Typical shapes of the polarization curves for
iron, nickel, and their alloys, in aqueous solutions of pure

1MH2SO4 and in acid with various contents of NaCl. In pure

acid the metal shows an active zone, followed by a passive

zone, and finally a current increase because of
transpassivity or to oxygen evolution. If the polarization

curves are measured in solutions containing various

amounts of NaCl, it is observed that the current in the
passive zone increases and eventually, at a given NaCl

content, passivity fails to appear. If the metal, in pure

H2SO4, is kept at a potential such as a, it becomes passive.

If, at this point NaCl is injected into the solution, keeping the
potential constant, a current increase will be observed, until

the stationary polarization curve for the new solution

composition is reached. In the transition from the initial

passive state to the new corrosion current, pits are formed
on the passive surface, which, in the present chapter, are

called chemical depassivation. The potential and the current

density values in this figure are arbitrary. The values are in

the order of magnitude expected for these metals, but were
chosen only for illustration purposes.
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dissolution takes place through a film of corrosion
products, as shown in Figure 4. On the other hand,
it is also common to observe that pits could grow
developing crystallographic planes. An interesting
case is that of pitting of aluminum in chloride solu-
tions. In this system, pits growdeveloping {100} planes,
Figure 5. In the particular case of aluminum, this type
of attack can lead to the development of deep tunnels,
as shown in Figure 6. The production of these tunnels
has a practical use, because it is applied to the produc-
tion of foils for electrolytic condensers.49 Crystallogra-
phic etching, like that shown for aluminum in chloride
solutions, was also found for aluminum in bromide,
iodide, and perchlorate solutions.6 Crystallographic
planes inside the pits were also reported for iron in

perchlorate solutions,15 for cadmium in chloride solu-
tions,9 for zinc in chloride solutions,34 and so on.

2.04.2.2 Characteristic Electrochemical
Parameters for Pitting

When the use of electronic instruments, such as
potentiostats, was introduced in corrosion studies,
several potential values, characteristic of the pitting
process, were found. The most relevant ones were:
pitting potential, repassivation potential, and inhibi-
tion potential.

50 µm

Figure 3 Hemispherical pits on aluminum 99.999% in

1.0M NaNO3 solution at E¼ 1.84VSHE. (Courtesy

S. Fernández and R. M. Carranza).

40 µm

Figure 4 SEM picture of the interior of a pit of aluminum
99.999% in 1.0M NaNO3 solution at E¼ 1.84VSHE. The

bottom of the pits covered with corrosion products showing

a ‘dried mud’ structure. (Courtesy S. Fernández and
R. M. Carranza).

50 µm

Figure 5 Pitting of aluminum in chloride solutions.

Aluminum 99.999% in 1.0M NaCl solution at
E¼�0.420VSHE. (Courtesy S. Fernández and

R. M. Carranza).

20 µm

Figure 6 SEM picture showing the {100} planes

developed inside pits of aluminum 99.999% in 1.0M NaCl
solution at E¼�0.420VSHE. (Courtesy S. Fernández and

R. M. Carranza).
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2.04.2.2.1 Pitting potential
It was found that electrochemical depassivation, or
pitting, did not appear at any arbitrary potential
value, but only above a certain potential called pitting
potential (Ep). Below this potential, no pitting was
observed, no matter how long the metal was exposed
to the action of the environment. Above Ep, on the
other hand, pitting would start almost immediately,
as it was the case with aluminum in chloride solu-
tions, or after a short induction time, as in the case of
stainless steels. This pitting potential is a function of
the composition of the environment, the tempera-
ture, the composition of the alloy, and so on. Figure 7
shows a typical example of an anodic polarization
curve, where the pitting potential of aluminum in a
NaCl solution is shown.

Curves like that shown in Figure 7 could be
drawn by applying a constant potential, and waiting
for the current to reach a stationary value. Then, the
potential is increased, in steps of �10mV, and the
new current value is recorded. When the pitting
potential is reached the current starts to increase,
and pits start to develop on the metal surface. This
technique for measuring Ep is usually called the
potentiostatic technique. In the early studies of
pitting, some authors had doubts about the validity
of the pitting potential, suggesting that if the waiting
time at constant potential was extended long enough,
pitting would be found at potentials below Ep. In
order to test this possibility a constant potential tech-
nique was applied to measure Ep. In this case, a
different sample was used at each potential, the sam-
ples were kept for an extended time, the current was
measured and after the measurement the samples

were observed under the microscope. Figure 8 is an
example of this technique. The constant potential
measurements confirmed the validity of the pitting
potential as a transition potential between passivity
and localized corrosion.

Horvath and Uhlig,50 working with stainless steels
and related alloys, defined the pitting potential as the
lowest potential at which pitting could not be
observed after a 10 h or longer period at constant
potential. According to these authors, reproducibility
was in the order of � 5mV.

Instead of the above-mentioned potentiostatic
technique, which tends to be time consuming,
another technique frequently used is the potentio-
kinetic technique, where the electrode potential is
changed at a constant scanning rate, while the current
is being recorded. One limitation of this technique is
that the pitting potential values found can be slightly
high, because not enough time is given for the
pits to nucleate. Another technique for measuring
the pitting potential was introduced by Pessall and
Liu.51 In this technique, the specimen is exposed to
the solution, at constant potential, while the metal
surface is scratched with a diamond point, or another
sharp instrument, to break the passive oxide film.
If the potential is lower than the pitting potential,
the exposed metal repassivates in a very fast rate.
On the other hand, if the potential is above the pitting
potential, the repassivation rate is very slow or no
repassivation is observed. By measuring the repassi-
vation time, at different potentials, it is possible
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to measure Ep with dispersion lower than 10mV.
Pessal and Liu developed this technique to solve the
problem caused by high dispersion in Ep found for
various metals when using potentiokinetic techni-
ques. For the same reason some authors, when mea-
suring pitting potentials, used various techniques in
each system, to make sure that the Ep values found
were reliable.9,34,48

2.04.2.2.2 Repassivation potential

Another characteristic potential of the pitting pro-
cess was described by Pourbaix52 and it is known as
the repassivation potential. Pourbaix reported that
pits, which will start to grow at the pitting potential,
or above, will keep growing even when the potential
is lowered below Ep, Figure 9. The pits will stop
growing only when the potential is lower than a
certain value called repassivation potential, or pro-
tection potential, Er . As found by Suzuki and Kita-
mura,53 the value of the repassivation potential is
related to the occlusion of the pit. As described
later, Wilde and Williams54 found, for a series of
steel alloys, that the bigger the difference between
Ep and Er, the more susceptible the alloy was to
crevice corrosion.

2.04.2.2.3 Inhibition potential
The third characteristic potential was first described
by Schwenk,24 for stainless steels in chloride solu-
tions containing nitrates. It was reported that in
these solutions, when increasing the potential above
the pitting potential, the current increased. But even-
tually a potential was reached above which the pits

were repassivated. This potential was called inhibi-
tion potential, Ei, Figure 10, and it has been reported
in numerous systems. Kuzub and Novitskii55 found
that Ei, for stainless steels in chloride plus nitrate
solutions was a function of the chromium content of
the steel. At higher chromium contents Ei was lower,
and the inhibition of pitting was easier.

Vetter and Strehblow11 measured the inhibition
potential for iron in perchlorate solutions, for iron
and nickel in chloride plus nitrate solutions, and
for iron in chloride plus perchlorate solutions. Streh-
blow and Titze56 also reported inhibition potentials
for iron in bromide plus perchlorate solutions, in
iodide plus nitrate solutions, and in iodide plus per-
chlorate solutions and for nickel in bromide plus
nitrate solutions.

While the pitting potential, Ep, has important
practical applications, this does not seem to be the
case with the pitting inhibition potential. Keitelman
and Galvele57 studied the anodic behavior of high
purity iron in a 0.5M sodium sulfate solution. They
measured the pitting potential of iron in pH 9.0 and
pH 10.0 solutions. The pitting potential was found to
be very close to the corrosion potential measured in a
Na2SO4, pH 2.7, pit-like solution. On the other hand,
the pitting inhibition potential measured in a
0.5M Na2SO4, pH 10.0, solution was very close to
the passivation potential found for the metal in the
pit-like solution. The practical use of the pitting inhi-
bition potential was limited, because susceptibility to
crevice corrosion was observed at potentials above the
pitting inhibition potential. Keitelman and Galvele57

concluded that the pitting inhibition potential could
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Figure 10 Typical anodic polarization curve showing

the presence of a pitting potential, Ep, and an

inhibition potential, Ei.
38 Reprinted from Galvele, J. R.

Corros. Sci. 2005, 47, 3053–3067, with permission from

Elsevier.
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not be used to stop pitting corrosion, because in those
areas where a high potential drop could be found, like
in a crevice, the pitting inhibition potential was not
reached and crevice corrosion developed.

It is important to notice that two different forms
of crevice corrosion have just been mentioned. The
first one is related to the repassivation potential, Er,
which can be exemplified by the work by Wand and
Newman,58 and the second one, related to the inhibi-
tion potential, Ei, which is exemplified by the work of
Al-Zaharani and Pickering.59 These two types of crev-
ice corrosion were pointed out recently by Galvele.60

2.04.3 Effect of the Bulk Solution
Composition

2.04.3.1 Aggressive Solutions

Table 1 shows the wide variety of ions capable of
producing pitting in various metals. What is common
to all of them is that none of those ions produce
insoluble compounds with the metal under consider-
ation. Another general property is that all the anions
involved produce strong acids and they do not inter-
fere with the hydrolysis reaction of the dissolved
metal ions with water. The same metal shows differ-
ent pitting potentials in different environments,
and the differences can be substantial, as shown in
Figure 11 for aluminum. The case of titanium is of
high practical interest, because Beck28 reported that

the pitting potential of titanium in chlorides was very
high, being �10V higher than that in other halide
solutions. In some cases, the differences in pitting
potentials could be small and with specific deviations.
For example, for zinc34 it was reported that the pitting
potential was very similar in solutions containing
chlorides, iodides, or sulfates, but the pitting potential
measured in nitrate solutions was almost 200mV
higher than that in the previously mentioned solutions.

The pitting potential of a metal is also a function
of the aggressive anion concentration. It is a general
rule that the higher the aggressive anion concentra-
tion, the lower the pitting potential. Figure 12 shows
an example of the relation between pitting potential
and NaCl concentration for pure aluminum and
some of its alloys with copper. In general, relation-
ships of the type

Ep ¼ A� B log Cx

are reported, A and B being constants, Ep the pitting
potential, and Cx the concentration in moles of the
aggressive anion. A review of the literature38 shows
that the value of B varies from metal to metal, going
from�50mVup to�100mV for pure metals. For Fe–
Cr alloys, typical values around 200mVwere reported.

2.04.3.2 Inhibitors

When the metal is exposed to the action of a mixed
electrolyte, different behaviors are observed. If only
one of the anions is aggressive and the other anions
are inactive from the pitting point of view, the pitting
potential will change as if only the aggressive ions
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in various solutions. For references purposes, the
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On the other hand, frompits produced on aluminum in nitrate

solutions the evolution of nitrogen bubbles was detected.
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were present. If the content of the aggressive anion is
reduced, the pitting potential will decrease. But there
is a minimum concentration of aggressive anion,
below which no pitting can be produced. This mini-
mum value changes from metal to metal. Table 2
shows the minimum chloride concentrations found
for pitting of various alloys in mixtures of sulfuric
acid plus sodium chloride solutions. In this case, only
chemical depassivation was considered.

As for electrochemical depassivation, it was
observed that a nonaggressive anion could increase
the pitting potential value. Leckie and Uhlig62 as well
as Rosenfeld and Danilov45 studied these effects
on austenitic stainless steels. Leckie and Uhlig62

reported that for chloride ion concentrations higher
than 0.1M, the pitting inhibition efficiency of the
studied anions was in the following decreasing order:

OH� > NO�
3 > SO2�

4 > ClO�
4

Schwenk24 reported that while NO3
� ion inhibited

pitting of stainless steels in chloride-containing solu-
tions, it did not inhibit pitting in bromide containing
solutions.

Böhni and Uhlig63 reported for aluminum similar
results to those found for stainless steels in chloride
solutions. In the case of aluminum, it was assumed
that the metal was immune to pitting when the
pitting potential was above 0.8VSHE. Böhni and
Uhlig63 found that the inhibition efficiency for alu-
minum in chloride containing solutions was in the
following decreasing order:

NO�
3 > CrO2�

4 > acetate > benzoate > SO2�
4

De Micheli and Galvele6 studied the effect of mix-
tures of anions on the pitting potential of aluminum.
They found that in mixtures of chloride plus perchlo-
rate anions, a smooth transition was observed on the
pitting potential values. In mixtures of chloride plus

nitrate solutions, a clear inhibition effect of the
nitrate ion was observed. Nevertheless, one point of
interest is that aluminum, in a 1M NaCl solution,
showed a pitting potential of �0.64VSHE, and the
pitting was inhibited by NO3

� ions, but on the other
hand, if the potential was aboveþ1.84VSHE, the NO3

�

ion itself produced pitting on aluminum.1,5 In mix-
tures of sulfate plus chloride anions, the sulfate ion
had little effect on the pitting potential of aluminum.6

The pitting potential values were the same as those
found in chloride solutions without sulfate ions.
It was only at very low chloride concentrations, less
than 10�3M, that sulfate showed some effect on the
pitting potential.

The inhibiting effect of sulfate ions in chloride-
containing solutions was reported for the pitting of
nickel,64 zirconium,32 and titanium.31

Numerous authors reported that weak acid salts
acted as pitting inhibitors for stainless steel and for
aluminum in chloride containing solutions. Similar
observations were made for other metals. For exam-
ple, the pitting potential of zinc, in sodium chloride
solutions and in sodium perchlorate solutions, was
increased by adding borate ions to the solutions.35 The
pitting potential of iron in sodium chloride solutions
was also increased by adding borate salts.48 In numerous
applications chromates were found to be very efficient
as pitting inhibitors, but the carcinogenic nature of
chromate requires the search for alternative solutions.

2.04.3.3 pH

According to Kaesche,65 for aluminum in NaCl aque-
ous solutions, the pH of the solution had no effect
on Ep, for pH values ranging from pH 2 up to pH 11.
For stainless steels, on the other hand, Leckie and
Uhligh62 found that the pitting potential was pH
independent up to pH 8, but increased sharply with
the pH for higher pH values. Similarly, Alvarez and
Galvele48 found that an increase in pH produced an
increase in the pitting potential for iron in NaCl
solutions, Figure 13. Inhibiting effects due to alkaline
solutions were also reported for nickel,66 cadmium,9

zinc,35 and so on.

2.04.4 Composition of the Solution
inside Pits

2.04.4.1 Electrolyte inside Pits

From the earliest studies on pitting it was assumed
that the composition of the solution inside the pits

Table 2 Minimum chloride concentration necessary for

chemical depassivation of various metals and alloys in

mixtures of H2SO4þNaCl solutions

Metal Minimum Cl�

concentration (N)
Reference

Iron 0.0003 61
Fe–5.6Cr 0.017 61

Fe–20Cr 0.1 61

Fe24.5Cr 1.0 61
Fe–18.6Cr–

9.9Ni

0.1 61

Nickel 0.001 18
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was different from that outside. A pH decrease in
the solution inside aluminum pits was reported
by Edeleanu and Evans in 1951.67 Hagyard and
Santhiapillai,68 prepared very simple artificial pits
on an aluminum sample, and reported that, while
the pH of the NaCl solution was 6.2, the pH inside
the pit was �3.5. They also found that the chloride
concentration inside the pit increased, reaching
values about ten times higher than those in the
bulk solution. They also found that the concentrated
aluminum chloride solution produced inside the
pit could flow by gravity outside the pit, activating
the metal surface it touched. Wong and Alkire69

measured the pH of solution inside naturally occur-
ring pits in aluminum, and confirmed that the pH of
the solution inside the pits was between 3 and 4. They
also found that the solution flowing from the pits,
mentioned by Hagyard and Santhiapillai, was not an
AlCl3 solution, as earlier believed by various authors,
but the dominant species was either Al(OH)Cl2 or
Al(OH)2Cl. The distinction between the two species
was uncertain because their NMR spectra were simi-
lar. According to Wong and Alkire,69 the efficiency of
the anodic reaction of metal dissolution inside the
aluminum pits was found to be close to 80%, the side
reaction being the evolution of hydrogen gas.

Abundant work on actual pits, as well as crevices,
has shown beyond any doubt that the solution inside
the pits and crevices has a lower pH and a higher
ionic concentration than the bulk solution. For copper
in sea water, pH 8, the pH found inside the pits was of
the order of 570 and for iron, the pH measured inside
the pits was �3.5, while the pH of the bulk solution

could have values between 2 and 10.71,72 For stainless
steels exposed to neutral 0.5M NaCl solutions, the
pH inside the pit was found to be lower than 1.0, while
the chloride concentration was 6.2M.72

2.04.4.2 Gas Evolution from Pits

The evolution of gas bubbles from pits was reported
in the early studies on pitting. Kaesche reported the
evolution of hydrogen from pits of aluminum, grow-
ing in a NaCl solution.65 Evolution of hydrogen was
also found from aluminum pits produced in perchlo-
rate solutions.4 Hydrogen evolution was also reported
from pits in iron73 and titanium.28 Wexler and Galvele5

reported gas evolution from pits in aluminum in
sodium nitrate solutions, but in this case the gas
evolving was found to be nitrogen. This observation
was confirmed by Bargeron and Benson.74

An evaluation made of the gases evolved from the
pits in titanium and in aluminum showed that
the hydrogen evolving was equivalent to �10% of
the total anodic current in the pit.

2.04.5 Effect of Alloying Elements

It was observed that the pitting potential of a metal
could be strongly modified with the use of alloying
elements. This is an aspect of high technological
interest and abundant work has been done on this
subject. It is interesting to point out that there are
cases in which the aims of the technological applica-
tion could be pointing to completely opposite direc-
tions. For example, for stainless steels, the main
interest was to find alloying elements that could
lead to the highest possible pitting potential, and
thus obtain a very resistant alloy. On the other
hand, with aluminum, one of the technological inter-
ests was to find an alloy with the lowest possible
pitting potential in sea water. The reason was that
aluminum was a very attractive metal to be used as
sacrificial anode, for cathodic protection. The limi-
tation was that the pitting potential of aluminum,
in sea water, was �1 V higher than the equilibrium
potential for the Al/Al3þ reaction. Consequently,
much work was oriented to the search of alloying
elements that could lower the pitting potential of
aluminum.

The extensive work on the effect of alloying ele-
ments on increasing the pitting potential of stainless
steels has been reviewed by various authors.75–79

In general, chromium, vanadium, molybdenum,
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Figure 13 Pitting potential of high purity iron, in 1.0M

NaCl at various pH values. Reprinted from Alvarez, M. G.;
Galvele, J. R. Corros. Sci. 1984, 24, 27–48, with permission

from Elsevier.
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tungsten, rhenium, nickel, and nitrogen were found
to be beneficial alloying elements, as all of them
increased the pitting potential of stainless steel. On
the other hand, alloying elements such as manganese
or sulfur were found to be detrimental. As pointed
out by Horvath and Uhlig,51 care should be taken
when making extrapolations. These authors found
that while molybdenum was beneficial for stainless
steels in chloride-containing solutions, it was detri-
mental in bromide-containing solutions.

Some elements, to be effective, need the presence
of a third element. This is the case of molybdenum, in
ferrous alloys. It requires the presence of chromium
to inhibit pitting, and the higher the chromium con-
tent the more effective molybdenum would be.80 It
was found, with binary Fe–Mo alloys, that the pitting
potential of Fe–5Mo was only slightly higher than
that of pure iron.81

Nitrogen strongly increases the pitting potential
of austenitic stainless steels in chloride solutions.
Osozawa et al.77 studied stainless steels containing
from 0.02% to 0.2% N. They found that during
corrosion all the nitrogen was transformed into
ammonium ion, preventing the lowering of pH before
the sites could grow as ordinary pits.

Another metal about which abundant information
on the effect of alloying elements is available is
aluminum. For aluminum alloys with �5% of the
alloying metal, it is known that copper increases the
pitting potential of aluminum in chloride solutions,
while zinc decreases it, and magnesium has almost no
effect, Figure 14.82,83

Reding and Newport84 studied �2500 aluminum
alloys in sea water. The alloys were made with practi-
cally all the metals of the periodic table. The purpose
of their work was to develop aluminum anodes for
cathodic protection in sea water. To measure the effi-
ciency of the alloys, the authors circulated a constant
anodic current density and measured the potential as
function of time. As an old technique for measuring
pitting potentials, the galvanostatic technique, con-
sisted in applying a constant current to the sample in
the corrosive environment and measuring the poten-
tial reached by the sample,85 Reding and Newport’s
results could be used to have a rough estimate of the
effect of those alloying elements on the pitting poten-
tial of aluminum in sea water, as shown in Figure 15. It
is only a rough estimate, as in the galvanostatic tech-
nique, various anodic currents were applied to make
sure that the same potential was reached. Nevertheless
Figure 15 gives an initial idea of what the effect of
those alloying elements will be on the pitting potential
of aluminum in chloride solutions.

2.04.6 Pitting Nucleation Sites

The nucleation pit sites have frequently been found
to be related to microscopic features on the metal
surface. In stainless steels, the pits are usually related
to the presence of inclusions. Smialowski et al.86
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Figure 14 Pitting potential of binary Al–Cu, Al–Mg and
Al–Zn alloys in 1MNaCl solution. Reprinted fromMuller, I. L.;
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from Elsevier.

–1.4

–1.2

–1.0

–0.8

–0.6

–0.4

10–3 10–2 10–1 100 101 102

Alloying element (%)

P
itt

in
g 

p
ot

en
tia

l (
V

S
H

E
)

Hg
Sn
ln
Ga
Cd

Figure 15 Estimated pitting potential values for binary

aluminum alloys in sea water. The estimation is on the basis

of the assumption that the measurements made by Reding

and Newport84 lead to electrode potentials close to those
obtained in galvanostatic techniques used for pitting

potential measurements.
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reported that pits are initiated at nonmetallic inclu-
sions, mixed manganese sulfide inclusions being the
most effective ones. According to these authors, in
the absence of the sulfide inclusions, chromium oxide
particles can nucleate pitting.

For low alloy steels, the preferential sites for
nucleation of pits were found to be manganese sulfide
particles.87 For nickel, it was reported that pits nucle-
ated either on surface scratches, on grain boundaries
or on nickel sulfide inclusions.88,89

Suter et al.90 studied the initiation of individual
pits on MnS inclusions on 304 stainless steel, with
and without mechanical stress. Working in 1MNaCl
solution, the authors found that in those areas where
there were no inclusions, no pitting was nucleated at
potentials below oxygen evolution. Specimens with
shallow MnS inclusions showed metastable pitting
but not stable pitting. Specimens with deep MnS
inclusions showed active pitting.

2.04.7 Effect of Temperature

The pitting potentials of stainless steels53 and of
aluminum91 were found to decrease with an increase
in temperature. The case of stainless steels is compli-
cated by various factors. Horvath and Uhlig50 studied
the pitting potentials of Ni, of Cr–Ni, Cr–Fe alloys,
and of various stainless steels. When studying the
behavior of 15% Cr, 13% Ni stainless steel in
0.1N NaCl, they reported that the pitting potential
measured at 0 �Cwas 0.5 V higher than that measured
at 25 �C. They also found that on adding Mo, the
pitting potential at 25 �C increased, and at 0 �C, the
pitting potential decreased. Eventually, with near
2.4% Mo a reversion in the pitting potential values
was reached, as schematically shown in Figure 16.
The authors reported that for 1.3% Mo the pitting
potentials at 0 �C and at 25 �C were the same.
Another observation made by these authors was that
the results obtained in chloride solutions could not be
extrapolated to other halide solutions. In 0.1N NaBr
solution, the pitting potential at 25 �C was higher than
that at 0 �C, and also the addition of Mo decreased the
pitting potential value at both temperatures.

Another example of complex relation between
pitting potential and temperature is described by
Beck28 for the pitting of titanium in chloride, bro-
mide, and iodide solutions. According to Beck, in
chloride solutions, the pitting potential at room
temperature is close to 10V, and drops to �1V at

200 �C. On the other hand, in bromide solutions, the
pitting potential of Ti starts at 1.7V at 0 �C, drops to
0.9Vat room temperature, and remains constant up to
above 100 �C. Finally, in iodide solutions, the pitting
potential of Ti starts at �1.0V at 0 �C, increases to a
couple of V at 50 �C, and from this temperature to at
least 100 �C it remains almost constant at 0.45V.

It is taken into account that in most of the cases,
polyvalent cations are involved, which means that a
variety of oxy- and hydroxyl-compounds can be pro-
duced, each of them with a different thermal stability.
Besides, there are anions in solutions such as iodides
that decompose by oxidation, while others such as
nitrates decompose by reduction, giving a variety of
chemical products. Considering also that most of
these reactions will have different behaviors at differ-
ent temperatures, it seems very improbable that a
unique explanation could be found for the effect of
temperature in all the cases of pitting. Most probably,
each case will require a separate study.

Related to temperature and pitting, a parameter
called critical pitting temperature (CPT) has been
introduced in recent times, as described below, and is
extensively used for grading stainless steels.

2.04.8 Mechanism of Stable
Pitting Growth

A mechanism that attempts to explain stable pit
growth, should also explain:

0 �C 25 �C

1.0

0.2

Molybdenum (%)
0 2.5

P
itt

in
g 

p
ot

en
tia

l (
V

)

Figure 16 Schematic view of the effect of Mo and

temperature on the pitting potential for 15% Cr, 13% Ni
stainless steel, in 0.1N NaCl solution, as described by

Horvath and Uhlig. Reproduced fromHorvath, J.; Uhlig, H. H.

J. Electrochem. Soc. 1968, 115, 791–795.
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1. the nature of the pitting potential, and its
properties;

2. the nature of the repassivation potential, and its
properties;

3. the nature of the inhibition potential; and so on.

Historically, the development of mechanisms for
pitting was simultaneous with the mechanistic studies
of passivity. Pitting being a process of failure of pas-
sivity, it is natural that the mechanisms suggested for
pitting were closely related to the authors’ ideas
on passivity. Consequently, in the older literature, it
is found that those authors who sustained that passiv-
ity was the result of adsorption of oxygen atoms on
the metal surface, favored the idea that pitting was
the result of preferential adsorption of the aggres-
sive anions, displacing the oxygen atoms.20,50,62,63,92

Hoar,14,27 as early as in 1937, questioned the mecha-
nism based on competitive adsorption, supported by
Kabanov and the concept of high penetrating power
of Cl� for the oxide films, supported at that time by
Britton and Evans.

The idea that aggressive anions led to pitting by
penetrating the passive film was supported by various
authors. But, Vetter and Strehblow93 pointed out that
a migration of polyatomic aggressive anions such as
SO4

¼, ClO4
�, or SCN� through a solid layer was not

conceivable. Figure 17 illustrates the point made by
these authors.

Hoar14,27 described a different view for the action
of the so-called ‘aggressive ions.’ The newmechanism
introduced by Hoar, allowed him to predict new cases
of pitting, stating that the only condition required

from the aggressive anion was that it would neither
interfere with the process of anodic dissolution of the
metal, nor with the hydrolysis reaction of the metal
cations with the water molecules. According to Hoar,
the Cl� replaced the OH� ions consumed by the
metal ions and allowed the pH at the anode to fall
to values where no solid products would be formed
on the metal surface, but in the bulk of the solution.

Hoar’s model of pitting became known as the
localized acidification model and received reasonable
wide acceptance, because it gave a good explanation
of the nature of the aggressive anions, the change in
composition inside the pits, and so on. Following
Hoar’s description, it was perhaps more appropriate
to call it the OH� depletion model, but it is just a
semantic problem.

The introduction of potentiostats in corrosion
studies and the discovery of pitting potentials were
causes of concern for the supporters of this model,
because it did not predict the existence of a pitting
potential. Van Muylder et al.70 were the first to
attempt an explanation for the existence of a pitting
potential value with an acidification process. They
used the E–pH equilibrium diagram for Cu–H2O
to explain pitting of copper in chloride solutions.
Figure 18 could be used to explain their ideas. Let
us assume that pHSOL is the pH of the bulk solution.
Above the potential E1 the anodic reaction of the
metal begins as

Meþ zH2O ¼ Me OHð Þz þ zHþ þ ze�

leading to localized acidification.

Cl– Br– I– O2–

Ni2+

H2O

ClO4
–F–

0.25 nm

Figure 17 Relative sizes of metal and ions, for Ni covered with a single layer of NiO. Sizes and bond angles from: Linus

Pauling, The Nature of the Chemical Bond, Cornell University Press, New York, 1960.
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Nevertheless, if the electrode potential is lower
than E2, the acidification will shift locally the system
to the immunity region, see Figure 18, and the
anodic reaction of metal dissolution will stop. Then,
any localized acidification will disperse by diffusion
of the protons to the bulk solution. According to Van
Muylder et al.,70 it is only when the metal reaches the
potential E2 that the solution at the anodic region
could reach the value pHPIT, Figure 18, and the
reaction of anodic dissolution becomes thermody-
namically possible:

Me ¼ Mezþ þ ze ½1�
Soluble products will be produced at the anode, and
they will not interfere with the corrosion process.
This reaction will be followed by the hydrolysis
equilibrium:

Mezþ þ zH2O $ Me OHð Þz þ zHþ ½2�
which will perpetuate the localized acidification in
the anodic region.

According to Van Muylder et al.70 mechanism,
passivity of the metal by insoluble hydroxides or
oxides becomes thermodynamically unstable at
potentials above E2. In other words, the pitting poten-
tial is a thermodynamically based value and is given
by eqn [1]. This mechanism was successfully used to
explain the pitting potential of copper in chloride
solutions. Nevertheless, it failed when applied for
example to aluminum, as can be seen in Figure 11.
It also failed when applied to iron, zinc, and so on. It
was found that it did not work with those metals
whose Me/Mezþ equilibrium potential was lower
than that for hydrogen evolution. The model did

not take into account the reactions of proton con-
sumption that could take place inside the pit, as
shown in Figure 19.

This mechanism was modified by Galvele and co-
workers to explain the pitting potentials of such
metals as zinc, cadmium, aluminum, or iron and the
pitting potentials found in the presence of reducible
anions or inhibitors.5,9,12,34,82,83,94–98 These authors
introduced an electrochemical kinetic explanation
for the pitting potential.

The key point of the mechanism is that there is a
pH drop on the anode surface and that this pH drop
is a necessary condition to sustain pitting. The rate at
which the protons are produced will be given by eqns
[1] plus [2]:

Me ¼ Mezþ þ ze ½1�
Mezþ þ zH2O $ Me OHð Þz þ zHþ ½2�

On the other hand, the consumption of protons can
take place by various processes:

by direct reduction:

2Hþ þ 2e ¼ H2 ½3�
by reaction with reducible anions:

NO�
3 þ 10Hþ þ 8e ¼ 3H2OþNHþ

4 ½4�
by reaction with weak acid anions (L�):

Hþ þ L� $ HL ½5�
or by diffusion of protons from the anode region to the
bulk solution. The rates for eqns [1], [3], and [4] are

Corrosion Passivation

MeZ+ Me(OH)z

Me

Immunity

E2

E1

pHPit pHSol
pH

P
ot

en
tia

l

Figure 18 Explanation of the nature of Ep, on the basis

of the ideas of Van Muylder et al.70 Pits became stable only

at potentials above E2.

H2

Mez+

2H+

Me

2e

janod.

jcath.

Metal Solution

Oxide

Figure 19 Anodic and cathodic reactions inside a pit.
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potential dependent, while eqn [5] and diffusion
are potential independent.

Assuming that the metal is in an alkaline solution,
in absence of reducible anions or buffer ions, but in
presence of a strong acid salt, which acts only as a
supporting electrolyte, the processes inside the pit
can be analyzed. Protons will be produced by reac-
tions [1] and [2], and will be consumed by reaction
[3]. Reaction [1] is potential dependent, and the
higher the potential, the higher the rate of production
of protons. On the other hand, with reaction [3], the
lower the potential the higher the rate of consump-
tion of protons. If diffusion of protons from the pit to
the bulk solution is ignored, there will be a potential
at which the rate of production of protons will be
equal to the rate of consumption of protons. This is
the potential at which reaction [1] and reaction [3]
are equal, and it is the corrosion potential of the
metal in the acidified solution inside the pit (Ec*).
According to Galvele and co-workers, the corrosion
potential of the metal in the pit-like solution is the
minimum potential at which pitting can be sustained,
so the pitting potential will be

Ep � Ec*

Actually, to compensate for the protons diffusing
from the pit to the bulk solution, Ep should be slightly
higher than Ec*.

If reducible anions are present, the pitting poten-
tial will have to increase to values at which the anion
reduction becomes negligible. For example, the
pitting potential for pure Al in 1M NaCl solutions
is ��0.53VSHE, while in 1M NaNO3 solutions it is
þ1.70VSHE. Wexler and Galvele5 reported that dur-
ing pitting of Al in nitrate solutions bubbles of N2 are
evolved from the pits. This indicates that the follow-
ing reaction is taking place:

2NO�
3 þ 12Hþ þ 10e ¼ N2 þ 6H2O

This reaction produces a heavy consumption of pro-
tons, and as shown by the N–H2O Pourbaix E–pH
equilibrium diagrams, a high potential has to be
reached for this reaction to become negligible. This
is the explanation offered for the high pitting poten-
tials found for Al in nitrate solutions.

One serious criticism to any acidification mecha-
nism for pitting was raised by Vetter and Strehblow.99

They studied the pitting of iron in a mixture of
chloride plus sulfate solutions with phthalate buffer
(pH¼ 5), and observed the formation of small corro-
sion pits with a diameter of �1–50 mm. The authors

calculated the composition changes taking place in a
2 mm pit. Their calculations showed that the current
density inside the pit was �9 A cm�2, the pH change
was þ0.85, the potential change was �0.018V, and
the change in iron concentration was þ0.9mol l�1.
These authors concluded that no significant changes
of pH, or any ion concentration could be expected in
very small pits. Consequently, a second mechanism,
other than that of localized acidification, should be
assumed.

Reviewing Vetter and Strehblow’s results, it is
observed that, contrary to what experience has
shown about the composition inside the pits, their
calculations did not show a decrease in the pH, but an
increase of it. As mentioned above, for iron the pH
measured inside the pits was �3.5, while the pH of
the bulk solution could have values between 2 and
10.71,72 The reasons were that the authors chose to
ignore the hydrolysis of the metal ions and that they
were studying a case of chemical depassivation.

Galvele95,96 made an analysis of the transport
processes taking place inside a pit, taking into
account the hydrolysis of the metal ions. This ion
transport analysis showed that not only significant
acidification was possible in very small pits, but also
that a quantitative explanation could be found for the
effect of pH, inhibitors, aggressive ion concentration,
and so on, on the pitting potential.

The transport analysis was made in the following
way. Let us assume, for the sake of simplicity, that we
have a pit like the one in Figure 20. At the bottom of
this pit an anodic reaction of the type

Me ¼ Menþ þ ne� ½6�
will take place. No reaction takes place at the walls of
the pit. Thus, a unidirectional pit model is obtained,
with considerable simplification in the mathematical
treatment that will follow. If pit initiation took place,
for example, at the bottom of a crack in the surface
oxide film, Figure 20 would be an exact description
of the process. For a hemispherical pit, Figure 20
would seem to be a gross oversimplification. But,
according to Vetter and Strehblow,93 the mathemati-
cal problem of a hemispherical pit could be trans-
formed into an equivalent plane problem by
increasing the diffusion path by a factor of the order
of 3. As shown below, when calculating the concen-
tration gradients inside pits, only orders of magnitude
are considered, so this correction factor can be
ignored.

Reaction [6] is assumed to take place in a sodium
or potassium salt of an aggressive but noncomplexing
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anion. The pH of the bulk solution, which could have
any value, is given as a boundary condition. It is also
assumed that reaction [6] is followed by a series of
hydrolysis equilibrium reactions of the type:

Menþ þH2O ¼ Me OHð Þ n�1ð Þþ þHþ

Me OHð Þ n�1ð Þþ þH2O ¼ Me OHð Þ n�2ð Þþ þHþ

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Me OHð Þ2þn�2 þH2O ¼ Me OHð Þþn� þHþ

Me OHð Þþ
n�1

þH2O ¼ Me OHð Þn þHþ ½7�
This equilibrium is known to be very quickly
reached,100 so the reactions in eqn [7] will always be
in equilibrium. In the first publication95 only the first
step in reactions in eqn [7] was taken into account. In
the second publication96 all the hydrolysis steps from
eqn [7] were considered.

To give an idea of the method used in the calcula-
tion, one example of the first publication will be
described. The same procedure was used in the
other cases. In the first publication95 only the first
step of hydrolysis from eqn [7] was considered. This
is a simplified description of the processes taking
place inside a pit; but it will give the minimum degree
of acidification expected inside the pit.

The flow of ions inside the pit is given by the
following equation101:

Ji ¼ Di

dCi

dx
þ Di

ziF

RT
Ci þ df

dx
½8�

where Ji is the flow of ions i, Di the diffusion coeffi-
cient of the same ions, Ci their concentration, x the pit
depth as shown in Figure 20, ðdf=dxÞ the gradient
of potential f, zi the valence of ions i, F the Faraday
constant, R the gas constant, and T the absolute
temperature.

As shown by Vetter and Strehblow,99 small ionic
concentration changes should be expected at pit initia-
tion. So the sodium salt, in the bulk solution, will act as
a supporting electrolyte for the species formed in reac-
tions [6] and [7]. This means that the transport of all
these species will be due to ion diffusion. The contri-
bution of ion migration can be ignored, which again
contributes to a simplification in the mathematical
treatment. Consequently, reaction [8] is reduced to:

Ji ¼ Di

dCi

dx
½9�

As it is assumed that the bulk solution could have any
pH value, the first step in reaction [7] has to be rewrit-
ten to account for the contribution of the OH-ions in
alkaline solutions:

2MenþþH2OþOH� ¼ 2MeðOHÞðn�1ÞþþHþ

Species S: 1 2 3 4 5

½10�
From eqn [10] we find that inside the pit there are five
species (S1–S5), the concentrations of which should
be calculated. The detailed mathematical treatment
for a system like this can be found in Vetter’s book on
Electrochemical Kinetics.101 The five unknown con-
centrations are calculated by resolution of the five
following equations:

the flow of the species containing Me atoms will be
given by

D1
dC1

dx
þD4

dC4

dx
¼ i

nF
½11�

the flow of the species containing O atoms will be
given by

D2
dC2

dx
þD3

dC3

dx
þD4

dC4

dx
¼ 0 ½12�

and the flow of the species containing H atoms will be
given by

2D2
dC2

dx
þD3

dC3

dx
þD4

dC4

dx
þD5

dC5

dx
¼ 0 ½13�

Finally, the two following equilibrium relations must
be considered

�K1 ¼C4C5

C1
½14�

O

X

Men+

Passivating
film

Me(OH)n+ nH+Men++ nH2O

Cl–Na+

Me

MeMe

Electrolyte

Figure 20 Unidirectional pit model used for calculation of

the corrosion species present inside a pit. Reprinted from
Galvele, J. R. Corros. Sci. 1981, 21, 551–579, with

permission from Elsevier.
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which is the law of mass action applied to the first step
of hydrolysis in eqn [7], and

Kw ¼C3C5 ½15�
which is the ionic product of water.

The boundary conditions used in the calculations
were C1¼C4¼ 0, the values for C3 and C5 were given
by the pH of the bulk solution. As for the ionic
diffusion coefficients, since they were very similar
in aqueous solutions, they were taken as D1¼D2¼
D4¼ 10�5 cm2 s�1. The only exceptions were OH�

ions, for which a value of D3¼ 5.3	 10�5 cm2 s�1 was
used, and Hþ ions for which a value of D5¼ 9.3 	
10�5 cm2 s�1 was used. The equilibrium constants for
the hydrolysis reactions of eqn [7] were taken from
the literature.102–104

The concentrations of all the species inside the pit
were calculated as a function of the parameter x.i, x
being the length of the pit with x¼ 0 at the opening
of the pit and i the current density of the reaction [6].
Figure 21 shows the results of the calculations for
iron, in a pH 10 solution. The concentration of pro-
tons, which remains constant at low x.i values, shows
a sharp increase as soon as x.i reaches a value of
10�6 A cm�1. The next question is to find out what
pH is necessary to start pitting. From the Pourbaix
diagrams a pH value is found for the transition
between corrosion and passivity. This value is shown
as a cross identified as (a). As pits initiate with current
densities close to 1 A cm�2, if only x.i¼ 10�6 A cm�1

is required to reach the necessary acidification, pits as
small as 0.01 mm could be initiated by this mechanism.

One criticism that could be made to the calcula-
tions in Figure 21 is that the choice of the critical pH
is arbitrary. This objection can be disregarded if
instead of using the first hydrolysis step, in eqn [7],
all the hydrolysis steps are taken into account.96

Figure 22 shows an example of these calculations.
Again the example given is for iron in a pH 10 solution.
For the sake of simplicity, only the iron compounds are
shown. For low x.i values the almost exclusive product
is solid Fe(OH)2, but above x.i 10�6 A cm�1 Fe2þ

becomes the main corrosion product. Another exam-
ple of the full hydrolysis calculations, in this case for
aluminum, can be seen in Figure 23.

These calculations were made for the ionic
concentration diagrams of the following systems:
Zn/Zn2þ; Fe/Fe2þ; Ni/Ni2þ; Al/Al3þ; Cr/Cr3þ;
and Co/Co2þ. It has also been shown95 that these
ion concentration diagrams give a quantitative expla-
nation of the influence of solution pH, buffer ions,
and inhibitors, on the pitting potential and they also

give an explanation of the existence of a pitting
repassivation potential.

By changing the external pH value in the bound-
ary conditions of the above mentioned calculations, it
is possible to evaluate the effect of pH on the pitting
potential. Figure 24 shows the proton concentrations
for unidirectional pits of iron, with external pH
values going from 9 to 12. It is observed that
by increasing the external pH value, the proton

10–11

10–11

10–10

10–9

10–8

10–7

10–6

10–5

10–4

10–3

10–2

10–1

100

101

10–10 10–9 10–8 10–7 10–6 10–5 10–4 10–3 10–2 10–1

x.i (A cm–1)

C
on

ce
nt

ra
tio

n 
(m

ol
l–1

)

a

Total Fe
Fe2+
Fe(OH)+
H+

Figure 21 Unidirectional pit model for Fe, assuming
that only the first hydrolysis step is relevant. The

critical Hþ concentration is shown by the cross (a).

Reproduced from Galvele, J. R. J. Electrochem. Soc. 1976,
123, 464–474, with permission from the Electrochemical
Society.
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Figure 22 Percentage of metal compounds inside an
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concentration curve is shifted to higher x.i values. For
a given x value, this means that with higher bulk
solution pH values, higher current density values
will be required to attain the same acidification. If
the current density inside the pit is potential depen-
dent, as it is generally the case, this higher current
density requirement will be reflected as higher
pitting potential values.

Using the full hydrolysis model the following crit-
ical x.i values were found:96

pH ¼ 0; x:i ¼ 5:0	 10�7A cm�1

pH ¼ 11; x:i ¼ 5:0	 10�6A cm�1

pH ¼ 12; x:i ¼ 5:0	 10�5A cm�1

For pH values above 9 it is observed that an increase
in one unit in the pH value leads to an increase of one
order of magnitude in the x.i value. If the relation
between potential and current density inside the pit
follows a logarithmic law, the pitting potential should
be expected to follow a law of the type

Ep ¼ Aþ B:pH ½16�
where B is equal to the Tafel slope for the metal in
the acid pit-like solution. Such a relation was found
for iron in NaCl solutions (Figure 13)48 and for
cadmium in NaCl and in Na2SO4 solutions,

9 both at
pH values above 10. In all these cases, the B value of
eqn [16] was very close to the Tafel slope of the metal
in the pit-like solution.

In the case of trivalent metals, as it is the case
with aluminum, the presence of a further step of hydro-
lysis slows down the effect of the external pH on the x.i
value. As shown in Figure 23, the transition from
passivity to pitting is not as sharp as for divalent
metal ions, Figure 22. Consequently, for comparison
reasons, the critical x.i value chosen was the point
where the concentrations of solid Al(OH)3 and soluble
Al3þ were equal, that is, the intersection point of both
concentration curves. The results found were96:

pH ¼ 5; x:i ¼ 1:4	 10�6A cm�1

pH ¼ 8; x:i ¼ 2:0	 10�6A cm�1

pH ¼ 10; x:i ¼ 3:1	 10�6A cm�1

According to the full hydrolysis calculation,96 for diva-
lentmetal ions an increase of only one unit in the pH of
the bulk solution produced an increase as big as one
order of magnitude in the x.i value. On the other hand,
for aluminum an increase of five pH units produced
just a two-fold increase in the x.i value. The conclusion
is that the critical x.i value, for aluminum, is practically
independent of the external pH. This conclusion is in
agreement with the experimental observations made
by Kaesche,65 who found that the pitting potential of
aluminum was not affected by the solution pH.

The presence of anions of weak acid salts is also
very important for the localized acidification at the
bottom of the pit. If weak acid salts are present, the
anions of those salts will react with the protons, and
hinder the localized acidification process. The equi-
librium involved will be

HL $ L� þHþ ½17�
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Figure 23 Percentage of metal compounds inside an

Al pit, according to the full hydrolysis pit model. Reprinted
from Galvele, J. R. Corros. Sci. 2005, 47, 3053–3067 and

Galvele, J. R. Corros. Sci. 1981, 21, 551–579, with

permission from Elsevier.
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x.i value for pitting. Reproduced from Galvele, J. R.
J. Electrochem. Soc.1976, 123, 464–474, with permission

from the Electrochemical Society.

Pitting Corrosion 789

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



where HL is the weak acid and L is the weak
acid anion. The equilibrium constant of this reaction
will be

Ka ¼ CL�:CHþ
CHL

½18�

If reaction [17] is introduced as a boundary condition
in the ion concentration diagrams, the effect of weak
acid salts on the localized acidification can be eval-
uated. Figure 25 shows the effect of 10�2M borax on
the concentration of the various species in a unidi-
rectional zinc pit. Figure 26 shows how the concen-
tration of protons is shifted to higher x.i values when
the concentration of borax is increased. The higher
the borax concentration, the higher the x.i values
necessary to reach the same acidification. An increase
of one order of magnitude in the borax concentration
leads to an increase of about one order of magnitude
in the x.i value. If the relationship between the poten-
tial and the current density inside the pit follows a
logarithmic law, we conclude that the pitting poten-
tial of zinc should be related to the borax concentra-
tion by an equation of the type

Ep ¼ Aþ B log Cb ½19�
Cb being the concentration of the borax. The value
of B should be equal to the Tafel slope of the metal
in the pit-like solution. Logarithmic relationships of
this type between the pitting potential and the

buffer concentration for zinc have been reported by
Augustynski et al.35 Relationship [19] was also found
to work in the case of pitting of high-purity iron in
NaCl solutions in the presence of sodium borate as
inhibitor.84

The efficiency of a weak acid salt as a pitting
inhibitor will depend on the way in which the equi-
librium of eqn [17] is shifted. The more the equilib-
rium is shifted to the left in eqn [17] the more
efficiently the salt acts as a pitting inhibitor. This is
equivalent to saying that the lower the Ka, value, in
eqn [18], the more efficient the inhibitor will be.95

The ion concentration diagrams can also explain
the existence of a pitting repassivation potential,
lower than the pitting potential, Figure 9. Figure 27
is a simplified picture of Figure 21. As soon as the
system reaches a critical x.i value, x.i1 in Figure 27,
the pit will start to grow. If the potential remains
constant, the current density will also be constant,
but x will increase with time and so will x.i (x.i2 in
Figure 27). If the potential is then lowered, the
current density will drop, but the pit will continue
to grow while the x.i value is higher than x.i1. This
means that pits will grow at potentials lower than the
initiation potential. Finally the pit will stop growing
either because the value x.i is lower than the mini-
mum required for the pit growth to occur, or because
the electrode potential is lower than the corrosion
potential in the solution inside the pit, Ec*. This
mechanism explains the observation made by Suzuki
and Kitamura53: the deeper the pit the lower the
repassivation potential.
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Figure 25 Effect of a buffer on the proton concentration
inside a pit of for Zn. The maximum buffer capacity is

found when the concentrations of HL and L� are equal.

When the concentration of L� begins to decrease, the
concentration of Hþ increases and the pit becomes stable.

Reproduced from Galvele, J. R. J. Electrochem. Soc.1976,
123, 464–474, with permission from the Electrochemical

Society.
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If the concentration of the aggressive anion salt is
changed over a wide range of values, the assumption
that this salt is acting as a supporting electrolyte,
which leads to the use of eqn [9], is not valid.
Eqn [8] is to be used, which indicates the presence
of an extra electrical potential inside the pit.
Figure 28 is a simplified diagram where the appear-
ance of a migration phenomenon at high x.i values is
shown. For the sake of simplicity, the hydrolysis reac-
tions have been ignored. The electrical potential,
due to the migration phenomenon, starts to increase
as soon as the concentrations of Naþ ions and Cl�

ions from the NaCl solution start to diverge. The
electrical potential values, for different NaCl con-
centrations, and x.i values are shown in Figure 29.

An important conclusion from the transport pro-
cess studies94–97 was the nature of the pitting poten-
tial. It was concluded that the pitting potential had no
relation with thermodynamic equilibrium, as sug-
gested by Van Muylder et al.,70 but it was given by
the following equation:

Ep ¼ E�
c þ � þ � ½20�

Ep being the pitting potential, E�
c the corrosion

potential in the pit-like solution, � the polarization
needed to reach the critical x.i value, and f the
electrical potential induced by the migration of the
aggressive anions to the bottom of the pit. The valid-
ity of eqn [20] was tested in numerous

publications38,44,82,83,97,98 and some of the results are
shown in Table 3. Eqn [20] was also confirmed in an
independent work by Newman et al.105 Besides, cal-
culations and measurements made on high purity
zinc in NaCl solutions with various concentrations
of borate buffer, under conditions where the aggres-
sive solution was not acting as a supporting
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Figure 27 Origin of the repassivation potential, Er. At x.i1 a
pit starts to grow and the potential is Ep. At constant
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system to x.i2. If the potential is lowered, the growth of the

pit will not stop until x.i1 is reached. As the value of x has
increased, the value of i must be lower, which means a

lower E value. The new E value at which pitting stops is

known as Er.

Conc. Me3+

Conc. Na+

Conc. Cl–

Me = Me3++ 3e

10–1110–6

10–5

10–4

10–3

10–2

10–1

100

101

102

10–10 10–9 10–8 10–7 10–6 10–5 10–4 10–3 10–2 10–1

x.i (A cm–1)

C
on

ce
nt

ra
tio

n 
(m

ol
l–1

)

Figure 28 Migration effect inside a pit in a 1M NaCl

solution. The contribution of migration begins when the

concentrations of Naþ and Cl� start to diverge. The

migration also affects the movement of Me3þ ions,
observed in the deviation of the concentration line

at lower x.i values. Reproduced from Galvele, J. R.

J. Electrochem. Soc.1976, 123, 464–474, with permission
from the Electrochemical Society.
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electrolyte, and eqn [8] had to be used, also con-
firmed the validity of eqn [20] for the calculation of
the pitting potential.

2.04.9 Passive Film Breakdown

In the previous section, the mechanism of propaga-
tion of stable pits was discussed. But, a previous step
is the passive film breakdown, a problem that was
anticipated in Figure 17. The breakdown of the
passive film and the very initiation of pits are two of
the not clearly understood aspects of the pitting
process.106 One source of confusion was the fact that
no distinction was made between the three different
types of pitting described at the beginning of this
chapter. Thus, very often mechanisms were suggested
for all types of pitting only on the basis of experiments
either on chemical depassivation or on electrochemi-
cal depassivation. Another source of confusion was
related to the nature of passivity. As pitting is a process
of passivity breakdown, any mechanism of pitting had
to be related to some mechanism of passivity. For a
long time, there were strong discussions between
those who maintained that passivity was due to an
adsorbed monolayer of oxygen and those who claimed
that passivity was due to the formation of a three-
dimensional oxide film on the metal surface. Those
supporting the idea of an adsorbed monolayer based
their pitting mechanisms on the idea of competitive
adsorption between the passivating and the aggressive
species on the metal surface.107,108 Those in favor of
a passive three-dimensional oxide film tried to find a
way to undermine that film. As it is now known that
the oxide films present on passive metals are at least
several monolayers thick, in this chapter it will be
assumed that the metal is initially covered by a
three-dimensional passivating oxide film. Theories
of pit initiation have been classified into two main
groups: film penetration and film breaking.

2.04.9.1 Ion Penetration Mechanisms

The early literature on passive films assumed that the
oxide film was acting as a static barrier that isolated
the metal from the solution. In order to initiate
pitting under such conditions some reaction had to
take place to bring the metal in contact with the
aggressive ions of the solution. One possible way to
initiate pits was for the aggressive ions to migrate into
the passive film, thus contaminating it. Anion

migration would be stimulated by the high electric
field in the film. As a result of changes of the proper-
ties of the passive film, high currents could start to
circulate through the contaminated zones and pitting
would start.109 Nevertheless, Vetter and Strehblow93

pointed out that the migration of polyatomic aggres-
sive anions such as SO4

¼, ClO4
�, or SCN� through a

solid layer was not conceivable.
The contamination of the passive films by aggres-

sive anions has been confirmed in several cases. In
others, the results obtained by different techniques
are conflicting. Basing his studies on impedance
measurements, Pryor110 suggested that migration of
chloride ions took place into anodized aluminum
films. McBee and Kruger,111 by ellipsometric studies
on pure iron, and on Fe–Cr and Fe–Cr–Mo alloys,
found that the injection of chloride ions in the
medium produced changes in the properties of the
oxide film, probably by penetration of the film.
These changes were reversible and the properties
of the oxide film were recovered after removing the
chloride ions from the medium. Nevertheless, it
could not be confirmed that the observations made
by McBee and Kruger were due to migration of
chloride ions into the film. Marcus et al.112 found
chloride present in passive films on nickel using
electron spectroscopy for chemical analysis (ESCA)
and in situ radiotracer measurements. The establish-
ment of a critical concentration of chloride in the
film is a prerequisite for the localized breakdown of
the film. On the other hand, other authors113–115

found no incorporation of aggressive ions into the
passive film prior to pitting.

The point-defect model for passive film growth
developed by Lin et al.116 has been used to explain pit
initiation by assuming that the aggressive anion
adsorption at the outer layer of the barrier film
results in the formation of cationic vacancies. The
excess of vacancies at the metal/film interface will
lead to the formation of voids and pitting initiation.

2.04.9.2 Film Breakdown Mechanisms

There are two different film breakdown models. In
one of them, pitting is considered to start at flaws
always present in the oxide film117,118 while in the
other pit initiation results from a continuous state
of breakdown and repair of the passive film.119,120

In these models the role of the aggressive anions is
to prevent repassivation at the local breakdown sites.

There are theoretical reasons to expect the exis-
tence of flaws in the passive film. Fromhold121
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pointed out that the act of forcing an ionic species
through a compact passive film to produce additional
film growth will seriously affect the compact film
itself. He found that the electrochemical potential
gradients inside the film give rise to extremely large
stress values, high enough to produce the mechanical
breakdown of the passive film and to transform the
crystalline structure of the film into an amorphous
one. On the other hand, Sato122 found that mechani-
cal stresses resulting from electrostriction and surface
tension effects may exceed the breakdown stress of
the oxide film. In a later paper, the author predicted123

that there is a critical potential above which break-
through pores would be formed in the film. This
critical film breakdown potential is lower as the sur-
face tension at the metal–electrolyte interface is smal-
ler, and hence, the anion adsorption is stronger.

2.04.9.3 Passive Film Breakdown and
Metastable Pits

If, as suggested by the film breakdown theories, flaws
really exist in the passive film, and if for sustained pit
growth a critical x.i value has to be reached, it is
reasonable to expect that, below the pitting potential,
incipient processes of pit initiation should exist. Indi-
cations of passive film breakdown and repassivation
events were reported by Galvele et al.124,125 when
studying the repassivation rate of various metals and
alloys. The current decay, when measuring repassiva-
tion rates, could be described by a relation of the type

i ¼ A:t b

where, i is the current density, t is the time and A and
b are constants. A value of b¼�1 is typical of a high
field film formation reaction, and it is usually related
to the formation of a compact highly protective

passive film. Galvele et al.124,125 studied the repassiva-
tion rate for zirconium in various halide solutions, as
well as for brass in pH 12, 1MNaNO2 solution. They
observed that at potentials well below the pitting
potential the value of bwas�1.Then therewas a region
of potentials where an initial value of b¼�0.5, typ-
ical of a diffusion controlled process,was observed, but
after a few seconds the current density decreased and
returned to values expected for a repassivation rate
of b¼�1. At higher potentials, close to the pitting
potential, the value of b increases above b¼�0.5,
reaching eventually positive values, as is typical in
pitting processes. The intermediate potential region,
in which the initial repassivation rate is not as fast as
at lower potentials but after a short time the highly
protective oxide film is reformed, was identified
by the authors as the region where passivity break-
down takes place. They also concluded that the re-
passivation rate technique was very convenient for
detecting the passivity breakdown. No other refer-
ences were found in the literature where this line of
work was followed.

On the other hand, many investigators have
observed that the formation of a stable pit is preceded
by electrochemical noise. The noise events took the
form of transient fluctuations of potential under gal-
vanostatic control, or of current fluctuations under
potentiostatic control. Such transients have been
reported for many years in stainless steel,51,126,127 and
Al,7,118,128 and were originally attributed to passive
film breakdown and repassivation events.51,122,123,129

Afterwards, it was found that each of these elec-
trochemical noise events originates from the forma-
tion, growth, and repassivation of a microscopic
pit.130–134 These short life pits, now referred to as
metastable pits, can form at potentials well below the
pitting potential (which is associated with onset of
stable pit growth) and during the induction time
before the initiation of stable pitting at potentials
above the pitting potential.

Metastable pit growth is a characteristic feature of
the pitting corrosion of stainless steel in chloride
solutions,130–135 although indications of metastable
pitting have also been reported for other metals and
alloys such as iron–chromium alloys,136 aluminum,137

and titanium.138 Metastable pits grown on stainless
steel are covered by a layer that is a remnant of the
passive film130,131; the rupture of their covers results
in dilution of the local pit environment and repassi-
vation of the pits.45,139

Metastable pitting transients exhibited by stainless
steels in chloride solutions have a charasteristic shape

Table 3 Comparison between experimental pitting

potential values, measured in 1M NaCl solution and theo-
retical values calculated with Eqn [20]. Potentials in VSHE

Alloy Ep

theoretical
Ref. Ep

experimental
Ref.

Al 99.99% �0.54 83 �0.53 1

Al–3Cu �0.43 83 �0.43 82
Al–3Mg �0.56 83 �0.53–0.57 83

Al–3Zn �0.76 83 �0.75 83

Fe–18Cr 0.60 44 0.58–0.62 80

Fe–18Cr–1Mo 0.73 44 0.64–0.70 80
Fe–18Cr–2Mo 0.88 44 0.70–0.82 80

Fe–18Cr–5Mo 1.03 44 1.00–1.04 80
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(Figure 30). The current increases above the back-
ground passive current as the pit nucleates and begins
to grow. After a short growth period, the metastable
pit repassivates and the current quickly decreases to
the level of the original passive current. At open
circuit, metastable pitting events result in potential
transients with a typical shape consisting of a rapid
potential drop followed by a slow increase.140

There appear to be no discernible differences
between metastable pit growth and the early growth
of a stable pit.134 Therefore, studies of metastable pits
were performed in order to gain knowledge about the
critical factors that determine the stable growth of
pits. Two main lines of information may be obtained
from such investigations: stochastic data such as a
relationship between the nucleation frequencies of
metastable and stable pits,133,141,142 and kinetic data
deduced from the analysis of individual current
transients.130,131

Frankel et al.130 showed that during the metastable
pit growth the pit current increases approximately
with the square of time. Making the assumption that
the pits associated with these transients are hemi-
spherical in shape, they concluded that the current
density was approximately constant with time during
most of the metastable pit growth. The transients
showed lifetimes as long as 15 s, but typically less
than 5 s, and their magnitude varied from 4 mA to
20 mA. Other authors found a growth-rate distribu-
tion of metastable pits at each potential and that the
metastable pit current follows a power law relation-
ship I � t n with n between 0.5 and 1.5.133,142–144

According to Frankel et al.,130 metastable pit
growth is controlled by the Ohmic resistance of the
porous pit cover. Pits repassivated when their cover
ruptured and the Ohmic barrier was lost. On the

other hand, if a salt film is present when the cover
breaks, pit stability is maintained.

Pistorius and Burstein131,145–147 believe that the
rate of growth of individual pits is controlled by
diffusion of metal cations from the pit interior,
the surface of which is covered with a salt film
even before the cover is lost. During metastable
growth, the pit depth is too small to account for the
diffusion barrier but the perforated cover over the
pit mouth provides an additional diffusion barrier
which enables the concentrated pit solution to be
maintained. The transition to stable pit growth
occurs when the pit has grown sufficiently for its
own depth to act as a diffusion barrier. The critical
condition under which this transition occurs is deter-
mined by the magnitude of the product of the pit
current density, i, and its depth, a, called the ‘pit
stability product.’ All pits grow initially in the
metastable condition, with a pit stability product
which increases linearly with time, but below the
critical value. Once the critical value of ia is
exceeded, pit growth is stable and the pit propagates
in the absence of the cover.

Because of the small anodic currents generated
during individual metastable events and to avoid
these transients being obscured by the passive current
or simultaneous transients, experiments must be per-
formed by exposing a restricted surface area of the
specimen tested. Most metastable pitting research has
been carried out using embedded wires of less than
1mm diameter (10–500 mm).130,131,134,135,137,145–148

Events of amplitude down to ca. 1pA in amplitude
can be detected if the electrode is small enough.
Using very low noise systems, some authors138,149–151

have observed small current transients, which exhibit
a shape different from that of typical metastable pits
in that the current increased sharply and then decay-
ed relatively slowly to the background. These peaks
were attributed to nucleation and subsequent repassi-
vation events.

Williams et al. have presented a statistical model
relating the probability of forming a large propagat-
ing pit to the nucleation, death, and propagation
characteristics of metastable pits.132,139,142 The pro-
posed statistical model states that the probability that
a stable pit is formed is equal to the probability of
forming a metastable pit times the probability that
the metastable pit survives to become a stable pit.
Thus, the nucleation frequency for stable pits is
expressed in terms of the nucleation frequency for
metastable pits and a probability of repassiva-
tion.133,141,142,152 Underlying this approach is the
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Figure 30 Current transients typical of pre-pits.
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concept that if metastable pits form then a stable pit
is sure-to-happen at some time.

2.04.10 Pitting of Aluminum Alloys

2.04.10.1 Pitting and Intergranular Corrosion

In spite of having a rather low pitting potential,
aluminum and certain aluminum alloys are success-
fully used in marine environments, the reason being
that the passive film on aluminum is not a good
electron conductor and the electrochemical reduc-
tion of oxygen is hindered. This is not the case
if copper is present in the alloy. It has been found
that the presence of copper in the alloy facilitates
the reduction of oxygen, Figure 31. Thus copper
becomes a deleterious contaminant in these environ-
ments, because through the cathodic reaction of
oxygen, the presence of copper causes an increase
in the electrode potential, which gets above the
pitting potential of the aluminum alloy.

Pitting can also be the cause of other types of
localized corrosion in aluminum–copper alloys. For
example, it has been shown1 that the susceptibility to
intergranular corrosion of aged Al–4%Cu alloys is
related to the difference in pitting potentials between
a solute-depleted zone, surrounding the intermetallic
precipitates along the grain boundaries, and that of
the grain bodies. As shown in Figure 12, the pitting
potentials of the grains in chloride containing solu-
tions were almost 100mV higher than those of

the copper-depleted zone at the grain boundaries.
Figure 12 can be divided into three zones. The first
one is below the pitting potential of Al–0.2%Cu,
which is in equilibrium with the intermetallic
Al2Cu. In this zone, the alloy will remain passive.
The second zone in Figure 12, is between the pitting
potentials of Al–0.2%Cu and Al–4%Cu. In this area
of potentials only the copper depleted zone along the
grain boundaries will corrode, giving intergranular
corrosion. Finally, in the third zone, in the upper
part of the figure, all the phases of the alloy will
corrode. Intergranular corrosion would not appear
in every corrosive medium, but only in those where
the aluminum alloys showed pitting, such as Br�, I�,
and ClO4

�, as shown inTable 4. The difference in the
pitting potentials was a function of the heat treatment
of the alloys and for certain heat treatments the
difference was so small that the alloys were rendered
immune to intergranular corrosion.82

2.04.11 Pitting of Stainless Steels

2.04.11.1 Pitting and Crevice Corrosion

Pitting and crevice corrosion of stainless steels in
chloride solutions are frequently found together, the
most frequent observation being that stainless steels
will fail most frequently by crevice corrosion, rather
than by pitting. The prevalence of crevice corrosion,
over pitting, has led to the development of a special
cell, known as the Avesta cell, where pitting of stain-
less steels could be measured without the interfer-
ence of crevice corrosion.153

Susceptibility to crevice corrosion was found to be
related with � in eqn [20],38 as shown in Table 5.
This observation, together with the explanation of
the nature of the repassivation potential, Er , given in
Figure 27, helps to explain the empirical relation
found by Wilde and Williams between Er and the
susceptibility to crevice corrosion of stainless steels
in sea water.54

Wilde and Williams found an empirical relation
that related the difference Ep–Er and the susceptibil-
ity to crevice corrosion in sea water. The anodic
reaction inside the pit allows to explain the data in
Table 5, as well as the empirical relation found by
Wilde and Williams. These authors showed that the
larger the difference between the pitting potential
and the repassivation potential, Ep–Er, the more sus-
ceptible the alloy was to crevice corrosion. Figure 32
shows some of their results. It is important to notice
that the technique developed by Wilde and Williams
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Figure 31 Cathodic polarization curves in air-saturated

1M NaCl of pure aluminum, solubilized Al–4%Cu, and

intermetallic Al2Cu. Reprinted from Galvele, J. R.; De
Micheli, S. M. de. Corros. Sci. 1970, 10, 795–807, with

permission from Elsevier.
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assumes that the depth of the pits is the same in all
the samples under comparison and that this condition
is achieved when the current density reaches
0.2 A cm�2. Nevertheless, this condition will be true
only when the number of pits in all the tested samples
is similar.

The explanation for Wilde and Williams’s corre-
lation could be found in Figure 33. We will assume
that the current density, when pitting starts, is of the
order of 1 A cm�2. We will also assume that curve
(a) shows the Tafel curve for iron in a pit-like solution
in NaCl and curve (b) is a pseudo-Tafel curve for
stainless steel, this last value being on the basis of

Galvele et al.44 If the critical x.i value is of the order
of x.i¼ 10�6 A cm�1, pitting could start on any flaw of
10�6 cm. If the pit is allowed to grow up to 10�4 cm,
to reach again the critical x.i value the current density
will have to drop to 10�2 A cm�2. In the case of curve
(a) the difference Ep–Er will be of only 50mV. On the
other hand, the difference Ep–Er, for curve (b) will be

Table4 Relation between pitting potentials and inter-

granular corrosion of aged Al–4%Cu alloys in solutions
other than NaCl

Electrolyte Pitting potentials
(VSHE)

Intergranular
corrosiona

99.99%
Al

Al–4%Cu
(solub.)

Al–4%Cu
(aged)

1M KBr �0.42 �0.28 Yes (�0.40)

1M KI �0.26 �0.13 Yes (�0.23)

1M NaClO4 �0.17 þ0.03 Yes (�0.14)
1M NaNO3 þ1.80 þ1.85 No (þ1.85)

1M Na2SO4 >þ3.0 >þ3.0 No (þ3.0)

1M H2SO4 >þ3.0 >þ3.0 No (þ3.0)

0.1M NaIO3 >þ3.0 >þ3.0 No (þ3.0)
1M Ammonium

tartrate

>þ3.0 >þ3.0 No (þ3.0)

aIn parentheses, potentials at which the intergranular corrosion
susceptibility was tested.
Reprinted from Galvele, J. R.; De Micheli, S. M. de. Corros. Sci.
1970, 10, 795–807, with permission from Elsevier.

Table5 Overpotential values, �, from eqn [20], versus

crevice corrosion susceptibility for various metals and alloys
in NaCl solutions

Metal � mV Crevice corrosion Reference

Al–3Zn 10 No 83
Cadmium �20 No 9

Zinc �20 No 34

Iron �30 No 48
Al–3Cu 40 No 82

Al–3Mg 150 No 83

Aluminum 170 No 82

Nickel 470 Yes 154
Fe–18Cr 670 Yes 44

Fe–18Cr–1Mo 740 Yes 44

Fe–18Cr–2Mo 880 Yes 44

Fe–18Cr–5Mo 1000 Yes 44
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Figure 32 Comparison between the difference Ep�Er,
measured potentiokinetically in a NaCl solution, and crevice

corrosion measured after long exposures in sea water.

Reprinted from Wilde, B. E.; Williams, E. Electrochim. Acta

1971, 16, 1971–1985, with permission from Elsevier.
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Figure 33 Susceptibility to crevice corrosion in NaCl

solutions based on the relation inside the pit, for iron (a)48

and for stainless steel (b)44 the potential scale is arbitrary,

and was chosen for illustrative purposes. In this example the

following assumptions are made: critical value

x.i¼10�6 A cm�1, pit size x¼10�6 cm, crevice size
x¼10�4 cm. In case (a) the difference in potential

required to start pitting corrosion from that to start crevice

corrosion will be of only 50mV. In case (b) crevice corrosion

will start at a potential 800mV lower than that required to
start pitting.
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of 800mV. If, instead of a pit of 10�4 cm, we have a
crevice of the same size, in case (a) the difference
between pitting and crevice corrosion will be of only
50mV, a value usually obscured by the corrosion
potential oscillations in practical cases, and it could
be concluded that metal (a) is not susceptible to crev-
ice corrosion. On the other hand, for metal (b), crevice
corrosion will start at a potential 800mV lower than
that required for pitting, and this metal will be more
susceptible to crevice corrosion than to pitting.

The relation between pitting and crevice corrosion
was supported by Wood et al.118 They studied the
evolution of crevice corrosion of AISI type 304 austen-
itic stainless steel under a 13mm diameter 	 0.3mm
glass microscope cover slide, at constant potential, in
an air saturated 5% NaCl solution of pH 8.0. The
development of crevice corrosion was followed with
an appropriate optical system. They observed that
while at 600mVSCE, pits nucleated on the entire
metal surface, at 400mVSCE, pits nucleated only
under the glass cover and spread laterally to take the
shape of crevice corrosion. According to these authors,
their study confirmed the close link between pitting
and crevice corrosion in the case of stainless steels, and
it strongly suggested that crevice corrosion is really
no more than ‘lateral pitting’ occurring within an
occluded area.

2.04.11.2 Critical Pitting Temperature
(CPT)

Pitting corrosion of stainless steel and nickel base
alloys is characterized by the existence of a CPT,
which is defined as the lowest temperature at which
the growth of stable pits is possible. At temperatures
lower than CPT no stable pitting can occur and only
transpassive corrosion takes place. Brigham and
Tozer78 introduced the concept of the CPT as a
criterion for ranking resistance of different austenitic
stainless steels to pitting corrosion: the higher the
CPT, the more resistant the alloy is to pitting.

CPTcan be determined by exposing steel samples
to an oxidized chloride solution such as FeCl3 and
increasing the temperature in a sequence of test
periods until pitting is observed.156

The CPT can also be determined electrochemi-
cally, either by varying the potential at different con-
stant temperatures or by varying the temperature at
different constant potentials.156–159 At temperatures
lower than CPT, passivity breakdown is observed at
extremely high anodic potentials, corresponding to
transpassive dissolution. Just above the CPT, pitting

can occur and breakdown potentials far below those
required for transpassivity are measured. The poten-
tial independent CPT is then determined as the tem-
perature at which a sudden decrease in breakdown
potential from the transpassive range to the pitting
range is observed (Figure 34). The CPT of many
stainless steels falls in the range of 10–90 �C.78,159

If the simultaneous occurrence of crevice corro-
sion is eliminated, as is the case when the Avesta
cell153 is used, the CPT can be defined with an
absolute accuracy of 1–2 �C.158,159 On the other
hand, when crevice corrosion occurs, localized cor-
rosion initiates at a temperature lower than the CPT,
which is called critical crevice temperature (CCT)
and the transition from high to low breakdown poten-
tials happens over a temperature interval in which
intermediate values of the breakdown potential are
observed.160

The CPT value is virtually independent of pH in
the range 1–7,158 and of chloride concentration in the
range 0.01–5M.47,158 However, the CPT is affected
by the sulfate concentration,161 and changes appre-
ciably with surface roughness.162

Metastable pitting could occur at temperatures
below the CPT, but stable pitting was only detected
at the conventional CPT value.135,160,163 This sug-
gested that the CPT transition was related to the
ability of a metastable pit to become stable. Assuming
that an anodic salt film must be maintained in all
stable pits, CPT has been interpreted as a competi-
tion between salt film and oxide formation within the
pit.47,163 Below CPT, passivation would prevent pits
from achieving the current density necessary to
maintain a concentrated local chemistry and the salt
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layer precipitation is impossible. A slight modifica-
tion of this model proposed that the CPT is the
temperature below which the salt precipitation,
rather than stabilizing the anodic process, mediates
the oxide passivation in a manner similar to that of
the passivation of iron in sulfuric acid.46 A further
refinement of this theory suggests that a stable pit
must be able to undercut the surface, thus creating a
passivated lacy metal cover that retains the pit con-
tents;144,164,165 thus the critical event that cannot
occur below the CPT is a high rate active film-free
dissolution at the undercutting site inside the pit.
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Glossary
Critical potential for dealloying Potential above

which nanoporosity is formed and the rate of

dealloying levels out with time rather than

decaying to a very low value.

High-density site percolation threshold A site

percolation threshold with the additional

requirement that all sites forming a

percolation path have at least m

like-neighbors, where m> 2. Written

as pc(m).

Parting limit Atom fraction of less-noble element in

a binary solid–solution alloy below which

dealloying does not occur, irrespective of

how oxidizing is the potential. Usually lies in

the range 0.5–0.6; can sometimes be ca. 0.2,

for example in a-brass.
Percolation theory Mathematical theory,

applied to more-or-less disordered

geometrical systems, that deals with the

statistics of interconnection of

sites or bonds with a specified property

(e.g., for a binary metallic solid solution the

relevant property is atom identity and the

relevant version of the theory is lattice-site

percolation.

Site percolation threshold Fractional occupancy

of sites, usually on a lattice, by a particular

type of entity (e.g., atom of one kind in a

binary solid solution) at which long-range

connectivity of such sites appears. Written

as pc(site).

Abbreviations
NAB Nickel–aluminum bronze

SCC Stress corrosion cracking

Symbols
a Atom diameter or spacing (m)

ba Anodic Tafel coefficient (V)

Ds Surface diffusion coefficient (m2 s�1)

E0 Equilibrium metal–metal ion electrode potential

(nonstandard metal ion activity)

Ec Critical potential for dealloying (V)

F Faraday’s constant (Cmol�1)

i Anodic current density (Am�2)

i0 Exchange current density (Am�2)

j Diffusion flux (molm�2 s�1)

p Atom fraction in a solid solution alloy

p* The parting limit, expressed as an atom fraction

S Excess interfacial energy per volume of a

nanoscale pit in an alloy surface (Jm�3)
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hth Thermodynamic shift in equilibrium electrode

potential due to curvature (V)

g Solid–liquid interfacial energy (Jm�2)

V Molar volume (m3)

j Blob size or percolation backbone dimension in

percolation theory (m)

2.05.1 Introduction and Background

2.05.1.1 Definition of Dealloying

Dealloying is the selective electrolytic dissolution of
a less-noble element from a metallic solid solution or
intermetallic compound. The product of this dissolu-
tion, which usually requires an oxidizing acidic solu-
tion, is a nanoporous metal consisting mostly of more
noble element(s). Figure 1 show the morphology
usually seen in dealloyed noble-metal alloys: an
interconnected ligament/pore structure with nearly
zero net curvature. The size scale of the porosity in
these pictures is typical for silver–gold alloys deal-
loyed in perchloric acid; the more common nitric
acid immersion usually gives a larger pore size.

2.05.1.2 Use of Dealloying to Make
Interesting Nanomaterials

Recently, there has been a resurgence of interest in
dealloying,1–3 driven by potential technological appli-
cations and the remarkable properties of the nanopor-
ous products such as near-theoretical strength in
compression,4 a size-scale-dependent elastic modu-
lus,5 and under a particular alloy composition and
dealloying procedure, the formation of a material
with an unusual combination of exceptionally low
modulus and relatively good mechanical integrity.6

Many potential applications of dealloyed materials
are under investigation, particularly, in the areas of
catalysis7–9 and sensing.10,11 Metal foils that are deal-
loyed, on one side, show potential-dependent bending
in electrolytes due to surface stress effects and are
thought to have potential as microactuators.12 This
literature is quite different from that which is con-
cerned with dealloying as a corrosion problem.

2.05.1.3 History of Dealloying

Dealloying is an ancient technology, and was used by
several civilizations to gild the surfaces of objects that

were made mainly of copper and/or silver.13 Such
treatments generally involved the application of heat
as well as chemical attack, and the resulting surface
would have had a good luster due to some consolida-
tion or coarsening of the nanoporous material – an
important factor, because ordinary dealloying per-
formed at room temperature gives a brittle, brownish
product. There appears to have been a spectrum
of techniques, ranging from true dealloying (with a
liquid, but not necessarily very aqueous, environment
present on the metal throughout) to a dry-oxidation/
aqueous oxide-dissolution cycle. A closely related use
of dealloying was for a more macroscopic separation
or ‘parting’ of metals – this was also done by a kind of
pack cementation, where, for silver–gold alloys, silver
was converted into silver chloride by salt, acid, oxi-
dant, and heat. Later – at an uncertain date, some time
in the early 1500s – nitric acid first came into use. But,
before that, reagents that contained nitric acid had
been invented. There are several different recipes in
the Codex Atlanticus (ca. 1508) on the use of saltpeter
(potassium nitrate) as the source of the nitrate ions
(Leonardo da Vinci may have written these recipes
himself, but they are not in his usual mirror writing).13

Since then, nitric acid has been the preferred reagent
for dealloying of gold alloys.14

The key discovery about the parting of gold alloys
was that the less-noble metal or metals had to be
present above a certain percentage; otherwise, there
was no dealloying. So, if one has, say, an alloy with
40 at.% silver and 60 at.% gold, one has to melt it
with more silver so that the silver content exceeds
�60 at.%. This discovery may be very ancient, and
the ‘parting limit’ was the most striking feature of
dealloying. We will return to the parting limit (or
rather limits, because there is another one near 20%)
later on.

2.05.1.4 Dealloying of Industrial Alloys

Dealloying is also amajor corrosion problem in indus-
trial alloys – not so much in itself, as a mechanism of
general deterioration, but for its role in stress corro-
sion cracking (SCC). Dezincification of brass must
have been noticed in Roman times; but, the first
scientific records date from the early twentieth cen-
tury, when this was a severe problem affecting a-brass
seawater condenser tubes.15–17 Bengough and May
first systematized the addition of arsenic (in amaz-
ingly small amounts, less than 0.05wt%) for dezinci-
fication resistance.18 Another remedial method, more
rarely applied, was to reduce the zinc content to below
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20%; but, this adversely affected other properties
including general corrosion resistance. b-Brass is
more susceptible than a-brass, as one would expect
given its higher zinc content. More recently, other
copper alloys such as nickel–aluminum bronze
(NAB) have shown dealloying,19 but these are more
complex systems as they are usuallymultiphase. Deal-
loying has occurred, but rarely, in various other com-
mercial solid-solution alloys that satisfy the basic

compositional requirement. Alloys used as thin films
for magnetic or other applications could potentially
suffer from atmospheric dealloying.

There are analogous phenomena that occur in
gaseous environments, or in vacuum where one ele-
ment is volatile.20 For the most part, these appear to
involve lattice diffusion, which places them apart
from normal electrolytic dealloying, where transport
is by surface diffusion, as discussed below.

Acc.V Spot Maqn Det WD
20.0 kV 2.0 25000x SE 9.9 23AuAg P520-3hr-60

1 μm

(a)

Acc.V
20.0 kV 2.0 200000x

(b)

Spot Maqn Det
SE 9.9

WD 100 nm
23AuAg P520-3hr-60

Figure 1 Morphology of Ag–Au alloys dealloyed in perchloric acid showing an interconnected ligament/pore structure

with nearly zero net curvature. (a) Reproduced from Senior, N. A.; Newman, R. C. Nanotechnology 2006, 17, 2311–2316.
(b) Reproduced from Senior’s PhD thesis (University of Manchester, ca. 2005).
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2.05.2 Mechanisms of Dealloying

2.05.2.1 Transport of the More Noble Metal

Historically, three types of mechanisms have been
proposed to explain how two alloying constituents,
intermixed on an atomic scale, can be separated so
effectively by electrolytic action. Perhaps the most
obvious is that the dissolution is not really selective
at all, but that both elements dissolve, then one
replates. But, while there is some evidence that this
may occur – very locally – during dezincification of
brass,21 it is clearly not operating in the more general
case. The second mechanism, promoted by Pickering
and Wagner, involves divacancy injection and room-
temperature lattice diffusion of these vacancies.20,22,23

This appears to be inconsistent with the rapid kinetics
of dealloying, but as Pickering pointed out, it would
account for the common observation of a significant
residue of less-noble metal in the dealloyed material,
whereas (in his opinion at the time) it would appear
impossible that any less-noble metal could survive at
such high anodic overpotentials. Later, Pickering
rationalized this by postulating a large IR potential
drop within the porous structure, so that the over-
potential was actually small at the corrosion front.24

Apart from graded solid solution compositions, he
also observed intermediate phase formation in deal-
loyed e-brass by X-ray diffraction.25 (Remarkably, this
exact experiment was first reported in 1933!26) This
strongly impressed Pickering with the necessity of
postulating some bulk diffusion mechanism.

Recently, most authors have preferred to appeal to
surface diffusion as the operative transport mechanism
for the more noble metal (the intermediate-phase
problem has not, to our knowledge, been addressed
from this standpoint and would make an interesting
study). A.J. Forty and his group made transmission
electron microscopy (TEM) observations of the early
stages of porosity formation in silver–gold alloys
immersed in nitric acid, and developed a model for
the parting limit based on surface diffusion and filling
of incipient pores.27–33 They were also very interested
in the formation of gold oxide during dealloying, some-
thing that affects the mobility of the gold. Sieradzki
et al.34 carried out atomisticMonteCarlo simulations of
dealloying and reproduced several of the main features
including parting limits, whichwere ascribed (not quite
accurately in the case of the ‘55%’ threshold) to site
percolation thresholds in the lattice. Erlebacher devel-
oped a much more sophisticated simulation scheme,
focusing mainly onmorphology, kinetics, and potential
dependence.35

There may be a niche for bulk diffusion as a
partial explanation of the volume shrinkage (a few
percent to almost 30%) that occurs during dealloying
of silver–gold alloys, but some kind of plastic con-
traction is almost certainly involved.36

2.05.2.2 Potential Dependence of
Dealloying and the Critical Potential

Pickering made comprehensive studies of the elec-
trode potential dependence of dealloying, and the
critical potential for dealloying (Ec). These experiments
did not give a meaningful Ec for a-brass because
copper dissolution intervened25; but, in binary gold
alloys, he observed the now-famous shape of curve
shown in Figure 2. Up to a certain potential (Ec), the
current density is low and almost potential indepen-
dent; then it increases steeply at Ec.

29 Uniform nano-
porosity forms only above Ec, although Pickering
often referred to ‘pitting’ or localized porosity below
Ec.

37 As more gold is added to the alloy, Ec increases
until, at the parting limit, only the flat, ‘passive’ region
is observed. Up to a certain gold content, this behavior
was reproduced, with good quantitative agreement
with experiment, by Erlebacher’s simulations.35

Then, a small refinement (prohibition of dissolution
of atoms with 10 or 11 neighbors) reproduced the
experimentally observed ‘55%’ parting limit almost
exactly38 – Figure 3. It was shown that this was close,
but not identical, to a high-density percolation
threshold for the lattice.39 The effect of varying the
surface diffusion kinetics was surprisingly small – a few
percent – Figure 4.

Recently, there has been much discussion of the true
value andmeaningofEc. In 1993, Sieradzki gave amodel
for Ec based on two effects: thermodynamic (necessity of
dissolving less-noble metal from very small clusters of
atoms, thus creating a gold surface with very high cur-
vature) and kinetic (necessity of dissolving these atoms
at a certain rate to avoid infilling by surface diffusion of
gold).40 More recently, it is proposed that an intrinsic
critical potential can be identified, in simulation and
experiment, that corresponds only to the thermody-
namic (curvature) effect.35,41–43

A simplified version of Sieradzki’s original model
can be written down in a few lines. The random
arrangement of atoms in the solid solution can be
characterized,44 in the language of percolation the-
ory, as a ‘blob and string’ arrangement – ‘blobs’ are
regions where, statistically, one kind of atom (say, Ag
in Ag–Au) is densely clustered, while the ‘strings’ are
chains of Ag atoms joining the blobs together.
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Another name for the ‘blob’ size is the percolation
backbone diameter. We call this quantity x. This can
be shown to be approximately given by

x ¼ 1þ p

1� p
½1�

in units of atom diameters (a), where p is the atom
fraction of the less-noble element (Ag).

So, the initial surface of the alloy can be consid-
ered to be intersected by numerous blobs of Ag that,

when dissolved, create tiny pits with highly curved
Au surfaces. These surfaces have a solid–liquid interfa-
cial free energy g. The excess interfacial energy S per
unit volume of a hemispherical pit created by the dis-
solution of a typical ‘blob’ (diameter xa, radius xa/2) is

S ¼ 2g
xa=2

¼ 4g
xa

½2�

(neglecting the slight difference in g that must exist
between the gold-rich pit and the original alloy
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Figure 3 Dynamic current–voltage curves generated by the modified MESOSIM code for the indicated Ag contents in
Ag–Au (at.%). Dissolution from 10- and 11-coordinated sites is prohibited. Potential ramping rate is 2 mVs�1. Reproduced

form Artymowicz, D. M.; Newman, R. C.; Erlebacher, J. Philos. Mag. 2009, 89, 1663–1693.
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Figure 2 Schematic anodic dissolution behavior of a silver–gold or copper–gold alloy undergoing dealloying in a

nonoxidizing aqueous acid, showing critical potentials for nanoporosity generation (*) and the inability to form nanoporosity

when the silver or copper content falls below the parting limit.
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surface.) So, if we multiply S by the molar volume O,
we obtain the energy per mole. Dividing by Faraday’s
constant gives us a shift in the equilibrium electrode
potential, �th, for the Ag that was in the pit compared
with ordinary bulk Ag:

�th ¼
SO
F

¼ 4gO
Fxa

½3�

This shift is positive, so it represents a thermodynamic
contribution to the difference between the ordinary
Ag equilibrium potential and the critical potential.
So, for p > p*, where p* is the parting limit (c. 0.55),

�th ¼
4gOð1� pÞ
Fað1þ pÞ ½4�

This agrees quite well with observation for Au and Pt
alloys, provided that the Ecrit value for the former is
measured extremely slowly, to give a so-called intrinsic
critical potential. To have easy dealloying, though, it is
necessary for the rate of dissolution of the Ag blob to
exceed the rate at which the pit is infilled by surface
diffusion of Au. This requires an additional overpoten-
tial �k that can be written as

�k ¼ ba log
i

i0
½5�

with i being equated to the flux of Au diffusing into the
pit at the critical potential (Sieradzki used a linearized
kinetic expression rather than this Tafel version). This
flux j is given by a Fickian steady-state diffusion flux
of the form

j ¼ aDs

Oxa
½6�

where a is a geometrical coefficient and Ds the surface
diffusivity of Au. So �k is given by

�k ¼ ba log
aFDsð1� pÞ
Oð1þ pÞai0 ½7�

and the critical potential Ec is given by

Ec ¼ E0 þ 4gOð1� pÞ
Fað1þ pÞ þ ba log

aFDsð1� pÞ
Oð1þ pÞai0 ½8�

2.05.2.3 Order and Disorder

Most studies of dealloying have used more or less
disordered binary alloys, but comparison of ordered
and disordered material have been made for the
copper–gold system. The finding is that dealloying
is more difficult (requires a higher potential) in the
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Figure 4 Fraction of samples perforated by dealloying as a function of the ‘Ag’ content with dissolution of 10- and

11-coordinated atoms prohibited and surface diffusivity set to high, intermediate and negligible values, by changing vs.
Samples were 100 atomic layers thick and simulations run for a maximum time of 105 s. Perforation was defined as

dissolution of the first atom from the bottom layer. Simulations stopped at perforation or when the elapsed time

exceeded 105s. n is the value of the pre-exponential constant ndiffusion in eqn [1]. Reproduced from Artymowicz, D. M.;
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ordered material.45 This can be explained by consid-
ering the connectivity of less-noble metal atoms in
the lattice – the disordered alloy has a cluster struc-
ture in which less-noble atoms comprising the disso-
lution path have many like neighbors, facilitating
penetration of the electrolyte.

2.05.2.4 Ternary Element Effects

Ternary element effects in dealloying are both
intriguing and practically important. A long time
ago, it was suggested that the beneficial effect of
arsenic in brass was associated with the blocking
of step edges, slowing down the surface diffusion of
copper21,46; this stops macro-dealloying, but can be
detrimental for SCC resistance, as explained below –
very fine porosity makes for brittle behavior. Lately,
Erlebacher has explored the behavior of Ag–Au–Pt
alloys, which show a refined porosity compared with
Ag–Au, for possible applications.47

2.05.2.5 Why does Brass Dealloy at 20%
Zinc?

So why do some alloys show dealloying at the fcc site
percolation threshold (20 at.%), while others require
55% of less-noble element? The conditions for dezinci-
fication of a-brass are quite specific – corrosion has to
proceed for some time (usually in an aerated chloride
solution), then dealloying starts under the resulting
porous corrosion product – an extremely old observa-
tion. Lucey,48,49 and later Newman et al.,21 gave different
variants of the same explanation – there is an enrich-
ment of copper ions (Lucey referred to solid CuCl)
under the corrosion product, then the conditions
become very close to equilibrium for the copper, and the
exchange current density somehowenhances themobil-
ity of copper, exposing more zinc for dissolution (but
still respecting the site percolation threshold). Newman
et al.21 showed that dezincification could be monitored
electrochemically at the equilibrium potential of a cop-
per electrode in solutions containing CuCl�2 , which is
the dissolution product of Cu in chloride solutions. An
example of one of their dezincified samples is shown in
Figure 5 – in industrial parlance this would be called
‘plug’ or localized type dezincification.

2.05.3 Dealloying in Stress Corrosion
Cracking

The role of dealloying in SCC is an old subject of
discussion. For binary gold alloys, the correlation

between the two is transparent,50 but the actual
mechanism of crack growth (and this may be differ-
ent for intergranular and transgranular SCC) remains
controversial. According to Sieradzki and Newman,50

both forms of SCC require only a thin dealloyed
layer, which triggers a brittle substrate microcrack;
such crack jumps in fcc metals are impossible accord-
ing to traditional mechanics, but evidence for the
phenomenon has mounted – it is especially easy to
demonstrate for the intergranular variant in silver–
gold alloys,51–54 but also for brass in ammonia.55

Even those who prefer another microscopic mecha-
nism admit a very high crack velocity, for example,
20mm s�1, in the case of silver–gold, which cannot be
rationalized by any continuous-dissolution type of
mechanism.56

The important industrial alloys where dealloy-
ing has been blamed for SCC are austenitic and
duplex stainless steels (in hot chloride, chloride–
H2S, or caustic solutions) and copper alloys including
a-brass (traditionally in aqueous ammonia but also in
simple solutions like copper sulfate). These are more
challenging to study, because there is always some
simultaneous oxidation of all the alloy components,
and the dealloyed layers are thin.57 A key finding was
that the compositional dependences of dealloying
and transgranular SCC in brass, exposed to a solution
with which copper is equilibrated, are identical.58

Research on stainless steels using caustic solutions,
where nickel is the ‘noble’ metal,59 has led to another
current thread of study in noble-metal alloys –
namely the ability to produce a nanoporous deal-
loyed layer at very low contents of noble metal. If
the anodic overpotential is small enough, dealloying
can occur in an alloy with only a percent or two of
noble metal, and a nanoporous layer can be produced
whose composition is not far removed from that of
the original alloy.

Figure 5 Plug-type dezincification in a-brass.
Reproduced from Newman, R. C.; Shahrabi, T.; Sieradzki,

K. Corros. Sci. 1988, 28, 873–886.
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2.05.4 Summary and Future
Prospects

At the time of writing (Spring 2009) we are in the
midst of a flood of new literature on dealloying. Over
the next few years, practical applications of nanopor-
ous metals (catalysts, sensors, actuators, etc.) will
flourish. In turn, long-standing practical corrosion
phenomena will be illuminated, especially with
regard to the micromechanisms of SCC. We can
anticipate that practically every case of SCC in
solid-solution alloys will be understood better, and
improved preventive measures devised, now that
such a wide range of new techniques and concepts
is being brought to bear upon the properties and
applications of nanoporous metals. Corrosion is just
like any other subject – it tends to grow at its inter-
faces with other disciplines. Also, its standing in the
wider scientific community grows with the variety of
scientists from remote fields who become interested
in corrosion phenomena. Just to give one example,
attempts by the author to understand the role of
minor alloying elements in dealloying and SCC
(arsenic in brass; phosphorus in austenitic stainless
steel46) were quite primitive at the time, but are now
of renewed interest with the discovery of ternary Au–
Ag–Pt alloys that show very stable nanoporosity.47

Also, corrosion scientists can contribute to solving
new problems that will come with new technologies.
When we start to use nanoporous metals in devices,
or alloy nanoparticles as electrocatalysts, a range of
new corrosion issues will arise, such as the gradual
dissolution of residual less-noble metal that may be
essential for the desired function (a Pt–Co alloy is
under consideration for hydrogen fuel-cell cathode
catalyst formulations, and some candidate alloy elec-
trocatalysts are being made by dealloying).

References

1. Weissmueller, J.; Newman, R. C.; Jin, H. J.; Hodge, A. M.;
Kysar, J. W. MRS Bull. 2009, 34, 577–586.

2. Schofield, E. Transact. Inst. Metal Finish. 2005, 83, 35–42.
3. Newman, R. C.; Corcoran, S. G.; Erlebacher, J.;

Aziz, M. J.; Sieradzki, K. MRS Bull. 1999, 24, 24–28.
4. Volkert, C. A.; Lilleodden, E. T.; Kramer, D.;

Weissmueller, J. Appl. Phys. Lett. 2006, 89, 061920.
5. Mathur, A.; Erlebacher, J. Appl. Phys. Lett. 2007, 90,

061910.
6. Senior, N. A.; Newman, R. C. Nanotechnology 2006, 17,

2311–2316.
7. Xu, C. X.; Su, J. X.; Xu, X. H.; Liu, P. P.; Zhao, H. J.; Tian, F.;

Ding, Y. J. Am. Chem. Soc. 2007, 129, 42–43.
8. Zeis, R.; Mathur, A.; Fritz, G.; Lee, J.; Erlebacher, J.

J. Power Sources 2007, 165, 65–72.

9. Zeis, R.; Lei, T.; Sieradzki, K.; Snyder, J.; Erlebacher, J.
J. Catal. 2008, 253, 132–138.

10. Qian, L. H.; Yan, X. Q.; Fujita, T.; Inoue, A.; Chen, M. W.
Appl. Phys. Lett. 2007, 90, 153120.

11. Yu, F.; Ahl, S.; Caminade, A. M.; Majoral, J. P.; Knoll, W.;
Erlebacher, J. Analyt. Chem. 2006, 78, 7346–7350.

12. Kramer, D.; Viswanath, R. N.; Weissmueller, J. Nano Lett.
2004, 4, 793–796.

13. Reti, L. Isis 1965, 56, 307–319.
14. Seath, J.; Beamish, F. E. Ind. Eng. Chem. Analyt. Ed 1938,

10, 639–641.
15. Bengough, G. D. J. Inst. Met. 1922, 27, 51–72.
16. Bengough, G. D.; Jones, R. M. J. Inst. Met. 1913, 10,

13–118.
17. Gibbs, W. E. Transact. Faraday Soc. 1916, 11, 2–3.
18. Bengough, G. D.; May, R. J. Inst. Met. 1924, 32, 81–269.
19. Lenard, D. R.; Bayley, C. J.; Noren, B. A. Corrosion 2008,

64, 764–772.
20. Pickering, H. W.; Kim, Y. S. Corros. Sci. 1982, 22,

621–635.
21. Newman, R. C.; Shahrabi, T.; Sieradzki, K. Corros. Sci.

1988, 28, 873–886.
22. Pickering, H. W. J. Electrochem. Soc. 1968, 115, 143–147.
23. Pickering, H. W.; Wagner, C. J. Electrochem. Soc. 1967,

114, 698–706.
24. Pickering, H. W. Mater. Sci. Eng. A 1995, 198, 213–223.
25. Pickering, H. W. J. Electrochem. Soc. 1970, 117, 8–15.
26. Stillwell, C. W.; Turnipseed, E. S. Phys. A. J. Gen. Appl.

Phys. 1933, 4, 263.
27. Forty, A. J.; Durkin, P. Philos. Mag. A 1980, 42, 295–318.
28. Forty, A. J. Nature 1979, 282, 597–598.
29. Forty, A. J. Philos. Mag. A 1982, 46, 521–530.
30. Forty, A. J. Gold Bull. 1981, 14(1), 25–35.
31. Forty, A. J.; Rowlands, G. Philos. Mag. A 1981, 43,

171–188.
32. Durkin, P.; Forty, A. J. Philos. Mag. A 1982, 45, 95–105.
33. Smith, D. J.; et al. Inst. Phys. Conf. Series 1982, 61,

483–486.
34. Sieradzki, K.; Corderman, R. R.; Shukla, K.; Newman,

R. C. Philos. Mag. A 1989, 59, 713–746.
35. Erlebacher, J. J. Electrochem. Soc. 2004, 151,

C614–C626.
36. Parida, S.; Kramer, D.; Volkert, C. A.; Rosner, H.;

Erlebacher, J.; Weissmueller, J. Phys. Rev. Lett. 2006, 97,
035504.

37. Fritz, J. D.; Pickering, H. W. J. Electrochem. Soc. 1991,
138, 3209–3218.

38. Artymowicz, D. M.; Newman, R. C.; Erlebacher, J.
Electrochem. Soc. Transact. 2006, 3(31), 499–506.

39. Artymowicz, D. M.; Newman, R. C.; Erlebacher, J. Philos.
Mag. 2009, 89, 1663–1693.

40. Sieradzki, K. J. Electrochem. Soc. 1993, 140, 2868–2872.
41. Rugolo, J.; Erlebacher, J.; Sieradzki, K. Nat. Mater. 2006,

5, 946–949.
42. Dursun, A.; Pugh, D. V.; Corcoran, S. G. J. Electrochem.

Soc. 2005, 152, B65–B72.
43. Dursun, A.; Pugh, D. V.; Corcoran, S. G. Electrochem.

Solid State Lett. 2003, 6, B32–B34.
44. Erlebacher, J.; Aziz, M. J.; Karma, A.; Dimitrov, N.;

Sieradzki, K. Nature 2001, 410, 450–453.
45. Parks, B. W., Jr; Fritz, J. D.; Pickering, H. W. Scr. Metall.

1989, 23, 951–956.
46. Newman, R. C. Corros. Sci. 1992, 33, 1653–1657.
47. Snyder, J.; Asanithi, P.; Dalton, A. B.; Erlebacher, J. Adv.

Mater. 2008, 20, 4883–4886.
48. Lucey, V. F. Br. Corros. J. 1965, 1(2), 53–59.
49. Lucey, V. F. Br. Corros. J. 1965, 1(1), 9–14.
50. Sieradzki, K.; Newman, R. C. J. Phys. Chem. Solids 1987,

48, 1101–1113.

808 Types of Corrosion in Liquids

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



51. Kelly, R. G.; Frost, A. J.; Shahrabi, T.; Newman, R. C.
Metall. Trans. A 1991, 22A, 531–541.

52. Saito, M.; Smith, G. S.; Newman, R. C. Corros. Sci. 1993,
35, 411–416.

53. Friedersdorf, F.; Sieradzki, K. Corrosion 1996, 52,
331–336.

54. Barnes, A.; Senior, N. A.; Newman, R. C. Metall. Trans. A
2009, 40, 58–68.

55. Newman, R. C.; Shahrabi, T.; Sieradzki, K. Scr. Metall.
1989, 23, 71–74.

56. Serebrinsky, S. A.; Galvele, J. R. Corros. Sci. 2004, 46,
591–612.

57. Newman, R. C.; Corderman, R. R.; Sieradzki, K. Br.
Corros. J. 1989, 24, 143–148.

58. Sieradzki, K.; Kim, J. S.; Cole, A. T.; Newman, R. C. J.
Electrochem. Soc. 1987, 134, 1635–1639.

59. Deakin, J.; Dong, Z. H.; Lynch, B.; Newman, R. C. Corros.
Sci. 2004, 46, 2117–2133.

Dealloying 809

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



2.06 Intergranular Corrosion
D. L. Engelberg
Materials Performance Centre, The Mill/A11, School of Materials, University of Manchester, P.O. Box 88, Sackville Street,

Manchester M60 1QD, UK

� 2010 Elsevier B.V. All rights reserved.

2.06.1 Nature of Intergranular Corrosion 810

2.06.1.1 Theories of Intergranular Corrosion 811

2.06.1.2 Metallurgical Aspects 812

2.06.1.3 Grain Boundary Structure and Networks 812

2.06.1.4 Grain Boundary Susceptibility 813

2.06.2 Intergranular Corrosion of Metals and Alloys 814

2.06.2.1 Aluminum Alloys 814

2.06.2.2 Stainless Steels 815

2.06.2.2.1 Sensitization of austenitic stainless steel 815

2.06.2.2.2 Prevention of sensitization 817

2.06.2.2.3 Weld decay and knife line attack 818

2.06.2.2.4 Ferritic, martensitic, duplex, and precipitation hardening stainless steels 818

2.06.2.3 Nickel and Nickel Alloys 819

2.06.2.4 Other Metals and Alloys 820

2.06.3 Intergranular Corrosion Testing 820

2.06.3.1 Standard Practices and Test Methods 820

2.06.3.2 Microstructure Screening 823

2.06.3.3 Degree of Sensitization Testing 823

References 826

Abbreviations
CSL Coincidence site lattice

DOF Degree of freedom

FCC Face centered cubic

GB Grain boundary

HAZ Heat affected zone

IGA Intergranular attack

IGC Intergranular corrosion

NHE Normal hydrogen electrode

SCE Saturated calomel electrode

TTP Time–temperature–precipitation

UVW Miller indices

Symbols
E Potential (V)

i Current density (A cm�2)

t Time (s)

O Charge density (C cm�2)

u Rotation angle (�)

2.06.1 Nature of Intergranular
Corrosion

Intergranular corrosion (IGC) is a form of localized
corrosion that proceeds along grain boundaries, synon-
ymously referred to as intergranular attack (IGA).
Localized corrosion at grain boundaries is caused
by the anodic dissolution of (i) regions depleted of
alloying elements, (ii) second phase precipitates, or
(iii) regions with segregated alloying or impurity ele-
ments. The remaining part of the exposed surface
typically functions as the cathode, and large cathodic
areas support the anodic dissolution process. The ratio
between cathode and anode is generally in excess of
unity, and is dependent on factors such as the volume
fraction and distribution of electrochemically active
phases, the distribution of deleterious alloying and
impurity elements, as well as grain size, particularly
in nanocrystalline materials. The corrosion rate is
dependent on the prevailing corrosion mechanism,
and factors such as the diffusion of species to or from
the anodic front can govern the dissolution kinetics.
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IGC occurs in pure metals as well as engineering
alloys, and the term sensitization is frequently used to
describe microstructure sensitivities to intergranular
attack. In stainless steels, for example, sensitization
can be caused through the precipitation of chromium-
rich carbides at grain boundaries (Section 2.06.2.2.1).
A major characteristic of IGC is the development
of a relatively homogenous and uniform depth of
attack. The dissolution of grain boundaries causes
the dislodgement of grains, often referred to as grain
dropping. Grain dropping is responsible for most of the
weight loss observed after IGC exposure, and corrosion
rates can therefore be several orders of magnitude
higher than during general corrosion. The nature of
intergranular attack with grain dropping events is
shown in Figure 1. A metallographic section with a
uniform depth of attack is shown in Figure 2. Nonuni-
form IGC attack can also occur, and is typically related
to microstructure heterogeneities, as well as factors
that locally impair the corrosion process. The latter
may include, for instance, the coverage of part of an
exposed surface with an electrochemically nonactive
deposit, or local differences in solution chemistry.

2.06.1.1 Theories of Intergranular Corrosion

Three main theories summarize the occurrence of
IGC, comprising (i) the element depletion theory,
(ii) the microcell or electrochemical theory, and (iii)

200 µm

20 µm

(b)

(a)

Figure 1 Scanning electron micrographs of sensitized

austenitic stainless steels with (a) a severely attacked
surface after grain dropping, and (b) a dislodged grain on an

attacked surface.

Figure 2 Optical micrographs of two metallographic sections after IGC testing of sensitized austenitic stainless steel.
The images highlight the intergranular nature of attack with grain dropping events close to the specimen surface. After IGC

testing the sample was etched in 10% oxalic acid to reveal the intergranular nature of attack.
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the segregation theory.1,2 The depletion theory is
based on the local impoverishment of an alloy ele-
ment, such as chromium in the vicinity of chromium-
rich carbides. This results in the breakdown of the
passive film in the vicinity of these carbides, produc-
ing preferred sites for anodic dissolution. The micro-
cell or electrochemical theory is based on the
formation of a local electrochemical cell between
precipitate and matrix, followed by dissolution of
the less noble element or phase. A typical example
is the anodic dissolution of second phase precipitates,
such as Al3Mg2 in the 5XXX series aluminum alloys.
The segregation theory is based on the presence of an
increased concentration of alloying or impurity ele-
ments at or in the vicinity of the grain boundary, such
as sulfur or phosphorus in stainless steels. Dissolution
of these regions is related to the adsorption of these
elements at the grain boundary, ultimately changing
the chemical and electrochemical activity.3

Another theory of IGC also considers local stres-
ses at boundaries, introduced through the nucleation
of second phase precipitates.1,4 Preferred local attack
then takes place at these distorted lattices, close to
the second phase precipitate. It is also hypothesized
that stresses and strains may lead to a higher degree
of atomic disorder of the boundary, resulting in a
higher driving force for anodic dissolution. Micro-
scopic stresses or strains at grain boundaries possibly
play a secondary role in IGC, for example, they may
be responsible for enhanced diffusion pathways.

2.06.1.2 Metallurgical Aspects

The material composition and associated crystallo-
graphic structure have a large effect on the IGC
behavior including, (i) the type of alloying and
impurity element, (ii) the associated concentrations,
(iii) their spatial distributions, and (iv) individual elec-
trochemical activities. The type and concentration of
alloying or impurity elements generally determines the
crystallographic equilibrium structure of a material,
and possible phase transformations change element
solubilities and associated diffusivities. For example,
increasing the concentration of carbon or the concen-
tration of chromium in austenitic stainless steels,
respectively, decreases and increases the time to form
chromium depleted zones in the vicinity of chromium-
rich carbide precipitates.4 The spatial distribution and
connectivity of susceptible microstructure constituents
is also important, since IGC cannot be sustained with-
out an inter-connected network of susceptible enti-
ties. Large distances between susceptible constituents

impede or even prevent the formation of a connected
intergranular pathway throughout the microstructure.
The electro-chemical activitydetermines the tendency
to dissolve individual elements, even if present only
in solid solution or bound to complex intermetallic
phases. For example, in the 2XXX series aluminum–
copper alloys the presence of copper in solid solution
raises the electrochemical potential of thematrix phase,
and therefore reduces the electrochemical potential
difference to copper-rich precipitates.5

The IGC behavior is a strong function of cold work
and grain size.1,4,6 Cold work introduces strain energy
into thematerial, producing changes in themicrostruc-
ture, such as the occurrence of slip bands, microcell
arrays, or phase transformations. These changes are
strongly dependent on the crystallographic structure
andmaterial composition. For instance, in leaner grade
austenitic stainless steels (i.e., Type 304), a considerable
volume fraction of deformation inducedmartensite can
develop with the introduction of medium to large
amounts of cold work (i.e., >20%). The susceptibility
to IGC is then governed by the stability and sensitiza-
tion propensity of the phases present. The application
of small amounts of coldwork (�20%) prior to sensiti-
zation enhances the diffusion of elements along slip
lines, and promotes precipitation at grain boundaries.
Subsequent sensitization heat treatments have a strong
influence on the precipitation kinetics, and the choice
of sensitization temperature can change the location
for precipitation, from predominantly at grain bound-
aries to precipitation at slip bands. The application of
higher sensitization temperatures can even induce
recrystallization. The effect of grain size on the IGC
behavior is dependent on the investigated corrosion
system,4 and differing IGC behaviors with grain size
have been observed, for example, with exposures to
mildly or strongly oxidizing media.1 In stainless steels,
the sensitization propensity has been reported to
increase with decreasing grain size, associated with
greater amounts of chromium that can enter the grain
boundary region and form chromium-rich precipitates
in a given time interval.6 Contrarily, decreasing sensi-
tization propensities with decreasing grain sizes have
also been found, attributed to larger grain boundary
surface areas and the formation of a less continuous
network of precipitates.1,4

2.06.1.3 Grain Boundary Structure and
Networks

Grain boundaries are in a higher state of disorder than
the crystal lattice, that is, they represent 2-dimensional

812 Types of Corrosion in Liquids

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



lattice imperfections, with increased surface energies
compared to the grain interior. This explains why
grain boundaries are more active than the adjacent
matrix phase, and can therefore easily be revealed
with metallographic etching techniques. A simplified
geometric description of a grain boundary crystallo-
graphic structure uses five macroscopic degrees of
freedom (DOF).7,8 These include three DOF for the
relative misorientation between the crystal lattices of
two neighboring grains, and the remaining two DOF
for referencing the grain boundary plane to the grain
orientations. The relative misorientation is described
with a rotation axis (UVW) common to both adjoin-
ing grains, accounting for two DOF, and a rotation
angle (y) around this axis, defining the third DOF.
Grain orientation relationships (misorientations) can be
obtained from 2-dimensional assessments (i.e., a plain
metallographic section), but information about the
grain boundary plane typically involves 3-dimensional
material characterization.7

The grain boundary network is heterogeneous,
and consists of an assembly of different grain boundary
crystallographic structures, with inherently different
grain boundary free energies. These energy variations
have a large influence on material properties, such as,
segregation, precipitation, diffusion, and migration
behavior. Different grain boundary crystallographic
structures therefore have different susceptibilities to
IGC, and their resistance can vary as a function of
exposure condition. In austenitic stainless steels, for
example, the application of an electrolytic nitric acid
etch (ASTM E 112),9 to determine the ASTM grain
size, outlines the grain boundary network, without
attacking coherent annealing twin boundaries. The
coherent twin boundaries have more than one order
of magnitude lower surface energy (�0.02 Jm�2) than
general high angle grain boundaries (�1 Jm�2), and
are therefore more resistant to attack. The application
of an electrolytic oxalic acid etch,10 in contrast, outlines
the complete grain boundary network, including coher-
ent twins. This behavior highlights the relationship
between exposure condition and grain boundary free
energy on material susceptibility.

The connectivity of grain boundaries also plays an
important part. Crystallographic constraints, in the
form of clustering of crystallographically related
boundaries, can create large regions with corrosion
resistant or susceptible grain boundary clusters. This
is often observed in low- to medium stacking fault
energy face centered cubic (FCC) materials, such as
copper or austenitic stainless steels. Large regions with
clusters of low energy boundaries, such as twins, can

impede the growth of IGC. Further information about
grain boundary structure, surface energy and physical
property relationships,11,12 as well as the influence of
grain boundary connectivity,7 can be found elsewhere
in the literature.

2.06.1.4 Grain Boundary Susceptibility

Localized attack at grain boundaries is a function of
the 3-dimensional grain boundary structure (5 DOF),
and reduced susceptibilities to intergranular corro-
sion are associated with low energy grain boundaries.
The group of low energy grain boundaries comprises
low angle grain boundaries, as well as certain high
angle grain boundary configurations, such as twin
boundaries. Low angle grain boundaries, with misor-
ientations below 15 �, are typically less susceptible to
attack than high angle grain boundaries. The resis-
tance of low angle grain boundaries increases with
decreasing misorientation, and threshold angles for
grain boundary resistance have also been reported.13

The presence of a significantly increased fraction of
low angle grain boundaries after plastic deformation,
however, is responsible for enhanced diffusion path-
ways and increased IGC propensities.

High angle grain boundaries, with misorienta-
tions in excess of 15 �, also possess certain low energy
configurations which are more resistant to IGC.
Figure 3 shows a grain boundary network of a sen-
sitized austenitic stainless steel with a mixture of
attacked and resistant high-angle grain boundaries.
Low energy grain boundaries, such as twin boundaries,

Attacked grain
boundaries

(c) Low energy
grain boundary

segment

(b) Incoherent
twin

(a) Coherent
twin

Figure 3 Backscattered scanning electron micrograph

of a grain boundary network in a sensitized austenitic

stainless steel, with susceptible and immune grain

boundaries. (a) Coherent and (b) incoherent twin grain
boundaries, as well as some (c) low energy grain boundary

segments show full or partial immunity to attack.
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generally show a high resistance to IGC. To charac-
terize different grain boundary structures numerous
geometric models are available. For microstructure-
property investigations, in particular corrosion studies
in cubic crystal systems, the coincidence site lattice
(CSL) model has frequently been used. This model is
based on three macroscopic DOF ((y)/(UVW)), and
does not take the grain boundary plane into consider-
ation. In the CSL model, grain boundaries are defined
with the inverse volume density of coinciding lattice
atom sites (

P
), that is, a high density of coinciding

atoms is associated with low
P

boundaries. Grain
boundaries up to

P
29 are typically considered to be

resistant, but large variations in IGC susceptibilities of
different grain boundary types have been observed.
The misorientation is only an indicator for grain
boundary resistance. Increased microstructure resis-
tance is frequently associated with the presence of
twin (

P
3) grain boundaries, which are usually the

most prominent group in the low
P

boundary
population.7

The most resistant grain boundary is the coherent
twin boundary, defined as

P
3 in the CSL model.

Coherent twins can be expressed as a symmetrical
tilt grain boundary with low-index {111} grain
boundary planes. These boundaries therefore have a
high density of coinciding atom sites, and a low
energy grain boundary plane configuration. OtherP

3 grain boundaries, such as the incoherent twin,
are more susceptible to IGC than coherent

P
3 twins.

Incoherent twin boundaries are frequently associated
with symmetrical tilt boundaries on {112} planes,
and have a higher free energy (�0.5 J m�2) than
their coherent counterpart (�0.02 Jm�2). Figure 3
highlights the difference in twin boundary suscepti-
bility and also gives examples of other resistant low-
energy grain boundary segments. Certain low

P
grain

boundaries as well as some general high angle grain
boundary configurations can also possess low index
habit planes, leading to an increased IGC resistance.
Additional factors, such as (i) the deviation from exact
reference misorientation, (ii) the deviation from low
index grain boundary plane configuration (i.e., curved
boundary plane), or (iii) grain boundary faceting, can
also influence the IGC resistance.

2.06.2 Intergranular Corrosion of
Metals and Alloys

Aluminum alloys, stainless steels, and nickel alloys
are the most common material systems associated

with intergranular corrosion. This section gives a
brief review of IGC in common alloy systems, with
strategies to mitigate these problems.

2.06.2.1 Aluminum Alloys

The occurrence of IGC in aluminum alloys is a
function of the material composition, and certain
alloying elements are responsible for the prevailing
corrosion mechanism. The IGC susceptibility of heat
treatable aluminum alloys is mainly related to the
quenching and ageing treatment after solution anneal-
ing and small changes in these routines can cause
significant changes in material resistance.14 Another
important factor for the IGC behavior is also the ther-
momechanical process history. Alloy groups that have
been generally associated with IGC include, precipita-
tion hardenable 2XXX series Al–Cu alloys, work hard-
enable 5XXX series Al–Mg alloys, and precipitation
hardenable 7XXX Al–Zn–Mg alloys. The 6XXX pre-
cipitation hardenable Al–Mg–Si series has also shown
IGC, but to a far smaller extent than the other alloy
groups. The above-mentioned aluminum alloys are
also associated with exfoliation corrosion, which is a
type of intergranular corrosion which proceeds paral-
lel to the specimen surface. Exfoliation corrosion is
related to the development of excessive corrosion pro-
ducts at grain boundaries, indicating a layer-wise spall-
ation of plate-like grain segments. This type of attack
occurs in highly orientated microstructures of wrought
aluminum alloys. IGC and exfoliation corrosion pro-
ceed in a similar manner, but exfoliation has also been
found in materials which were not susceptible to IGC.

In 2XXX series Al–Cu alloys, including Al–Cu–
Mg and Al–Cu–Li alloys, IGC behavior is primarily
influenced by the copper concentration.5,14,15 Copper
in solid solution increases the corrosion potential of
the matrix phase, and copper segregation or depletion
can cause local variations in the electrochemical
potential. Copper-depleted regions are less noble
and susceptible to anodic dissolution in particular, if
adjacent to copper-rich intermetallic phases such as
Al2Cu, Al2CuMg, or Al2CuLi. Dissolution takes
place in narrow regions close to precipitated phases
at the grain boundary. Dealloying of copper-contain-
ing intermetallic phases, and copper re-precipitation
has also been reported to support local dissolution
reactions.5 To reduce IGC susceptibilities, specifi-
cally designed heat and quenching treatments can
be employed, which produce a uniform distribut-
ion of precipitates.15 In the 5XXX series Al–Mg alloys
with more than 3% Mg, the susceptibility to IGC
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is typically based on the dissolution of the inter-
granularly precipitated b-Al3Mg2 phase.5,15 This
phase predominantly precipitates in the temperature
range between 50 and 200 �C, due to a rejection of
magnesium out of solid solution. Mg-depleted regions
have also been found in the vicinity of the b-phase.
Electrochemical measurements on bulk b-Al3Mg2 in
NaCl solution indicated more electro-negative corro-
sion and passivity breakdown potentials than the alu-
minum matrix phase. These potential differences are
responsible for the anodic dissolution of the b-Al3Mg2
phase.5 Microalloying with zinc produces a stable
Al–Mg–Zn phase (t-phase) and precludes the precip-
itation of b-Al3Mg2 in the 5XXX series alloys. In the
7XXX series Al–Zn–Mg alloys, IGC has frequently
been attributed to the presence of Mg-rich grain
boundary precipitates, as well as intergranular enrich-
ments of Mg and Zn. Copper bearing 7XXX series
Al–Zn–Mg–Cu alloys have been reported to contain
copper depleted regions at grain boundaries, with an
IGC mechanism similar to the 2XXX series Al–Cu
alloys.15 The application of over-aging heat treat-
ments, and the resultant uniform distribution of pre-
cipitates can prevent IGC.15 In the 6XXX series,
Al–Mg–Si alloys IGC has been attributed to the
anodic dissolution of the hardening phase Mg2Si.

15

2.06.2.2 Stainless Steels

Stainless steels can broadly be divided into five groups,
comprising (i) ferritic, (ii) austenitic, (iii) martensitic,
(iv) duplex (austenitic–ferritic), and (v) precipitation

hardenable materials. Different crystallographic struc-
tures have different corrosion behavior, often related
to variations in diffusivity and solubility. Chromium
depletion is the most common cause for IGC in these
alloys, and degradation at grain boundaries is normally
referred to as sensitization.1,4,6 Sensitization is brought
about by the presence of chromium-rich phases at
grain boundaries, such as carbides, nitrides or interme-
tallic phases.16 Exposure of sensitized stainless steel to
oxidizing media produces intergranular attack at these
chromium depleted regions.1,4 In highly oxidizing
media, such as boiling nitric acid, IGC can also occur
in annealed stainless steel. This form of attack is gen-
erally related to the segregation and preferred dissolu-
tion of impurity elements at grain boundaries.2

2.06.2.2.1 Sensitization of austenitic

stainless steel

Sensitization is caused by thermal or thermomechani-
cal process treatments, such as annealing, welding, or
hot working. Exposure of austenitic stainless steels to
temperatures between 450 and 850 �C can induce sen-
sitization, due to the precipitation of chromium-rich
carbides.6,16 Figure 4(a) schematically shows sensi-
tized grain boundaries decorated with chromium car-
bide precipitates and associated chromium depleted
zones. Adverse service conditions, in the form of
exposure to neutron irradiation in nuclear plant, can
also cause sensitization, but without the nucleation
of carbides. The amount of depletion typically varies
between different boundary types, due to dif-
ferent grain boundary crystallographic structures.
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The depletion profiles in Figure 4(b) show a chro-
mium composition gradient in the direction perpen-
dicular to the boundary, with the shape and depth
dependent on applied heat treatment parameters. The
depletion is caused by the slowdiffusivity of chromium,
compared to carbon, producing regions with local
chromium impoverishment, followed by a breakdown
of the passive film at these regions. In Figure 4, the
high concentration of chromium at the grain boundary
is associated with the presence of chromium-rich car-
bide precipitates. The influence of reduced chromium
concentrations on the anodic behavior of these regions,
for example, if exposed to oxidizing environments, is
shown in Figure 5. Lower chromium concentrations
show increased current densities in the active as well as
passive regions of the anodic polarization curve.

A major factor for the development of chromium
depleted regions is the chromium and carbon con-
tent, as well as the solubility of carbon in the matrix
phase. Nucleation of carbides is caused by a decreas-
ing solubility of carbon in the austenitic matrix phase
with decreasing temperature, for instance on cooling
through the sensitization temperature regime.16 The
dominant carbide in austenitic stainless steels is
Cr23C6, but impurity elements, such as nitrogen and
boron, as well as alloying elements usually alter this
composition. The presence of high nitrogen contents,
for example, may cause sensitization through the

nucleation of Cr2N. The addition of alloying elements,
such as molybdenum in higher alloyed stainless steels
(i.e., type 316), may also promote the nucleation of
intermetallic phases, such as s-phase (FeNi)x(CrMo)y

16

or w-phase (Fe36Cr12Mo10).
16

A typical method to illustrate the sensitization
behavior is the time–temperature–precipitation
(TTP) diagram, shown in Figure 6. TTP diagrams
give an indication of the influence of material para-
meters on the sensitization propensity. Figure 6(a)
shows the influence of carbon content, and Figure 6(b)
the influence of grain boundary structure on sen-
sitization. Increasing the carbon content increases
the propensity to sensitization at shorter exposure
times. The same is observed with different grain
boundary structures. Precipitation occurs in the order
of decreasing grain boundary energy, starting with a
rapid decoration of d-ferrite–austenite interfaces, fol-
lowed by precipitation at general high-angle, then
incoherent twin and finally coherent twin boundaries.
Heat treatments in the lower temperature regime, that
is, below 450 �C, usually have no significant effect
on sensitization due to markedly reduced diffusivities.
In the presence of preexisting carbide nuclei, however,
sensitization has been reported below 450 �C after
prolonged exposure. This is referred to as low-
temperature sensitization, and the occurrence may
take years before it becomes significant.6
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2.06.2.2.2 Prevention of sensitization

For the prevention of sensitization in austenitic stain-
less steels, numerous possible mitigation strategies
are available. (i) A reduction of the carbon content
to concentrations below 0.03% (L-grade) usually
prevents sensitization, but prolonged exposures in
the sensitization temperature regime may still cause
chromium depletion. (ii) The addition of stabilizing
elements, such as titanium or niobium (stabilized
grades, i.e., Type 321, Type 347), bind carbon into
MC-type carbides. This reduces the available carbon
in solid solution, and prevents the nucleation of
intergranular M23C6 carbides. Stabilizing heat treat-
ments at temperature in the region of 800–900 �C are

typically applied to precipitate intragranular MC-type
carbides. (iii) The application of a solution annealing
treatment dissolves existing carbides, and fast cooling/
quenching through the sensitization temperature
regime prevents carbide nucleation. Typical solution
annealing heat treatments for stainless steels are car-
ried out between 1000 and 1150 �C. Sensitization can
occur if the material is afterwards heated into the sensi-
tization temperature regime. (iv) Prolonged exposure
periods within the sensitization temperature regime
can replenish chromium depleted regions with chro-
mium from the grain interior. This is referred to as
desensitization treatment. (v) Metallurgical altera-
tions, such as alloying with higher chromium
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contents, or the addition of molybdenum, as well as
(vi) changes of manufacture or service conditions,
such as the reduction of critical exposure tempera-
tures, are possible measures to prevent sensitization.

2.06.2.2.3 Weld decay and knife line attack

During welding, in particular fusion-based welding
processes, material situated in the fusion zone is
locally exposed to temperatures close to the melting
point. This induces a temperature gradient with dis-
tance from the fusion zone, referred to as the heat
affected zone (HAZ), and material within the HAZ
can be exposed to temperatures that cause sensitiza-
tion. On exposure to IGC promoting environments,
attack usually takes place in a band parallel to the
fusion line. This process is known as weld decay.
Figure 7 shows a typical appearance and location of

weld decay, and gives three typical temperature pro-
files (1, 2, 3) with distance from the fusion zone. The
time (t) at elevated temperature, specimen dimen-
sions, welding process, and associated welding para-
meters are crucial factors for the occurrence of weld
decay.

Knife line attack is associated with IGC in weld-
ments of stabilized stainless steels. This phenomenon
occurs after exposing stabilized materials, containing
intragranular TiC or NbC precipitates, to tempera-
tures that dissolve these stabilizing MC-type car-
bides. The required temperature range is typically
in excess of 1150 �C, and can occur during fusion-
based welding processes. On rapid cooling, neither
the MC-type carbides, nor the M23C6 are precipitated
and the carbon remains in solid solution. MC-type
carbides are preferentially nucleated at temperatures
between 800 and 900 �C, whereas intergranular
M23C6-type carbides have a stronger driving force
for nucleation at lower temperatures. Re-heating to
temperatures within the sensitization regime, that is,
450–750 �C, then preferentially precipitates inter-
granular M23C6-type carbides in the HAZ, rendering
the microstructure susceptible to IGC. Knife line
attack occurs close to the weld bead, since high
temperatures are required for the dissolution of the
MC-type carbides.

2.06.2.2.4 Ferritic, martensitic, duplex, and

precipitation hardening stainless steels

Sensitization in ferritic stainless steels is usually
caused by the formation of intergranular chromium-
rich carbides (M23C6) and nitrides (M2N).17 Similarly
to austenitic stainless steels, chromium depletion is
the cause for IGC in mildly oxidizing solutions,
and the dissolution of intergranular carbides or
segregated elements causes IGC in solutions with
a high oxidizing power.17,18 Rapid precipitation of
intergranular carbides has been reported to occur in
the sensitization temperature regime between 430
and 930 �C,17 but annealing in excess of 930 �C, fol-
lowed by rapid cooling, cannot prevent sensitization.
This occurs due to significantly faster diffusivities of
chromium, carbon, and nitrogen in ferrite compared
to austenite.17,19 For IGC resistance, desensitization
treatments between 700 and 800 �C can be used to
replenish the chromium depleted regions.17 The
addition of stabilizing elements, in the form of tita-
nium or niobium, is also common practice to prevent
IGC in these materials.

The susceptibility of martensitic stainless steels to
IGC is a strong function of the microstructure
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condition, and is dependent on the preceding thermal
history. Peak hardened microstructures after quench-
ing have an increased resistance to IGC. An increased
sensitivity to IGC has been reported after temper
annealing at temperatures between 450 and 650 �C,
due to the precipitation of intergranular carbides.1,19,20

Exposure of martensitic stainless steels to tempera-
tures in excess of 700 �C equilibrates local differences
in the chromium content, leading to desensitization.1

Austenitic–ferritic (duplex) stainless steels contain
�50% ferrite and�50% austenite and usually have a
good resistance to IGC. These alloys possess higher
chromium contents (above 20%), with carbon con-
centrations far below 0.03%, and modern duplex
stainless steels have insufficient carbon for sensitiza-
tion. Susceptibility of duplex stainless steels is fre-
quently associated with the presence of a critical
fraction of austenite–ferrite interfaces.21,22 In the
presence of sufficient carbon, these interfaces are
prone to carbide precipitation after short exposure
times, due to rapid diffusion of carbon and chro-
mium in ferrite. Narrow chromium depletion regions
form at the austenitic side of the interface, due to the
slower diffusion kinetics of chromium in austen-
ite.21,22 Sensitization is not confined to ferrite–
austenite interfaces, and chromium depletion also
occurs at austenite–austenite boundaries. Desensiti-
zation proceeds faster than in austenitic stainless
steel, and duplex stainless steels can undergo rapid
healing of chromium depleted regions. Generally,
intergranular carbide precipitation occurs at tem-
peratures between 450 and 850 �C,4 with solution
annealing usually carried out at temperatures in
excess of 1000 �C. Duplex stainless steels also
undergo complex precipitation and decomposition
reactions, with the formation of intermetallic phases
such as s-phase and w-phase.16,20 These intermetallic
phases are rich in chromium and molybdenum, usu-
ally nucleate at grain boundaries, and can cause local
element depletions, rendering duplex stainless steels
susceptible to IGC.

Precipitation hardenable stainless steels, such as
the martensitic 17-4 PH grade (17%Cr/4%Ni/4%
Cu) derive their strength from the nucleation of
intermetallic strengthening phases on ageing. These
strengthening phases are typically soluble in austen-
ite, and precipitate on the formation of martensite.
Fully austenitic alloys are also available, which are
strengthened by intermetallic precipitates, such as
Ni3Ti. Sensitization in these materials typically
occurs on heat treating and reversion of martensite
into austenite, often associated with the HAZ after

welding.1 Precipitation hardenable stainless steels are
susceptible to sensitization similar to their austenitic
counterparts, with temperatures up to �850 �C.

2.06.2.3 Nickel and Nickel Alloys

Structural nickel alloys can broadly be grouped
according to their main compositional constituents,
comprising nickel–chromium–iron alloys (Ni–Cr–Fe),
nickel–chromium–molybdenum alloys (Ni–Cr–Mo),
and nickel–molybdenum alloys (Ni–Mo).1,3,4 These
alloy systems behave similarly to austenitic stainless
steels, and the main alloying elements for improved
IGC resistance are chromium andmolybdenum. Chro-
mium gives resistance in oxidizing media, whereas
molybdenum increases the resistance in reducing
media. Nickel has a low solubility of carbon, and even
concentrations below 0.03% can cause sensitization
due to the precipitation of chromium-rich carbides.
Chromium nitrides and the presence of certain inter-
metallic phases can also cause sensitization, as well as
segregated elements, such as sulfur or phosphor. For
instance, IGC in pure nickel can occur through the
presence of sulfur segregation at grain boundaries, with
the extent dependent on the grain boundary crystallo-
graphic structure and the exposed environmental
condition.23

Ni–Cr–Fe1,3,4 alloys are the largest group of
nickel-based alloys. The chromium content typically
varies from 15% in the basic grades, for example,
alloy 600, to far in excess of 30% in the higher-
alloyed materials, such as alloy 690. For increasing
the corrosion and pitting resistance, 2–3% molybde-
num and copper are frequently added. Molybdenum
bearing alloys, however, can develop complex car-
bides and intermetallic phases. Depending on the
carbon content, Ni–Cr–Fe alloys are susceptible to
sensitization in the temperature range between 450
and 850 �C, forming carbides of type M23C6 and
M7C3. Solution annealing with fast quenching rou-
tines can be used to prevent sensitization.

Ni–Cr–Mo1,3,4 alloys have a higher resistance to
localized corrosion, due to the presence of increased
concentrations of molybdenum, typically between
10% and 20%, such as alloy 22. The combination of
high chromium and increased molybdenum contents
make these alloys highly resistant to a broad spec-
trum of oxidizing and reducing environments. In
contrast, the presence of molybdenum creates more
complex carbides and intermetallic phases. Sensitiza-
tion depends on the carbon content, but can occur
between 600 and 1150 �C. The microstructure
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nucleates carbides of type M6C, M23C6, and M2C,
producing regions depleted in chromium and molyb-
denum. Solution annealing only becomes effective at
temperatures in excess of 1220 �C.4 Additional ele-
ments such as copper, tantalum, and tungsten are
often incorporated to improve the corrosion resistance.

Ni–Mo3 alloys typically contain 25–30% molyb-
denum, and can form ordered intermetallic phases of
the types Ni4Mo and Ni3Mo. These alloys have an
excellent resistance to reducing media, and IGC
occurs in regions depleted of molybdenum. Inter-
granular carbides, such as M2C, M6C, M12C, can
also form. To prevent sensitization, materials with
carbon contents below 0.005% are utilized. Knife-
line attack can occur if these alloys are heated in
excess of 1250 �C.3

2.06.2.4 Other Metals and Alloys

Most metals and alloy systems are susceptible to
IGC, and a few examples of different alloy systems
are briefly summarized. Copper is susceptible to IGC
with exposure to certain etching solutions, such as
mixtures of hydrochloric and acetic acid, as well as in
solutions containing high concentrations of ammo-
nia.24 Brass is intergranularly attacked by ferric sulfate
and cobalt sulfate,24 and iron is susceptible to IGC in
ammonium nitrate solutions.25 Pure zinc,26 containing
small amounts of lead, tin, aluminum, or other impu-
rity elements, shows a strong sensitivity to IGC when
exposed to hot water or steam environments. Zinc
alloys with 4% and 12% aluminum also suffer from
IGC in concrete, which is mostly attributed to the
segregation of impurity elements and the formation
of aluminum rich grain boundary phases.26 Zirconium
shows IGC after immersion in high concentrations of
hydrochloric acid containing small amounts of oxidi-
zers, such as ferric- or cupric-ions.27 More examples of
localized attack can be found in the individual material
sections of this book.

2.06.3 Intergranular Corrosion
Testing

Intergranular corrosion testing is carried out either
under real service conditions, in simulated service
environments, or in accelerated test environments.
Accelerated tests are required to rank exposed mate-
rials in a similar order as exposure to real service
environments. However, the rates of degradation in
these tests may not have any relation to the actual

service environment. For accelerated IGC testing,
numerous standard practices and test methods are
available, but IGC testing can also be carried out in
nonstandardized environments. Calculated corrosion
rates after IGC exposures are based on the same
principles as for general corrosion, implying a homo-
geneous dissolution. Localized attack must be reported
separately.

2.06.3.1 Standard Practices and Test
Methods

A range of standard practices and test methods for the
assessment and ranking of IGC behaviors are avail-
able, and have been published under the auspice of
different organizations and institutions. These
include the International Standard Organization
(ISO),28–33 the National Association of Corrosion
Engineers (NACE) and the American Society for
Testing Materials (ASTM).10,34–41 A large number
of national standards are also available. In this sec-
tion, ASTM and ISO standards for assessing the IGC
behavior of aluminum alloys, stainless steels, and
nickel alloys are summarized. Table 1 gives the stan-
dard practices for IGC of aluminum alloys, Table 2
for IGC testing of stainless steels and Table 3 for
nickel alloys. Exfoliation tests for aluminum alloys
are also included in Table 1.

IGC tests in Table 1 dissolve specific material
constituents that are characteristic of individual alu-
minum alloys. The tested specimens are either
assessed with weight loss measurements, in the case
of exposure to nitric acid (ASTM G 67),38 or using
metallographic sectioning methods. Both exfoliation
tests in Table 1 are assessed by visual examination of
the exposed surfaces. IGC tests in chloride contain-
ing solutions (ISO 11846, ISO 15329)32,33 produce,
with anodic polarization, a localized breakdown of
the passive film, which results in either intergranular
or intragranular pit initiation sites. The location of
these initiation events is then used for material dis-
crimination, with intergranular sites identifying IGC
susceptible materials. Further analysis may also com-
prise an assessment of the extent of intergranular
attack, in order to categorize the material with sus-
ceptibility ratings. Information about the influence of
individual alloying elements, changes in electrolyte
concentrations, or the influence of exposure para-
meters can be found in the literature, including the
ASSET42 (ASTM G 66),41 EXCO42 (ASTM G 34),34

nitric acid43 (ASTMG67),38 and chloride/peroxide14

(ASTM G 110/ISO 11846)33,36 test.
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IGC tests for austenitic, ferritic, and duplex stain-
less steels are summarized in Table 2. Two different
test methods are typically distinguished, on the basis
of either material quality testing or sensitization pro-
pensity testing. The later assessment involves the expo-
sure of materials to short sensitization heat treatments
before IGC testing, with the aim to provide informa-
tion about the propensity of the material to develop a
sensitized grain boundary network. Material quality
testing is typically carried out without any additional
heat treatment. The IGC tests in Table 2 are assessed
either with weight loss measurements (ASTM A 262 –
Method B, C, F and ISO 3651-1),10,29 or by visual
inspection of the exposed specimen surface after bend-
ing (ASTM A 262 – Method E and ISO 3651-2).10,30

Bending tests only provide a qualitative measure of the
IGC susceptibility, and these test environments are
typically less aggressive. Metallographic sectioning
can also be used for further susceptibility discrimina-
tion. Tests summarized in Table 2 are all sensitive to
intergranular chromium depletion, but individual tests
also show sensitivities to chromium-rich phases,
molybdenum-depletion around s-phase, or other
microstructural constituents, such as end-grains.

The oxalic acid test in Table 2 is an electrolytic
screening test, and is used for rapid assessment of cast
and wrought austenitic (ASTM A262 – Method A)10

and ferritic (ASTM A763 – Method W)39 stainless
steels. The recommended current density and expo-
sure time severely over-etch the microstructure, in
order to facilitate a simple microstructure suscepti-
bility classification.17 The test reveals chromium
depleted regions in the vicinity of sensitized bound-
aries or intermetallic phases.17 Experiments with
pure chromium have also indicated an attack of chro-
mium rich phases,22 making the oxalic acid test suit-
able for accepting resistant materials, but not for the
rejection of susceptible material heats.17 The oxalic
acid test discriminates three different microstructure
conditions comprising, (i) an IGC resistant step-like
microstructure, (ii) a dual microstructure, containing a
mixture of stepped and ditched grain boundaries, and
(iii) a ditched structure, associated with deep, grain-
surrounding etch trenches. Figure 8 compares these
classifications for a wrought austenitic stainless steel
plate. The standard oxalic acid test yields only qualita-
tive information, but quantitative information about
the attacked grain boundary network can also be
extracted. The extent of susceptible grain boundaries
can be determined, for instance, by using the oxalic
acid test in conjunction with image analysis methods,
or with mean linear intercept procedures. These
assessments can provide valuable information to quan-
tify material susceptibilities.

Table 1 ASTM and ISO practices for IGC and exfoliation testing of aluminum alloys

Standard Test solution Materials Nature of attack Duration /
temperature

ASTM G 34
(2001)

Sodium chloride, potassium
nitrate, nitric acid -EXCO-

Wrought; AA2XXX, AA7XXX Exfoliation �48–96 h/25 �C

ASTM G 66

(1999)

Ammonium chloride,

ammonium nitrate,

ammonium tartrate,
hydrogen peroxide

-ASSET-

Wrought, AA5XXX (>2%Mg) Exfoliation 24h/65 �C

ASTM G 67
(2004)

Nitric acid
-NAMLT-

Wrought, AA5XXX (Al–Mg;
Al–Mg–Mn)

GB precipitation
(Al3Mg2)

24 h/30 �C

ASTM G 110

(2003)

Sodium chloride, hydrogen

peroxide

Wrought þ cast; AA2XXX,

AA6XXX, AA7XXX

GB precipitation >6 h/30 �C

ISO 11846
(2008)

(Method A) sodium chloride,
hydrogen peroxide

Wrought þ cast; AA2XXX,
AA6XXX, AA7XXX

(Method A–C) GB
precipitation

>6 h/30 �C

(Method B) sodium chloride,

hydrochloric acid

Wrought þ cast; Solution

heat-treatable Aluminum

alloys

24h/RT

(Method C) anodic

polarization in sodium

chloride

Aluminum–lithium alloys Polarization/RT

ISO 15329

(2008)

Sodium chloride Wrought þ cast; Solution

heat-treatable AA2XXX,

AA6XXX, AA7XXX, AA8XXX

GB precipitation Polarization/RT

RT = Room temperature, GB = Grain boundary.
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The ferric sulfate–sulfuric acid test is manifest in a
broad range of standard procedures (such as ASTM
A262 – Method B), and can be used to detect chro-
mium depletion in austenitic, ferritic and duplex
stainless steels (Table 2), as well as in nickel–
chromium and nickel–chromium–molybdenum based
alloys (Table 3). Generally, an increase in the sulfuric
acid concentration from 10% to 60% significantly
increases the corrosion rate in this test,17 whereas the
ferric sulfate functions as an inhibitor for stainless steel
corrosion.17 It is therefore recommended to regularly

replenish ferric sulfate, to maintain passive conditions
and avoid excessive general corrosion.17

Nitric acid IGC tests, such as ASTM A 262 –
Method C (Huey),10 are highly oxidizing and attack
chromium depleted regions, regions with segregated
impurity or alloying elements, as well as exposed end
grains. After deformation, attack at slip bands has also
been reported.1 Experiments with pure chromium also
indicated that the nitric acid test readily attacks chro-
mium rich phases.22 The accumulation of hexavalent
chromium ions, typically brought about by leachingout

Table 2 ASTM and ISO practices for IGC testing of stainless steels10,29,30,39

Standard Test solution Materials Nature of attack Duration/
temperature

ASTM A 262

(2008)

(Method A) 10% Oxalic

acid or ammonium
persulfate

(Methods A–C, E)

Wroughtþcast;
austenitic SS

(A) Chromium depletion end

grains

Polarization/

RT

(Method B) Ferric sulfate,

50% sulfuric acid
-STREICHER-

(B) Chromium depletion s-phase
in TiþNb stabilized and Cr–Ni–
Mo containing SS

120h/boiling

(Method C) 65% Nitric

acid

-HUEY-

(C) Chromium depletion

s-phase in Cr–Ni–Mo

containing SS, end-grains

240h/boiling

(Method E) Copper,

copper sulfate, 16%

sulfuric acid

(E) Weldments (E) Chromium depletion 24h/boiling

-STRAUSS-
(Method F) Copper,

copper sulfate, 50%

sulfuric acid

(F) Cast austenitic SS (F) Chromium depletion in

Cr–Ni–Mo containing castings

120h/boiling

[*(Method D) 10% Nitric

acid, 3% hydrofluoric

acid]

(D) Type 316, 316L, 317,

317L

(D) Chromium depletion 4 h/70 �C

-WARREN-
ASTM A 763

(2004)

(Method W) 10% Oxalic

acid

(Methods W–Z) Ferritic SS (Methods W–Z) Chromium

depletion

Polarization/

RT

(Method X) Ferric sulfate,

50% sulfuric acid

(X) Intermetallic phases in Ti/Nb

stabilized SS

24–120h/

boiling
(Method Y) Copper,

copper sulfate, 50%

sulfuric acid

96–120h/

boiling

(Method Z) Copper,
copper sulfate, 16%

sulfuric acid

(Z) Weldments 24h/boiling

ISO 3651-1
(1998)

65% Nitric acid
-HUEY-

Wroughtþ cast; austenitic
and duplex SS

Chromium depletion 240h/boiling

ISO 3651-2

(1998)

(Method A) Copper,

copper sulfate, 16%

sulfuric acid
-STRAUSS-

(Methods A–C) Wroughtþ
cast þ weldments; (A)

Austenitic, ferritic,
duplex SS #

(Methods A–C) Chromium

depletion

20 � 5 h/

boiling

(Method B) Copper,

copper sulfate, 35%

sulfuric acid

(B) Austenitic, duplex SS # 20 � 5 h/

boiling

(Method C) Ferric sulfate,

40% sulfuric acid

(C) Austenitic, ferritic,

duplex SS #

20 � 5 h/

boiling

*Excluded from ASTM A262, # Material range defined in standards, SS¼Stainless steel.
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from dissolved second phases, significantly increases
the corrosion rate in this solution.17,22

The copper sulfate–16% sulfuric acid IGC test
(Strauss) was initially recommended for the assess-
ment of stainless steels with test durations of several
hundreds of hours.17 For accelerated testing, either
metallic copper, or an increased concentration of
sulfuric acid can be utilized.17 Synergistic effects of
the addition of higher concentrations of sulfuric acid
and the contact to copper are utilized for IGC testing
of cast stainless steels, such as ASTM A262 – Method
F.10 In sulfuric acid, cupric ions function as an
inhibitor.17

The IGC resistance of stainless steels in mildly
oxidizing solutions is a function of the chromium
content, as shown in Figure 5.44 An increase in the
chromium content reduces the active–passive transi-
tion current density and enlarges the passive regions
which makes passivation easier. In highly oxidizing
solutions, such as boiling nitric acid, the presence of
intermetallic phases and the segregation of solute
atoms at grain boundaries also play a very important
role. Annealed, nonsensitized stainless steels,2,45 as
well as pure nickel23 and nickel alloys3 have been
found to undergo IGC in these highly oxidizing
environments. Figure 9 gives a schematic summary
of an anodic polarization curve for austenitic stainless
steel in sulfuric acid with superimposed potential
regions of the ASTM A 26210 tests. The oxalic acid
test is not shown, and would be located at a potential
higher than the Huey test.

IGC tests for nickel alloys are summarized in
Table 3. These tests are restricted to a range of
alloy groups comprising alloy 600, alloy 625, alloy

800, alloy 825, and alloy C-276. A list of susceptible
materials is given in the corresponding standard prac-
tices. Evaluation of the IGC susceptibility is carried
out by visual examination after bending (ISO 9400 –
Method B),28 or with weight loss measurements.
Additional metallographic examinations are gener-
ally recommended. It is also recommended to com-
pare differences in the measurements of weight loss
to material reference conditions, since variations in
composition and thermomechanical process history
may exert a large effect on determined corrosion
rates. This is also reflected in differences in the
recommended exposure durations, which vary with
alloy composition (ASTM G 28).35

2.06.3.2 Microstructure Screening

Metallographic etching procedures can be used for
rapid first principle assessments of IGC susceptibil-
ities. This requires knowledge of individual micro-
structure constituents attacked by the metallographic
etching procedure and, more importantly, whether
there exists a relationship between these constituents
and the real IGC behavior. For instance, a typical test
for aluminum–magnesium alloys (5XXX) is the ortho-
phosphoric acid etch. This etch highlights intermetal-
lic b-phase (Al3Mg2) precipitates, and has been used to
gain information for exfoliation testing.42

2.06.3.3 Degree of Sensitization Testing

For characterizing the degree of sensitization, (i) the
length of grain boundaries with chromium depletion,
(ii) the width of the depleted zone, and (iii) the

Table 3 ASTM and ISO practices for IGC testing of nickel-based alloys. (GB¼Grain boundary/#Material range defined in

standards)28,35

Standard Test solution Materials Nature of attack Duration/
temperature

ASTM G 28

(2008)

(Method A) Ferric sulfate,

50% sulfuric acid

Wroughtþweldments; Ni-based,

Cr-bearing alloys #

GB precipitates 24–120h/

boiling

(Method B) Sulfuric acid,

hydrochloric acid, ferric
chloride, cupric chloride

Wrought; Ni-base, Cr-bearing

alloys #

GB precipitates 24 h/boiling

ISO 9400

(1996)

Method (A) Ferric sulfate,

50% sulfuric acid

Ni–based, Cr-based alloys # GB precipitates 24–120h/

boiling
ISO 9400

(1996)

Method (B) Copper, copper

sulfate, sulfuric acid

Wroughtþweldments; Ni-based,

Cr-bearing alloys #

GB precipitates,

excluding w-,
s-phase, TiCþTiN

� 24h/boiling

Method (C) Hydrochloric
acid

High Mo-containing Ni and Ni–Cr
base alloys #

GB Precipitates, Mo
depletion

168 h/boiling

Method (D) Nitric acid Wrought; Ni-based, Cr-bearing

alloys #

GB Precipitates, w-,
s-phase, TiCþTiN

� 48h/boiling
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minimum chromium concentration should be taken
into consideration. For this purpose, a number of
electrochemical test methods to quantify the degree
of sensitization in stainless steels and nickel-base

alloys are available.20 Electrochemical tests are typi-
cally considered to be more sensitive for measuring
the whole spectrum of sensitization, including lightly
to severely sensitized materials. A saturation of the
discriminating power, however, has been reported at
high degrees of sensitization.46 IGC tests based on
weight loss or surface fracture measurements (i.e.,
Tables 2 and 3) are more sensitive to medium and
high degrees of sensitization, but can generally not
discriminate low to medium degrees of sensitization.

Three electrochemical test methods are typically
used for the assessments of the degree of sensitiza-
tion, as summarized in Table 4. These test comprise
(i) the electrochemical reactivation (EPR)37 test, (ii)
the double-loop electrochemical potentiokinetic reac-
tivation (DL-EPR)47 test, and (iii) Cihal’s DL-EPR31

test. All tests are based on similar principles, but differ
in the way the data are analyzed. Figure 10(a) shows
EPR curves for a sensitized and non-sensitized stain-
less steel and Figure 10(b) shows a DL-EPR curve for
a sensitized stainless steel with characteristic para-
meters. All three methods for quantifying the degree
of sensitization are based on measuring the reactiva-
tion current density (ireactivation) in a solution of sulfuric
acid and thiocyanate. The thiocyanate functions as a
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Intergranular

corrosion

Figure 9 Schematic polarization curve of an austenitic
stainless steel in deaerated sulfuric acid with superimposed

potential regimes for the ASTM A 262 test methods.

Potentials are given versus the normal hydrogen electrode
(NHE, Eh). Reproduced from Osozawa, K.; Bohnenkamp, K.;

Engell, H.-J. Corros. Sci. 1966, 6, 421–433.

(a)

(b)

(c)

Figure 8 Optical micrographs of a Type 304 austenitic

stainless steel after IGC screening in 10wt% oxalic acid.

Micrograph (a) shows a stepped, (b) a dual, and (c) a ditched
microstructure.
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depassivator, and increases the anodic dissolution dur-
ing the anodic sweep, as well as the grain boundary
attack during the reactivation sweep.47 On sensitized
material, the breakdown of the passive film on chro-
mium depleted areas leads to the reactivation peak, but
on nonsensitized material, the passive film remains

virtually intact, and either no or only a small increase
in reactivation current density is observed. The maxi-
mumheight (ireactivation – current density) and area (Q –
charge density) under the reactivation curve is a quan-
titative measure of the degree of sensitization
(Figure 10).

Table 4 Methods for detecting and quantifying the degree of sensitization in stainless steels and nickel alloys31,37,47

Method Test solution Materials Assessments

ASTM G 108 (2004) 0.5M Sulfuric acidþ0.01M KSCN Type 304/Type 304L Qreactivation and ireactivation
-EPR Test- (Qreactivation/GB area)
ISO 12732 (2006) 0.5–2.5M Sulfuric acidþ 0.001–

0.05M KSCN

Stainless steels Ratio¼ (ireactivation/ianodic)

-Cihal’s DL-EPR Method- Nickel alloys Ratio¼ (ireactivation/GB area)/

(ianodic/Specimen area)

Ratio¼ (Qreactivation/GB area)/
(Qanodic/Specimen area)

DL-EPR 0.5M Sulfuric acidþ0.01M KSCN Type 304 Ratio¼ (ireactivation)/(ianodic)

GB¼Grain boundary, i reactivation¼Maximum reactivation current density,Q reactivation¼Reactivation charge density,Q anodic¼Anodic charge
density.

–0.50

–0.50 –0.40 –0.30 –0.20 –0.10 0 0.10 0.20 0.30

1.00E–06

1.00E+00

1.00E–01

1.00E–02

1.00E–03

1.00E–04

1.00E–05

1.00E–06

1.00E–05

1.00E–04

1.00E–03

1.00E–02

1.00E–01

1.00E+00

–0.40 –0.30 –0.20 –0.10 0 0.10 0.20 0.30

Potential, E [V vs SCE]

Lo
g 

cu
rr

en
t d

en
si

ty
 (

A
cm

–2
)

ireactivation

Ecorr

(b) Nonsensitized

(a) Sensitized

Passivation
(2 min)

Lo
g 

cu
rr

en
t d

en
si

ty
 (

A
cm

–2
)

ianodic

ireactivation

Q-charge
density

Ecorr

Potential, E [V vs SCE](b)

(a)

Figure 10 (a) Schematic diagram of an EPR test for sensitized (curve a) and non-sensitized (curve b) stainless steel.
(b) Schematic diagram of a DL-EPR test with characteristic parameters. (ECorr¼corrosion potential, ianodic¼maximum

anodic current density, ireactivation¼ reactivation current density, Q¼charge density.)
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The EPR test is a standard test method (ASTM
G 108),37 often referred to as the single-loop EPR
test (SL-EPR). Evaluation of the degree of sensitiza-
tion is carried out after an initial passivation treat-
ment (þ0.2 VSCE for 2min), by measuring the
maximum reactivation current (ireactivation) or charge
density (Q). The reactivation charge density can also
be normalized to the grain size, and gives a measure
of attacked grain boundary area. After testing, the
specimen has to be examined under an optical micro-
scope, to determine whether the measured reactiva-
tion current is derived from chromium depleted
regions at the grain boundaries, and not from intra-
granular pitting. A major drawback of this test is its
sensitivity to material composition, thermomechani-
cal process history, surface finish, and nonmetallic
inclusions.37

An advanced version of the EPR tests is the
double-loop technique (DL-EPR)47 for Type 304
stainless steels. This test has frequently been used
due to its ease of application. The degree of sensiti-
zation is determined with the maximum reactivation
current density (ireactivation) divided by the maximum
anodic current density (ianodic), without assessment of
the grain boundary area. For an improved correlation
between results derived from the DL-EPR and the
EPR test, however, it is recommend to normalize the
reactivation current density by the grain boundary
area.47 The DL-EPR test is not sensitive to the sur-
face finish of the specimen, since the anodic sweep
causes a general dissolution of the test surface.

A modified version of the DL-EPR test, based
on Cihal’s method, has been incorporated as a stan-
dard test method (ISO 12732).31 This test is applica-
ble for a broad range of stainless steels, including
supergrades, as well as for certain nickel-base alloys.
For this purpose, the sulfuric acid and thiocyanate
concentrations can be tailored (Table 4). The assess-
ment of Type 304 stainless steel is carried out with the
same test parameters and solution concentrations as
used for the EPR and DL-EPR tests. Cihal’s test is
assessed with the ratio of the reactivation current den-
sity, divided by the grain boundary area, and the maxi-
mum anodic current density, divided by specimen area.
This accounts for a general dissolution of the surface
during the anodic sweep, in relation to the dissolution
of the sensitized grain boundary area during the reacti-
vation sweep. The same assessment can also be carried
out by using the charge densities instead of current
densities. For comparing sensitized materials with sim-
ilar grain sizes, the ratio between the maximum reacti-
vation current density (ireactivation) and the maximum

anodic current density (ianodic) can also be employed,
similar to the DL-EPR test.47 A comparison of typical
values for the EPR,DL-EPR, andCihal’s test is given in
corresponding literature sources.31,47
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Abbreviations
C.D. Current density

FS Full scale

IR Potential drop due to a current across a

resistance

LCS Low carbon steel

MRE Meals ready to eat

SS Stainless steel

Symbols
A Cross-sectional area

Ba Anodic Tafel slope

Bc Cathodic Tafel slope

dE/di Local slope of the polarization curve

EA Potential of material A

EAB Coupled potential of materials A and B

EB Potential of material B

E Potential

Ecorr Corrosion potential

Ecouple Coupled potential

E(H+/H2) Potential of the reaction between

hydrogen ions and hydrogen gas

E(M/M+) Potential of the reaction between metal

M with its ions

E(N/N+) Potential of the reaction between metal

N with its ions

Epp Primary passivation potential

i Current density
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i0 (H2/M) Exchange current density for the reaction

of hydrogen gas on metal M

i0 (H2/N) Exchange current density for the reaction

of hydrogen gas on metal N

i0 (M) Exchange current density for the reaction of

metal M with its ions

i0 (N) Exchange current density for the reaction of

metal N with its ions

icc Critical current density

icorr (couple) Current exchanged between all

anode and cathode reactions

icorr(M) Corrosion rate per unit area of metal M

icorr (N) Corrosion rate per unit area of metal N

icorr Corrosion current density

lcorr Total corrosion current

lmeasured Measured galvanic current

ip Passive current density

I Current

IAB Coupled current between materials A and B

Ianodic Total anodic current

Iapplied Total applied current

Icathodic Total cathodic current

Itotal Total current

L Length

n Number of electrons exchanged in a reaction

R Resistance

W Wagner number

r Resistivity

2.07.1 Introduction

Galvanic corrosion, also known as bimetallic corro-
sion, is a common mode of corrosion failure that is,
for the most part, entirely preventable by proper
corrosion design. It is the aim of this chapter to pro-
vide the reader with the knowledge and data to aid in
recognizing this form of corrosion when it occurs and
making the right design decisions to prevent it.

The ASTM International Committee G01 on
Corrosion of Metals defines galvanic corrosion as
‘‘accelerated corrosion of a metal because of an elec-
trical contact with a more noble metal or nonmetallic
conductor in a corrosive environment.’’1 NACE
International defines galvanic corrosion as ‘‘corrosion
associated with the current resulting from an electri-
cal coupling of dissimilar electrodes in an electro-
lyte.’’2 International Organization for Standards
(ISO) defines galvanic corrosion as ‘‘Corrosion due
to the action of a corrosion cell [a short-circuited
combination of different electrodes connected in

series with an ionic conductor].’’3 Other organiza-
tions that have definitions for galvanic corrosion
include The Electrochemical Society, the American
Water Works Association, The American Chemical
Society, and others. What these definitions all have in
common is that galvanic corrosion involves the elec-
trical interaction of at least two different metals or
nonmetallic conductors in an environment that
accelerates the corrosion of at least one of them.
The common factors are dissimilar metals, electrical
contact, and a conductive electrolyte in contact with
them. If any of these factors is absent, galvanic corro-
sion cannot occur.

Galvanic corrosion accelerates the normal corro-
sion of a metal in an electrolyte. Even without gal-
vanic corrosion, metals may suffer from uniform
corrosion, crevice corrosion, pitting, or other forms
of corrosion. Galvanic corrosion has an accelerating
effect on these other forms of corrosion and, in some
cases, causes a form of corrosion to occur that would
otherwise not be seen.

2.07.2 Electrochemical Theory

When a metal or nonmetallic conductor is immersed
in a conductive solution, or an electrolyte, a series
of reactions takes place that can cause corrosion.
The corrosion reaction itself involves a change in the
charge of the metal atoms from zero in the metal to a
positive value for metal ions in the solution. Because
this is a positive change in charge the reaction is called
an anodic reaction and can be written as:

M ! Mnþ þ ne�

where M¼ some metal atom or ion, and n is a number
typically between 1 and 3 depending on the metal and
electrolyte.

Since this reaction generates free electrons and since
charge neutrality must be maintained, these electrons
must be used up in one or more other reactions where
charge is reduced in order for corrosion to proceed.
These are called cathodic reactions, and the most com-
mon ones found in aqueous environments are:

2Hþ þ 2e� ! H2ðgÞ in acids
2H2Oþ 4e� þ O2ðdissolvedÞ
! 4OH�in neutral or alkaline electrolytes

The progression of the anodic and cathodic reactions,
the flow of electrons, and the ionic motion in the
electrolyte needed to complete the current flow are
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shown in Figure 1 for a piece of iron corroding in
neutral water.

Corrosion cannot proceed unless all of the elec-
trons generated by the anodic reaction are used up by
a cathodic reaction. The balance between these two
reactions leads to each metal, alloy, or nonmetallic
conductor equilibrating at an electrochemical poten-
tial that is unique to that material and electrolyte,
called the corrosion potential. For a given electrolyte,
the corrosion potential of a number of materials can
be listed together. Such a listing, where the materials
are arranged according to ascending or descending
corrosion potential, is called a galvanic series. If two
materials with different corrosion potentials are
immersed in that electrolyte and electrically coupled,
there is a driving force for a current, called the
galvanic current, to flow between them. It is this
flow of current that increases corrosion of the mate-
rial with the more negative potential, called the
anode, while suppressing the corrosion of the more
positive material, called the cathode.

The most common galvanic series is the one
shown in Figure 2 for metals in seawater. Metals

with more negative corrosion potentials are said to
be anodic compared to metals with more positive, or
cathodic, potentials in a galvanic series.

In this case, the corrosion potentials are given as
ranges, since seawater composition can vary and since
corrosion potentials can be influenced by the pres-
ence of corrosion products on the surface of the
corroding metal. Some metals show two bands of
corrosion potentials, one in white and the other in
black. These are metals that can exist in two different
states in seawater, a passive state during which they
are not corroding and an active state when they are
corroding. Each state is associated with a different
range of corrosion potentials. This galvanic series is
only applicable in seawater at a specific temperature
range and flow rate, and should not be applied to
other environments.

Galvanic series are useful to predict which metal
in a pair of electrically connected materials in an
electrolyte, called a galvanic couple, will tend to
have its corrosion rate accelerated by the electrical
contact. The fact that there is a driving force for
current to flow between the dissimilar materials and
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Figure 1 Iron corroding in water. Reproduced from Hack, H. P. Corrosion Testing Made Easy; NACE International:

Houston, TX, 1993; Volume 2.
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Volts versus saturated calomel reference electrode
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Flowing seawater at 2.4–4.0 m s–1 for 5–15 days at 5–30 �C
Dark boxes indicate active behavior of active/passive alloys
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Aluminum alloys

Cadmium

Mild steel, cast iron

Low alloy steel

Austenitic nickel cast iron

Aluminum bronze

Naval brass, yellow brass, red brass

Tin

Copper

Pb–Sn solder (50/50)

Admiralty brass, aluminum brass

Manganeses bronze

Silicon bronze

Tin bronzes (G & M)

Stainless steel–types 410, 416

Nickel silver

90-10 copper–nickel

80-20 copper–nickel

Stainless steel–type 430

Lead

70-30 copper nickel

Nickel–aluminum bronze

Nickel–chromim alloy 600

Silver braze alloys

Stainless steel–types 302, 304, 321, 347

Nickel–copper alloys 400, k-500

Stainless steel–types 316, 317

Alloy “20” stainless steels, cost and wrought

Nickel–iron–chromium alloy 825

Ni–Cr–Mo–Cu–Si alloy B

Titanium

Ni–Cr–Mo alloy C

Platinum

Silver

Nickel 200

Graphite

Figure 2 Galvanic series for metals in seawater with moderate flow. Reproduced from Standard G82: Guide for

Development and Use of a Galvanic Series for Predicting Galvanic Corrosion Performance, ASTM Book of Standards; ASTM
International: West Conshohocken, PA, 2006.
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for the corrosion of the anode in the couple to
increase does not mean, however, that the magnitude
of this current and resulting corrosion will be
significant.

When two dissimilar materials with dissimilar
corrosion potentials are coupled in an electrolyte,
they will each be forced to a common potential
somewhere between the two individual corrosion
potentials. When coupled, materials with similar cor-
rosion potentials have no driving force for causing
galvanic corrosion. However, materials far apart in
potential will not necessarily result in higher galvanic
corrosion rates than materials close together in
potential. The magnitude of current flow and the
increase in corrosion rate due to this coupling are
determined by the tendency of each of the materials
in the couples to deliver current when its potential is
forced to change, called polarization. If a material
delivers little current for a large change in potential,
it is said to have a large polarization resistance, while
if it can deliver a large current for a small enforced
potential change, it is said to have a small polarization
resistance. This is illustrated by plotting the current
produced as a function of applied potential, called a
polarization curve. Examples of polarization curves
for metals with high and low polarization resistances
are shown in Figure 3. In this figure, when the cath-
ode has low polarization resistance and the anode has
high resistance, the couple is said to be under cathodic
control. When the reverse is the case, the couple is
said to be under anodic control, and when the polari-
zation resistances of the anode and cathode reactions
are similar the couple is said to be under mixed
control.

When two materials are coupled in an electrolyte,
the galvanic current flowing between them is deter-
mined by a superposition of the cathodic polarization
curve of the anodic metal with the anodic polarization
curve of the cathodic material, shown in Figure 4. In
this figure, Imeasured is the galvanic current that flows
through the metallic path between the two metals, in
this case copper and iron.

The magnitude of the galvanic current flowing in
a galvanic couple gives a qualitative feel for the
amount of increased corrosion of the anode, but it
is not a good quantitative measure. To understand
why this is so, it is necessary to look at the magni-
tude of the anodic and cathodic reactions that are
occurring on each metal in the couple, both before
the metals are electrically connected and afterwards.
To understand corrosion rates in a galvanic couple,
it is necessary to look at a plot of individual reaction
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Corrosion TestingMade Easy; NACE International: Houston,

TX, 1993; Volume 2.

832 Types of Corrosion in Liquids

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



rates as a function of potential, called an Evans
diagram, for each of the materials in the couple
before they are coupled (Figure 5). This figure
shows the cathodic reaction to be hydrogen produc-
tion, but any cathodic reaction, such as oxygen
reduction, would behave similarly. The corrosion
rate for iron in this diagram is icorr and the corro-
sion potential is Ecorr.

The rate of the anodic reaction increases as the
potential becomes more positive, while the rate of
the cathodic reaction increases as the potential
becomes more negative. The net current flowing to
or from the metal is the difference between these two

currents, or zero at the point where the two curves
cross. Applying a current will force a potential shift to
occur, as shown in the Evans diagram in Figure 6.

When two materials are coupled, the Evans dia-
grams for them are shown in Figure 7.

For two materials in electrical contact, the sum of
all anodic reactions must equal the sum of all
cathodic reactions. Where the anodic sum crosses
the cathodic sum determines the potential of the
galvanic couple, called the coupled potential. Once
this potential is known, the rates of all reactions on
both materials are read from the Evans diagram for
each reaction at that coupled potential. This coupled
potential can also be obtained from polarization
curves, as shown in Figure 4. Figure 8 shows the
polarization curves on an Evans diagram so that the
relationship can be seen. The galvanic current from
the polarization curves is the actual measurable cur-
rent that flows between the two materials, but is not
necessarily directly related to the corrosion rate of
the anode.

In practice, it is difficult to determine the exact
position of all reaction curves on all materials, par-
ticularly in complex environments like seawater. For
this reason, it is more common to determine corro-
sion rates for galvanic corrosion by first determining
the coupled potential using polarization curves, and
then testing the anode material by holding it at that
potential and measuring the actual corrosion rate
experienced.

All the Evans diagrams and polarization curves for
galvanic couples shown above have used either cur-
rent density or total current on the horizontal axis,
assuming that the exposed surface areas of the anode
and cathode metals are the same. The effect of differ-
ent exposed surface areas of the anode and cathode
materials can be examined by realizing that the total
current is just the current density multiplied by the
exposed surface area. Larger exposed areas will shift
the polarization curves to the right for that material.
The effect of this on coupled potential and galvanic
current is shown in Figure 9.

This leads to the conclusion that to minimize
galvanic corrosion small cathode–anode area ratios
are required, or conversely the larger this ratio, the
larger is the galvanic corrosion. This is sometimes
called the catchment area principle. For this reason,
to control galvanic corrosion it is best to paint the
noncorroding cathode, not the corroding anode, con-
trary to what might be inferred at first glance.

Polarization does not always take the form of
straight lines on Evans diagrams. Real polarization
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curves are affected by the formation of corrosion
products and the ability of reactants and reaction
products to move to and from the surface where the
reactions take place. This leads to various polariza-
tion curve shapes, including some that curve back on
themselves, as shown in Figure 10.

Galvanic reactions with materials having these
types of curves can lead to some unusual corrosion

consequences, including having several different sta-
ble corrosion potentials for a given galvanic couple, as
seen in Figure 11.

If more than two materials with different corro-
sion potentials are electrically connected, they can be
analyzed using the same principles as when two
materials are analyzed, that is, using Evans diagrams.
The anode and cathode reaction curves for all three
materials are normalized to the proper surface areas
and then put on the same diagram, together with the
total anodic and total cathodic curves. Then the
intersection point of latter curves defines the coupled
potential. From this coupled potential the corrosion
rate of all three materials can be determined.

Galvanic corrosion can also be affected by electri-
cal or ionic resistances between the two coupled
materials. Electrical resistance can come about if
one of the materials is a poor electrical conductor
or if the contact between them is not made properly.
Ionic resistance occurs because electrolytes are not
perfect conductors, so that high electrolyte resistivity
coupled with a large distance between the anode and
cathode materials can lead to significant resistance
between the anode and cathode. Electrical and ionic
resistance are treated the same when determining
their effect on a galvanic couple. The total circuit
resistance is the product of the galvanic current and
the various resistances, frequently called IR drop. The
effect of IR drop is seen in Figure 12.
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Figure 7 Evans diagram for two materials in electrical contact. Reproduced from Standard G82: Guide for

Development and Use of a Galvanic Series for Predicting Galvanic Corrosion Performance, ASTM Book of Standards;
ASTM International: West Conshohocken, PA, 2006.
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IR drop leads to the anodic and cathodic materials
being at different potentials, with the associated low-
ering of corrosion rate of the anode from the value if
there were no resistance. Low galvanic currents lead
to low IR drop, so this effect is more pronounced on
large structures. Also, larger distances between anode
and cathode lead to larger IR drops, and therefore

lower galvanic corrosion rates. For this reason, in
galvanic couples that are large or where electrolyte
resistance is high, galvanic corrosion rates are highest
on the anode closest to the cathode and drop off as
distance between anode and cathode increases. This
falloff in corrosion rate with distance is one good
method for identifying galvanic corrosion, although
if conductivity is high or distances are small this
dropoff effect may not be observed. This can be
seen in Figure 13.

2.07.3 Examples of Galvanic
Corrosion

One typical example of galvanic corrosion is the use
of dissimilar metal fasteners. When the fastener is
anodic compared to the structure that it is fastening,
the anode-to-cathode ratio is large and the fasteners
will corrode quickly. When the fastener is cathodic
compared to the structure the anode-to-cathode ratio
is small and the corrosion acceleration of the struc-
ture around the fasteners is present but minimal as
long as the electrolyte conductivity is high, as seen in
Figure 14.

Galvanic corrosion also commonly occurs in the
attachment of dissimilar metal piping. Here,
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Figure 11 Triple crossing of anodic and cathodic polarization curves leading to two stable corrosion potentials.
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corrosion of the more anodic pipe will be concen-
trated at the junction with the cathode.

Structures made from dissimilar metals are some-
times joined in soils. This can be inadvertent, such as
when a section of pipe is replaced with a new piece of

pipe, not realizing that the new pipe is frequently
cathodic to the old pipe. The new pipe will therefore
cause the old pipe to corrode faster.

Sometimes in a mixed-metal structure one part
that corrodes quickly will be ‘upgraded’ to a more
corrosion-resistant material. Steel may be replaced
with stainless steel, stainless steel with nickel al-
loys, etc. The more corrosion-resistant material is
frequently cathodic to the other materials in the
structure, causing galvanic corrosion of the structure
close to the parts that were replaced. This makes it
look like the corrosion problem is moving around the
structure, while it is in fact due to lack of attention to
galvanic corrosion in design of the replacement
material.

Tube–tubesheet heat exchangers frequently use
different materials for the tubes than for the tube-
sheet, support structure, or shell. This can lead to
galvanic corrosion of any of these parts, depending on
the particular material combinations chosen.

2.07.4 Benefits of Galvanic
Corrosion

Galvanic corrosion can be beneficial. The potential
and current between dissimilar metals is used in a
sensor for time of wetness in atmospheric corrosion
testing.7 When rainwater or dew is present on the
sensor, a galvanic couple exists, whereas when the
moisture is not present the galvanic couple is not
active. Similar sensors can be buried inside lap joints
or other hard-to-access areas and can be used to
determine whether sufficient moisture is present for
corrosion to occur where it cannot be seen.

Special materials that can generate high galvanic
corrosion currents have been prepared in powder
form. When wetted, these powders result in galvanic
corrosion rates that are so high that significant heat is
generated. This is how meals for the U.S. Armed
Forces, called MREs (meals ready to eat), are heated
in the field: just add water to get a hot meal.

There are other benefits to high galvanic corro-
sion rates. Special corrodible pins, consisting of a
hollow anode with a cathode on the inside, have
been produced in a way that the failure time for the
pin is well characterized. Such pins are used in sea-
water to keep crab and lobster pot buoys submerged
to prevent poaching for a given time period, after
which the buoys are released by corrosion of the pin
and the pots can be retrieved by their owners.
A similar system is used to cause military sonobuoys,

(a)

(b)

(c)

Figure 14 Corrosion of fasteners and base plate in

relation to the anode.6 (a) Base plate is the anode
in high-conductivity water; (b) base plate is the anode in

low-conductivity water; (c) fastener is the anode.

Low conductivity = little or no corrosion

Moderate conductivity = corrosion close to cathode

High conductivity = corrosion more spread out

Cathode
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Figure 13 Concentration of corrosion near cathode as a

function of conductivity. Reproduced from Hack, H. P.

Corrosion TestingMade Easy; NACE International: Houston,
TX, 1993; Volume 2.

Galvanic Corrosion 837

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



used to detect enemy submarines, to sink after their
useful lifetime is exhausted. A corrodible plug is used
for this purpose to allow flooding of the buoy after a
known period of time.

Galvanic corrosion is the basis for the operation of
most batteries. The galvanic current produced by the
couple is put to good use in our toys, cell phones, and
other electronic hardware.

Finally, the cathode in a galvanic couple frequently
has its corrosion rate decreased as a result of the
couple. This is the basis for sacrificial anode cathodic
protection usedwidely in seawater and soils to protect
steel structures. By coupling the steel to a piece of
anodic material such as zinc, aluminum, or magne-
sium, the accelerated corrosion of the anode causes
corrosion of the steel to be reduced. The anode sacri-
fices itself to prevent corrosion of the steel and is
periodically replaced as it is consumed.

2.07.5 Recognizing Galvanic
Corrosion

There is no absolutely certain method of determining
that corrosion seen on a structure is actually galvanic
corrosion, since the action of galvanic corrosion is
usually to accelerate the type of corrosion normally
experienced by the anode material. There are clues,
however, that can help to make the determination.
Galvanic corrosion always involves two materials with
different corrosion potentials electrically connected in
a common electrolyte. Therefore, if two materials with
different corrosion potentials are present in the system
and they are electrically connected in a common elec-
trolyte, this is a strong clue that the corrosion that is
observed is galvanically accelerated. This is particu-
larly true if the anodic material has a small surface area
compared to the cathodic material and the two differ-
ent materials are close together. If both materials are
corroding, then this corrosion is unlikely to be galvani-
cally accelerated.

There is one good indicator for galvanic corrosion,
however. If the anodic material corrodes the fastest
near the cathodic material, and if the amount of
corrosion lessens as distance increases from the cath-
ode, galvanic corrosion is the likely cause. For exam-
ple, if a flange connects two dissimilar metal pipes
and the metal with the more negative corrosion
potential is corroding a lot near the flange and less
far away from the flange, galvanic corrosion is indi-
cated. Thickness loss of the anodic metal near

dissimilar metal lap joints or fasteners is likely to be
due to galvanic corrosion. Some examples of galvanic
corrosion are shown in Figures 15–18.

2.07.6 Predicting Galvanic Corrosion

When designing a structure it is important to take
into account galvanic corrosion either by preventing
it or by predicting where it will occur and how much
metal will be lost over time so that structure lifetime
can be determined and maintenance activities can be
planned accordingly. The methods used to predict
galvanic corrosion include experience with similar
materials and geometries in similar environments, use
of exposure data in similar environments, use of labo-
ratory test data, computer modeling, physical scale

Figure 15 Corrosion of an anodic plate due to cathodic

screws. Reproduced from Copson, H. R. In Corrosion
Resistance of Metals and Alloys, 2nd ed.; LaQue, F. L.,

Copson, H. R., Eds.; Reinhold Publishing: New York, NY,

1963; p 36, Chapter 1.

Figure 16 Corrosion of copper pipe in a stainless-steel
hot water cylinder. Reproduced from Francis, R. Galvanic

Corrosion: A Practical Guide for Engineers; NACE: Houston,

TX, 2001.
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modeling, and numerical calculations such as Wagner
number. Each of these will be discussed below.

2.07.6.1 Experience

The best way to predict galvanic corrosion is to rely
on experience with similar materials in similar geo-
metries under similar environmental conditions to
those of the structure being predicted. If you are
designing a power plant condenser, experience with
other power plant condensers is most useful, whereas
if you are designing a metal roof system for a building,
experience with similar roofing systems is the most
valuable information to use. Locating data for the
exact materials, the exact geometry, and the same
environment can be difficult or impossible, in which
case prediction must be based on another method.

2.07.6.2 Exposure Data

When the exact geometry cannot be found, exposure
data from similar materials in a similar environment
to that of interest can be used instead. The geometri-
cal effects of area ratio and proximity of dissimilar
materials can usually be accounted for in a qualitative
fashion, while computer modeling can sometimes be
used to get more quantitative predictions. Besides

selecting data from the same materials as those of
interest, the most important test variable to consider
is the environment. Galvanic corrosion can be very
different in atmospheric environments, immersion in
seawater or other chemicals, soils, inside concrete
(such as reinforcing bar), etc. Even for atmospheric
exposure, many variables can affect corrosion such as
industrial versus rural, proximity to the sea, rainfall,
humidity, amount of sunshine, and geometrical
effects such as angle of exposure and shielding by
neighboring structures.

2.07.6.3 Laboratory Data

Small-scale exposures of specimens in the laboratory
can sometimes yield valuable information needed
to predict galvanic corrosion. Laboratory tests can
generate data on corrosion potentials, polarization
behavior, and galvanic currents for specific geome-
tries. Information regarding how to measure corro-
sion potentials and generate a galvanic series in a
specific environment is given in a standard guide
from ASTM International.5 There are probably as
many ways to generate polarization curves as there
are investigators, but a good place to start is by gen-
erating either a potentiodynamic scan or a series of
potentiostatic tests. Potentiostatic tests can also give a
measure of the amount of corrosion of a metal as a
function of its potential. Methods for conducting
these tests are beyond the scope of this chapter.

Once corrosion potentials are known for the mate-
rials of interest in the environment of interest, classi-
fication of the material as an anode or a cathode can
be made. Superposition of a cathodic polarization
curve of the anode metal with an anodic polarization
curve of the cathode material, with suitable scaling
for relative surface areas, can generate information on
the potential of the couple. Assuming no IR drop, this
potential is the potential of both of the materials in
the couple. Using potentiostatic corrosion rate data at
this potential, the corrosion rate of the anode can be
determined. This process of predicting galvanic corro-
sion rate from laboratory data is shown in Figure 18.

2.07.6.4 Computer Modeling

Computer modeling, specifically boundary element
modeling and to a lesser extent finite element model-
ing, can be used to predict the amount and distribution
of galvanic corrosion on a complex structure. The
computer requires input of a detailed geometrical

Figure 17 Corrosion of a carbon steel weld in piping

carrying partially deaerated seawater. Reproduced from

Francis, R. Galvanic Corrosion: A Practical Guide for
Engineers; NACE: Houston, TX, 2001.
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model of all surfaces exposed to the environment, the
ionic conductivity of the environment, and the polari-
zation curves for all of the materials involved. The
latter is the most difficult data to obtain, since in
many real situations polarization curves vary as a
function of time and potential. Nevertheless, some
excellent modeling has been conducted for large
structures in seawater, mostly related to sacrificial
anode cathodic protection (the opposite of galvanic
corrosion) but to a lesser extent to galvanic corro-
sion.8–21 Examples are shown in Figures 19 and 20.

2.07.6.5 Physical Scale Modeling

Physical scale modeling of complex structures has
also been used to predict the amount and distribution
of galvanic corrosion and cathodic protection.22–25

Known by some investigators as dimension and con-
ductivity scaling (DACS), proper scale modeling of
corrosion processes involves increasing the resistivity
of the environment by a factor equal to the dimen-
sional scale factor. For example, a 1:10 scale model

must be tested in an environment that has 10 times
the resistivity of the full-scale environment, as seen in
Figure 21.

2.07.6.6 Wagner Number

The Wagner number is the ratio of the polarization
resistance of the materials of interest to the resistivity
of the environment, expressed as the slope of a polar-
ization curve.12,26,27 It can be expressed as

W ¼ ðdE=diÞ=R ½1�
where dE/di is the local slope of the polarization
curve of the metal of interest and R is the resistivity
of the electrolyte.

If the Wagner number is large, galvanic current
will flow far from the interface between anode and
cathode, whereas if the Wagner number is small
galvanic current will be more localized near the
joint. Thus, large Wagner numbers are indicative of
uniform distribution of galvanic corrosion, while
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Figure 18 Predicting galvanic corrosion rate from potentiostatic data. Reproduced from Hack, H. P. Corrosion Testing
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small Wagner numbers indicate localized galvanic
corrosion. The effect of Wagner number is shown in
Figure 22.

2.07.7 Prevention

There are several ways to minimize or prevent gal-
vanic corrosion. These include design changes, elec-
trical isolation, electrical insulation, exclusion of the
environment, increasing IR drop, anode-to-cathode
area ratio control, corrosion inhibitors, cathodic pro-
tection, and counter-current devices. Each of these
corrosion control methods seeks to reduce or elimi-
nate one of the requirements for galvanic corrosion to
occur: materials with dissimilar corrosion potentials,
metallic pathway, and ionic pathway.

Design changes can be made to minimize or elim-
inate contact of dissimilar metals. One such change is
the use of a galvanic strip, shown in Figure 23. Use of
this strip forces the dissimilar metal contact to occur
in a metallurgically bonded transition material where
water has limited access.

Electrical isolation eliminates galvanic corrosion
by removing the metallic pathway between the dis-
similar materials. This is usually accomplished with
nonconductive spacers, gaskets, washers, and sleeves.
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Figure 19 Computer-predicted potential distribution on a 48-ft barge with sacrificial anodes (half model). Reproduced from

Hack, H. P.; Janeczko, R. M. Verification of the boundary element modelling technique for cathodic protection of large ship

structures, CARDIVNSWC-TR-61–93/02, Naval Surface Warfare Center Carderock Division, Bethesda, MD, December 1993.

Figure 20 Computer prediction of potential profiles on
cathodically protected K joint on offshore oil platform.

Reproduced from Adey, R. A.; Niku, S. M. In Galvanic

Corrosion; Hack, H. P. Ed.; ASTM International: West
Conshohocken, PA, 1988; ASTM STP 978, pp 96–117.
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Typical methods for providing electrical isolation in
a bolted joint are illustrated in Figure 24.

Commercial isolation devices are also available
for pipelines from several manufacturers. The mate-
rial that is used for isolation must be electrically
nonconductive, so carbon-bearing rubbers cannot be
used. It does not matter whether the isolation mate-
rial absorbs electrolyte, so it can be porous. Typical
isolationmaterials includeAcetal, glass-reinforced plas-
tic,Mylar, and polyethylene.Many nonmetallic bearing
materials provide electrical isolation automatically

for rotating equipment. Providing electrical isolation
for complex structures is extremely difficult. Many
isolator pieces are usually used, and unintentional
shorts are difficult to control. Such unintentional
shorts include pipe hangers, ground wires for electri-
cal equipment, machining burrs, and inadvertent
movable equipment like screwdrivers or steel wool
pads. When providing electrical isolation it is impera-
tive to check that electrical conductivity has been
eliminated after assembly and periodically thereafter.
Such checks must be done with the equipment dry.
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Figure 21 Calculations to scale dimensions and conductivity for a galvanic couple.
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Insulation is different in that the intent is not to
remove the metallic pathway but instead to provide
spacing between the anode and cathode to increase the
resistance of the ionic pathway. This is commonly used
in high-resistivity environments such as atmospheric
exposure, where a small increase in spacing will have a
large effect on ionic resistance. For this reason, plastic
spacers are frequently used between stainless steel
fasteners and aluminum siding material. Another
application of this principle is the use of nonmetallic
spool pieces to separate dissimilar metals in piping
systems. Although the dissimilar metals may still be in
metallic contact through supporting structure, the
spool piece provides ionic resistance which lowers
the amount of galvanic corrosion, and also causes
the corrosion to be less localized on the anode pipe
near the cathode.28

Galvanic corrosion can also be stopped by exclud-
ing the environment from the anode, the cathode,
or both. This has sometimes been done successfully
with the use of paint; however, paint systems will

develop defects over time which must be accounted
for. Water-excluding greases, silicone sealants, and
heavy nonmetallic linings will work for various per-
iods of time, until they wash out or deteriorate
enough to absorb electrolyte. It is safest to exclude
the environment from the cathode, since this will
eliminate the driving force for the galvanic corrosion.

Anything that increases the resistance of the ionic
path between anode and cathode will reduce the rate
of galvanic corrosion. Reducing electrolyte conduc-
tivity, increasing anode-to-cathode spacing, and
providing nonmetallic barriers in the electrolyte
between the anode and cathode are effective corro-
sion control methods.

Since the magnitude of galvanic corrosion is a
function of the ratio of the wetted surface areas of
the cathode to the anode, reducing this ratio will
reduce galvanic corrosion. Masking of the cathode
with paint can be highly effective, whereas painting
of the anode alone must never be done. Area ratio
control is most effectively done during the design
phase of a structure. For example, fasteners should
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Figure 23 Use of a bimetallic transition material to

minimize galvanic corrosion between low carbon steel

(LCS) and aluminum. Reproduced from Baboian, R.;
Haynes, G.; Turcotte, R. In Galvanic Corrosion; Hack, H. P.,

Ed.; ASTM International: West Conshohocken, PA, 1988;

ASTM STP 978, pp 249–259.
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Figure 24 Designs for insulating joints to avoid corrosion

likely if the fastener is anodic to the plate1: (a) bolt and plates

are of different alloys (not ideal; see text); (b) the bolt is the
same alloy as the lower plate; (c) same as (a) with insulating

sleeve on bolt shank; (d) bolt and plates are all of different

alloys; (e) suitable only for atmospheric or occasionally
wetted surface. Courtesy of HMSO. Reproduced from

Francis, R. Galvanic Corrosion: A Practical Guide for

Engineers; NACE: Houston, TX, 2001.
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be cathodic to the materials they fasten. When put-
ting stainless steel fasteners through aluminum for
seawater use, there are surface treatments that will
make even this small area of noble material appear
even smaller by masking the corrosion potential of
the fastener. Such treatments include galvanizing,
cadmium plating, and the use of a proprietary fas-
tener treatment called Alumizite.

Corrosion inhibitors can control galvanic corro-
sion either by acting directly to prevent corrosion of
the anode, called anodic inhibitors, or by increasing
the polarizability of the cathode to lower its driving
force on the anode, called cathodic inhibitors. Inhibi-
tors that do both are called mixed inhibitors. If an
anodic inhibitor is used, the coupled potential will
shift in the cathodic direction, whereas a cathodic
inhibitor will cause the coupled potential to shift in
the anodic direction. Automobile cooling systems
contain a variety of materials, including steel, copper
alloys, and aluminum, all in direct metallic contact in
a common electrolyte, the antifreeze/coolant. For this
reason, companies that produce antifreeze/coolants
have developed a suite of corrosion inhibitors that are
highly effective at controlling galvanic corrosion in
automobile engines, provided they are changed out
every few years to replenish the inhibitors.

Cathodic protection of a structure will eliminate
galvanic corrosion since it provides electrodes that are
anodic to both materials in the galvanic couple. This is
true for both sacrificial and impressed current cathodic
protection systems. The one caution regarding this is
that the normal corrosion of aluminum in seawater
cannot be prevented by cathodic protection, and over-
protection will cause considerable damage to the alu-
minum. Therefore, when trying to prevent galvanic
corrosion of aluminum caused by contact with other
materials, just enough cathodic protection should be
used to polarize the other materials to the corrosion
potential of the aluminum. The cathodic protection
system must have an ionic path to all cathodes in the
galvanic couple to be effective. Since cathodic protec-
tion cannot reach into faying surfaces, it is usually
good practice to use nonconductive, nonporous
spacers between dissimilar metals so protected, not
to provide isolation but to force any potential galvanic
currents to travel outside of the faying surface area
where they can be mitigated by the cathodic protec-
tion system. A typical insulation scheme for faying
surfaces uses two layers of MIL-I-24391 tape29 with
a total thickness of 0.43mm (0.017 in.).

Counter-current devices are relatively new to the
field of galvanic corrosion control. Their principle is

that they generate an IR drop in the electrolyte
counter to the IR drop generated between the anode
and cathode in a galvanic couple. This effectively
prevents current from flowing in the electrolyte,
stopping the galvanic corrosion. To date, one such
device, called a bielectrode, has been the subject of
research30–33 and patents.34 The galvanic couple
geometry that can be controlled with this technology
must be well controlled, and control of the counter
current is the most difficult part of designing such a
system. The principle of a counter-current device is
shown in Figure 25.

2.07.8 Testing

Galvanic corrosion testing is a complex subject that is
discussed in detail elsewhere.4,35–39 This chapter pro-
vides only a summary.

2.07.8.1 General Principles

In general, when conducting tests for galvanic corro-
sion, the closer the test comes to the actual situation,
the more accurate will be the results. The environment
must be accurately modeled, with the amount of any
constituents that might affect the reactions accurately
reproduced and the amount of fluid flow reproduced
as well. The materials tested should accurately reflect
the materials of interest in composition, thermal pro-
cessing, and surface films or treatments. If materials
are to be tested as a couple, the geometry should
reflect as closely as possible that being studied. Finally,
galvanic corrosion, like any other form of corrosion,
can be strongly time-dependent. Tests must be con-
ducted over sufficient duration to ensure that the
results can accurately predict corrosion behavior
over the service life anticipated.

2.07.8.2 Testing Hardware

The most accurate test is one in which the actual
hardware is exposed in the actual environment for the
anticipated service life. In practice this seldom can be
done, so that approximations may be required. The
considerations for hardware testing are discussed
elsewhere.35

2.07.8.3 Making a Galvanic Series

If a galvanic series is to be constructed, it is important
that the materials and environment accurately reflect
those of interest. In many environments, corrosion
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potential varies with time, so that the length of time
of the measurement must be long enough to allow
measurement of the full range of potentials. These,
and other considerations for developing a galvanic
series, are discussed in more detail elsewhere.5

2.07.8.4 Determining Polarization

Polarization curves may be developed in a variety of
ways, depending on the corrosion system being mod-
eled. Potentiodynamic polarization curves are gener-
ated by holding a specimen at a given potential and
gradually sweeping the potential in one direction
while measuring the current required. If the starting
potential is the corrosion potential, then an anodic
polarization curve is generated by sweeping in the
positive direction, while a cathodic polarization curve
is generated by sweeping in the negative direction.
Sometimes scans are started at a cathodic potential
and swept in the positive direction, generating both
anodic and cathodic branches of the polarization
curve in a single scan. Sometimes the specimens
may be pre-exposed before starting the scan either
freely corroding or at a potential indicative of the
likely coupled potential. The speed of the potential
scan is important, with slower usually giving better
results. Details of generating polarization curves are
discussed elsewhere.4,37,40–44

Polarization curves can also be generated poten-
tiostatically by taking a series of specimens and

holding each at a different constant potential while
measuring current as a function of time. This better
approximates the potential behavior of a galvanic
couple than a potentiodynamic scan, and current
stability over time is easily obtained, but the tech-
nique is very labor and time intensive and is seldom
used in practice. Details of how to perform this type
of testing are discussed elsewhere.4,42,45,46

Actual galvanic couples of the materials of interest
may be exposed in the proper environment while the
coupled potential and galvanic current are measured as
a function of time. Although the exact geometry is
usually not modeled in this type of test, typically the
anode-to-cathode area ratio is modeled by adjusting
specimen size. This type of testing yields galvanic
current information which may not be directly relat-
able to the magnitude of galvanic corrosion, but if the
anode and cathode corrosion potentials are more than
120mV apart, the anodic reactions on the coupled
cathode are almost completely suppressed and the
cathodic reactions on the anode are almost completely
suppressed, so that the galvanic current will give
a roughmeasure of the anode corrosion rate.4 Exposure
testing of coupled specimens is discussed elsewhere.4,35

2.07.8.5 Determining IR Drop

The above testing usually does not take into account
IR drop. IR drop can be measured during an expo-
sure of galvanic couples either by using a small
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Figure 25 Principle of operation of counter-current device. Reproduced from Shifler, D. A. Advanced measures to control

galvanic corrosion in piping systems, CARDIVNSWC-TR-61–99–18 Naval Surface Warfare Center Carderock Division,

Bethesda, MD, September 1999.
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reference electrode or Luggin–Haber capillary and
moving it near the various surfaces, or by rapid
interruption of the galvanic current if this current
travels through an external wire followed by imme-
diate measurement of potential. Typical interruption
times are on the order of milliseconds. The various
methods of measuring IR drop are described
elsewhere.47

2.07.8.6 Determining Corrosion Rate

Once corrosion current is known, corrosion rate can
be calculated using Faraday’s law.48 If the anode and
cathode corrosion potentials are more than 120mV

apart, the current that can be used in Faraday’s law
calculations is the galvanic current. If not, Evans
diagrams must be used to determine reaction cur-
rents that can be put into Faraday’s law to get corro-
sion rates of the anode and cathode materials.

An easier method for obtaining corrosion rates is
to determine specimen mass of the anode metal
before and after an exposure in a galvanic couple or
at a potential indicative of the coupled potential. This
corrosion rate should be compared to that of a freely
corroding specimen of the anode metal to determine
the amount of acceleration due to the presence of the
couple.

Some highly localized corrosion phenomena, such
as pitting and crevice corrosion, cannot be easily
quantified by mass loss measurements. In those
cases, other methods besides corrosion rate must be
used to determine the amount of acceleration of the
corrosion by the galvanic couple.49
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Figure 26 Wire-on-bolt or CLIMAT test specimens.
Reproduced from Standard G116: Practice for Conducting

Wire-on-Bolt Test for Atmospheric Galvanic Corrosion,

ASTM Book of Standards; ASTM International: West
Conshohocken, PA, 2006.
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Practice for Conducting the Washer Test for Atmospheric
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2.07.8.7 Accelerated Tests

Accelerated testing to predict galvanic corrosion is
not normally productive. Any attempt at accelerating
the corrosion has a significant chance of changing the
corrosion mechanism, invalidating the data that is
collected. It is far more productive to allow the gal-
vanic corrosion to proceed at its normal pace and use
accurate current and mass loss measuring techniques
to get data in a shorter time period.

2.07.8.8 Atmospheric Testing

There are several standard tests for galvanic corro-
sion in the atmosphere. The most popular of these is
called the wire-on-bolt, or CLIMAT, test50,51

(Figure 26). This test consists of wrapping a wire

made from the anode material around a threaded
rod made from the cathode material. If the anode
and cathode are not known beforehand, two tests
are run with the materials reversed. A control is
usually run consisting of the anode wire wrapped
around a nonconductive rod so that the non-
galvanically accelerated corrosion of the anode mate-
rial can be compared with its corrosion in the
galvanic couple. This test is fast, typically taking
30 days, and sensitive, and only has the disadvantage
that the materials must be available in the appropri-
ate wire or threaded rod forms.

For materials that cannot be made into the right
form for the wire-on-bolt test, another test using
stacked washers of the anode and cathode material
alternating can be used.52 Although this test is not as
sensitive and usually requires longer exposures, it is
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for some common metals. Reproduced from Francis, R. Galvanic Corrosion: A Practical Guide for Engineers;

NACE: Houston, TX, 2001.
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not necessary to know before hand which material is
the anode. Although it has many advantages, this test
is no longer covered by a current standard in ASTM.
The test specimen is shown in Figure 27.

Sometimes deterioration in properties such as
tensile strength or modulus due to galvanic corrosion
is needed. For this, a plate test was designed and
standardized by ISO.53 In this test, a plate of the
anode material has a strip of the cathode material
affixed to it. After exposure, the anode plate can be
cut into tensile specimens to test for deterioration of
physical properties. Like the wire-on-bolt test, if the
anode is not known beforehand, two tests are run
with the materials reversed. Like the washer test,
longer exposures are required but the plate form of
the material is usually easier to get (Figure 28).

When performing atmospheric testing there are
variables that must be considered. The amount of
galvanic corrosion will be a function of the atmo-
sphere, its rainfall acidity, chloride content, and
time of wetness, which is a function of rainfall,
amount of sunshine, prevailing winds, and other vari-
ables. Corrosion can be affected by the angle of
exposure of specimens, sheltering from wind and
sunlight, and height above ground, among others.
Corrosion in the atmosphere is also a function of
season; so long tests, or multiple short tests over at
least a year, are required to get a proper indication of
corrosion performance.54

2.07.9 Standards

There are many standards used in evaluating and
preventing galvanic corrosion. A good reference for
these is published by ASTM International,38 and
only a summary is given here. Standards fall into a
variety of categories: those that relate to corrosion
testing in general such as standards on how to clean
specimens after test, general galvanic corrosion test
guidelines, specific galvanic corrosion tests such as
the CLIMAT test, electrochemical test standards
whose results can be used in galvanic corrosion stud-
ies such as potentiodynamic polarization tests, and
standards for protection methods which can be
applied to galvanic corrosion such as cathodic pro-
tection standards. These standards have been devel-
oped by ASTM International, NACE International,
the ISO, the European standards agency (CEN), and
numerous countries’ standards organizations. Listing
of these standards and what they can be used for is
beyond the scope of this chapter, and the reader is
directed to ASTM International.38

2.07.10 Useful Galvanic
Corrosion Data

The following data may prove useful for estimating
rates of galvanic corrosion.

2.07.10.1 Atmospheric Corrosion

Figure 29 contains useful data showing galvanic cor-
rosion performance of fasteners in the atmosphere.
Figure 30 shows galvanic corrosion performance of a
large number of material combinations in urban,
rural, and marine atmospheres.
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Figure 33 Potential reversal of copper–nickel piping

alloys due to sulfide pollution.

Table 1 Weight loss of iron for Fe/M bimetallic couples

in 1% NaCla 58

M Weight
loss of iron
(mg)

Weight
loss of M
(mg)

Difference in
standard
electrode
potentials (V)b

Copper 183.1 0.0 þ0.785

Nickel 181.1 0.7 þ0.19

Tin 171.1 2.5 þ0.30

Lead 183.2 3.6 þ0.31
Aluminum 9.8 105.9 �1.23

Cadmium 0.4 307.9 þ0.04

Zinc 0.4 688.0 �0.32
Magnesium 0.0 3104.0 �1.90

aWeight loss data after Bauer and Vogel.5
bTheþ sign indicates that iron has a more negative standard
electrode potential than the second metal.
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2.07.10.2 Seawater Immersion

Figure 31 contains data showing galvanic corrosion
performance of fasteners underwater. Figure 32
shows galvanic corrosion performance of a number
of alloys used for valve trim in seawater. Figure 33

shows how small variations in composition of sea-
water caused by pollution can actually reverse the
relative galvanic corrosion performance of certain
alloys, reversing the anode and the cathode in a
galvanic couple.

Table 2 Degree of corrosion at bimetallic contactsa 59

Metal considered Contact metal

1 2 3 4 5 6 7

Gold,
platinum,
rhodium,
silver

Monel,
Inconel,
nickel–
molybdenum
alloys

Cupronickels silver
solder, aluminum
bronzes, tin
bronzes, gunmetals

Copper
brasses,
‘nickel
silvers’

Nickel Lead,
tin and
soft
solders

Steel
and
cast
Iron

1. Gold, platinum,

rhodium, silver

– A A A A A A

2. Monel, Inconel,
nickel–molybdenum

alloys

B – A A A A A

3. Cupronickels, silver

solder, aluminum
bronzes, tin

bronzes, gun metals

C(k) B or C – A A A A

4. Copper, brasses,

‘nickel silvers’

C(k) B or C B or C(g) – B or C B or C

(p)

A

5. Nickel C B A A – A A

6. Lead, tin and soft

solders

C B or C(t) B or C(q) B or C(q) B – A or

C(r)
7. Steel and cast Iron

(a) (f) (w)

C C C C C(k) C(k) –

8. Cadmium (u) C C C C C B C

9. Zinc (u) C C C C C B C
10. Magnesium and

magnesium alloys

(chromated) (b) (a)

D D D D D C D

11. Austenitic A A A A A A A
Fe–18Cr–8Ni

12. Stainless steel

Fe–18Cr–2Ni C A or C(s) A or C(s) A or C(s) A A
13. 13% Cr C C C C B or C A A

14. Chromium A A A A A A A

15. Titanium A A A A A A A

16. Aluminum and
aluminum alloys (n)

(a) (w)

D C D(e) D(e) C(k) B or C B or C

aBased on data provided by members of the I.S.M.R.C. Corrosion and Electrodeposition Committee and others, and arranged by
Mrs. V. E. Rance.
A. The corrosion of the ‘metal considered’ is not increased by the ‘contact metal.’
B. The corrosion of the ‘metal considered’ may be slightly increased by the ‘contact metal.’
C. The corrosion of the ‘metal considered’ may be markedly increased by the ‘contact metal.’ (Acceleration is likely to occur only when the
metal becomes wet by moisture containing an electrolyte, e.g., salt, acid, combination products. In ships, acceleration may be expected to
occur under in-board conditions, since salinity and condensation are frequently present. Under less severe conditions the acceleration may
be slight or negligible.)
D. When moisture is present, this combination is inadvisable, even in mild conditions, without adequate protective measures.
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Quantitative data is presented in, Table 1–9,
Table 1 shows weight loss data for iron in saltwater
when coupled to various alloys. Table 2 is an exten-
sive list showing how various alloys perform when

galvanically coupled to each other in various envir-
onments. Table 3 is a continuation of Table 2 with
more alloy combinations. Table 4 gives the amount
of galvanic corrosion of various alloys when they are

Table 3 Degree of corrosion at bimetallic contacts63 (Continued)

8 9 10 11 12 13 14 15 16

Cadmium Zinc Magnesium
and
magnesium
alloys
(chromated)

Stainless Chromium Titanium Aluminum
and
aluminum
alloys

Austenitic
Fe–18Cr–2Ni

Fe–18Cr–2Ni 13%
Cr

A A A A A A A A A

A A A A A A A A(x) A
A A A B or C B A B or C B or C A(e)

A A A B or C B or C A B or C B or C A(e)

A A A B or C B or C A B or C B or C A

A A or C(r) A B or C B or C B or C B or C B or C A
A(m) A(m) (l) A C C C C(k) C A(m)

– A A C C C C C B

B – A C C C C C C(i)
B or C B or C – C C C C C B or C(c)

A A A (v) A A A A A

A A A A (v) A A (o) A

A A A C C (v) C C A
A A A A A A – A A

A A A A A A A – A

A A A(c) (h) B or C B or C B or C B or C(d) C (v)

Table 4 Total corrosion rate acceleration factors due to dissimilar metal coupling at 1:1 area ratio in flowing seawater

(mean flow rate about 1–2ms�1) 59

Coupled metal (wrought form) Uncoupled corrosion ratea Acceleration factorb due to
dissimilar metal coupling with:

Titanium Mild steel

Zinc 0.05 4 10

SIC aluminum 0.008 30 60
Mild steel. 0.15 2 1

Lead 0.01 3 3 MS

2% aluminum brass 0.01 3 3 MS

10% aluminum bronze 0.02 3 3 MS
Nickel aluminum bronze 0.015 1 3 MS

Copper 0.03 6 3 MS

90/10 cupro-nickel (1% Fe) 0.02 3 3 MS
Monel 400 0.005 2 3 MS

Stainless steel type 316 0.005 2 3 MS

aCorrosion rates relate to general corrosion only and are average rates obtained over about one year’s exposure.
bAcceleration factors quoted for coupled metal corroding unless indicated by suffix (MS) for mild steel corroding.
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coupled to titanium or mild steel.Table 5–7 can help
to predict galvanic corrosion performance in seawa-
ter heat exchangers. Table 5 shows galvanically
accelerated crevice corrosion when Monel K-500 is

coupled to a super duplex stainless steel. Table 6
presents galvanic corrosion information for Muntz
metal when coupled to other seawater heat exchanger
alloys. Table 7 shows the amount of galvanic corro-
sion that can occur in heat exchangers when alumi-
num bronze tubesheets are coupled to stainless steel
or titanium tubes. Other useful data for predicting
galvanic corrosion of Naval seawater valve materials
can be found in Hack.56 Table 8 is useful for com-
paring galvanic corrosion performance of a variety of
different alloys used in seawater when galvanically
coupled to each other. Finally, Table 9 shows the
effect of galvanically coupling a large variety of dif-
ferent materials to a titanium alloy at various area
ratios and flow rates in seawater.

Data given in Hack57 contain extensive polari-
zation data in seawater at various flow rates that
can be used for predicting galvanic corrosion
between some common materials used in seawater
at any area ratio. This information is also useful as
boundary conditions for computerized boundary
element analysis for prediction of the amount
and spatial distribution of galvanic corrosion and
cathodic protection.

2.07.10.3 Other Environments

Finding existing galvanic corrosion data in environ-
ments other than the atmosphere or seawater can be
challenging, and frequently such data do not exist and
must be created by running tests. Figures 34 and 35
show galvanic series generated in carbon dioxide or
hydrogen sulfide environments. Scattered data are
also contained in some of the general corrosion
texts or guides.59,63–66

Table 5 Maximum depth of crevice attack for couples

of alloy K-500 and super duplex stainless steel60

Couple Alloy Maximum pit depth (mm)

Washer/plate Plate/plate

1 K-500 0.26 0.33

K-500 0.12 0.30
2 Super duplex 0.00 0.00

Super duplex 0.00 0.00

3 Super duplex 0.00 0.00

K-500 0.32 0.35
4 Super duplex 0.00 0.00

K-500 0.42 0.44

5 Super duplex 0.00 0.00

K-500 0.52 0.50

Couples were at a 1:1 area ratio and exposed to natural sea-water
at ambient temperature for 84 days.

Table 6 Corrosion rate of Muntz metal coupled to

various condenser tube alloys60

Tube alloy Corrosion rate (mm year�1)

Inlet end Outlet end

None 0.225 0.225

90/10 Cu-Ni 0.846 0.279
6% Mo austenitic 2.80 2.31

Titanium 6.96 6.99

This information is taken from Fu and Chow.16

Table 7 Effect of temperature on the galvanic corrosion of aluminum bronze (alloy D) coupled to 6% Mo austenitic
stainless steel or titanium heat exchanger tubes60

Alloy Tube end Corrosion rate (mm year�1)

Seawater
at 22 �C

Brackish
water at 22 �C

Seawater
at 6 �C

Brackish
water at 11�C

6% Mo austenitic Inlet 0.633 0.117 0.048 0.097

Outlet 0.634 0.150 0.087 0.224

Titanium Inlet 1.86 0.201 0.059 0.201

Outlet 3.03 0.373 0.049 0.226

This information is taken from Ref. 16.
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Table 8 Galvanic corrosion in seawater at 1:1 area ratio

Alloy Inducing
galvanic effect

Seawater
Velocity, ft/s

Corrosion rate (mpy) measured on sample of

Ti-6-4 Inconel 625 Monel 70/30 Cu–Ni Ni–Al Bronze G Bronze

None (Freely Corroding) 3 0.2 0.1 3.5 1.4 3.7 6.3

13 0.1 0.1 0.6 6.0 7.0 9.3

Ti-6-4 3 0.1 3.2 3.8 11.3 21.4
13 0.1 0.6 3.0 10.0 12.9

Inconel 625 3 0.2 3.5 19.6 32.4 37.8

13 0.1 0.7 4.6 10.5 15.1
Monel 3 NIL 0.1 8.1 20.4 26.9

13 0.1 NIL 4.1 11.7 12.2

70/30 Cu–Ni 3 0.2 NIL 1.5 4.1 4.9

13 NIL NIL 0.6 5.6 12.4
Ni–Al Bronze 3 0.1 NIL 0.9 1.3 4.4

13 0.1 0.1 0.5 1.9 17.5

G Bronze 3 NIL NIL 0.5 1.4 2.7

13 0.2 0.2 0.4 1.9 3.3

Table 9 Summary of corrosion performance of materials coupled to Ti-621166

Alloy Acceleration factors

<0.01m s�1 0.5m s�1

1:1 10:1 1:1 10:1

General Pitting General Pitting General Pitting General Pitting

Ni–Al bronze 2.3 1.1 10.0 1.4 0.9* 2.6 0.9 4.9þ
Gun metal 7.1 1.6 38.1 3.8 3.4 1.2 6.8 1.4
Superston 40 2.9 1.0 10.0 1.0 3.4 1.0 6.0 –

CA706 17.0 – 34.7 – 6.0 – 11.2 –

CA715 3.3 45.7þ 13.5 12.1 1.5 1.8 3.7 3.8

CA719 3.5 0.8 18.2 3.0 0.9 1.3 1.1 1.6
Inconel 625 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

Hastelloy C 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

Monel 400 0.9 3.6þ 3.2 3.6þ 0.8 0.9 1.0 10.0þ
Monel K-500 1.3 1.6 3.6 2.6 0.7 0.5 2.1 2.2
Mild steel 1.7 2.7 5.1 5.7 1.8 0.7 23.5 23.2þ
HY-80 1.9 4.2 5.7 6.4 2.0 1.2 13.0 14.6þ
HY-130 1.8 2.8 5.6 17.3 1.8 2.4 21.1 42.1þ
Ni-resist 1B 2.1 – 10.0 – 3.3 – 27.6 –

Stainless steel 304 2.2 0.3 6.0 0.2 0.9 1.5 0.5 1.8

Stainless steel 316 1.0 0.0 1.0 1.2 0.4 0.3 0.0 0.1

17-4 PH 29.7 6.5þ 100.0 8.8þ 0.8 1.1 16.3 1.9þ
Carpenter 20 Cb-3 1.0 – 1.0 – 0.0 0.0 0.0 0.4

Nitronic 50 1.0 1.0 1.0 1.0 1.0 ** 1.0 0.0

Nitronic 60 1.0 0.5 – 9.7 1.0 0.3 0.4 0.5

Aluminum 5456-H117 3.3 1.9 17.4 2.0 12.7 8.3 254.3 35.0þ
Stellite 1.0 1.0 – – 1.0 – 1.0 –

Ti-40 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

Ti–3Al–2.5V 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Ti–6Al–4V 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

*Factors less than 1.0 are the result of variability in behavior and do not represent sacrificial cathodic protection by the Ti-6211.
**No data.
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Abbreviations
CF Corrosion fatigue

CGR Crack growth rate

EAC Environment-assisted cracking

HE Hydrogen embrittlement

HIC Hydrogen-induced cracking

LME Liquid metal embrittlement

SCC Stress corrosion cracking

SICC Strain-induced corrosion cracking

SSCC Sulfide stress corrosion cracking

Symbols
a Crack length

K Stress intensity factor (strictly KI for

crack-opening load)

Kc Critical stress intensity factor

Kmax Maximum stress intensity factor

(in fatigue)

Kth Threshold stress intensity for EAC (also called

KISCC)

N Number of cycles (in fatigue)

Nf Number of cycles to failure (in fatigue)

R Minimum load divided by maximum load

(in fatigue)

n Crack velocity (¼ da/dt)

DK Stress intensity range (in fatigue)

Ds Stress range (in fatigue)

« Tensile strain

s Tensile stress

sy Yield stress

2.08.1 Introduction

Environment-assisted cracking (EAC) is the gradual
growth of cracks under the combined – usually
simultaneous – influence of stress and environment.
The stress may be applied or internal (residual). The
environment may be an aqueous solution or moist
atmosphere, a nonaqueous liquid such as ammonia, a
gas, a liquid metal, or a solid metal at a high homolo-
gous temperature. Whenever the environment is an
electrolyte, the EAC process must have a partly elec-
trochemical (i.e., corrosion) character. This may be
the dominant factor or a secondary one, depending
on the details of the particular system. A simple
electrochemical effect is the discharge of hydrogen
ions during corrosion of steel in water; the resulting
hydrogen atoms may diffuse into the steel and cause
embrittlement.

When the stress is more or less static, or varies over
a small range, EAC is called as stress corrosion crack-
ing (SCC), hydrogen embrittlement (HE), or liquid
metal embrittlement (LME). When a blatantly cyclic
stress is present, EAC is usually called corrosion
fatigue (CF), hydrogen-assisted fatigue, and so on,
although some specialists argue that within this cate-
gory there are separate phenomena called ‘true cor-
rosion fatigue’ and ‘stress corrosion fatigue’ (discussed
later). Figure 1, from Andresen, shows the extremes
that are easily categorized as ‘static’ or ‘fatigue’ load-
ing, and some of the possibilities in between.

Even if we are sure that a cracking phenomenon is
caused by hydrogen (as in the SCC of high-strength
steels), we still call it SCC if it occurs under natural
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corrosion conditions. Where the distinction becomes
blurred is when the steel is coated with a mildly
sacrificial metal such as cadmium, and hydrogen
may be absorbed through this galvanic action and
not by corrosion of the steel substrate. Under full-
scale cathodic protection, we would not refer to SCC,
but to HE.

In principle, any EAC problem can be mitigated in
one of three ways – modify the stress, modify the
material, or modify the environment (which would
include changing the electrode potential, either by
galvanic contact or by imposing a potential). Thus,
EAC presents a large number of possible variables,
but also a large number of possible countermeasures.
A major variable is yield strength – strong alloys are
generally more susceptible to EAC, especially where
hydrogen absorption is involved, and this limits their
application in practice.

Many international conferences on EAC have been
held since the 1940s, but a particular landmark was the
Ohio State University conference in 1967.1 This dealt
mainly with SCC, but specialist proceedings are also
available on CF2 and LME,3 recently called ‘metal-
induced fracture’ in view of cracking observed with
solid metal contact. A regular conference series on
hydrogen effects in materials is held in Jackson Hole,
Wyoming and has recently joined with a series pio-
neered in France called ‘Corrosion–Deformation
Interactions.’4 The most recent conference that
attempted to cover the entire field of EAC was held
in Banff, Canada, in 2004,5 and was a sequel to a 1987
conference that had a similar ambitious scope.6 There
is a vast journal literature on EAC.

The crack growth rates (CGRs) in EAC vary quite
widely, and the lower limit of CGR, if there is one, has
probably not been observed yet. At some point, espe-
cially at elevated temperatures, the CGRwill become
equal to a creep crack growth rate, at which point it
may not be appropriate to talk about EAC. Creep,
though, can also be affected by the environment.
There is a whole area of research called creep–
fatigue–oxidation interaction, and a related phenom-
enon that occurs under static loading, called oxygen
embrittlement.7 These phenomena are usually stud-
ied in the context of gas turbine materials, but there
may be a link with SCC in hot water or steam systems.

For SCC, the CGRs tend to range from about
10�12m s�1 (30mmyear�1) to 10�7m s�1 (9mmday�1).
In the laboratory, faster rates are possible. From an
industrial perspective, the lower range of rates is
manageable by appropriate inspection; the highest
rates are not, but they occur in certain well-known
high-risk situations, such as contact of austenitic
stainless steel with strong, hot chloride solutions, or
contact of a susceptible alloy with mercury. Usually
something has gone badly wrong when such rates
occur. The fastest form of EAC is LME, which can
appear almost instantaneously in certain combina-
tions such as mercury (or liquid gallium) and a
high-strength aluminum alloy.

2.08.2 Appearance of EAC

There are three common types of crack morphology
in EAC: intergranular, transgranular (cleavage-like),
and transgranular (fatigue-like) (Figure 2). When a
CF surface shows ‘brittle striations,’ there is not much
distinction from a cleavage-like SCC fracture surface,
which might be obtained in the same environment by
monotonic dynamic straining. There are also some
cases of HE (in lower strength steels and some alu-
minum alloys) in which the fracture surface is dim-
pled, but the dimples are smaller than those that
occur in a normal ductile fracture performed in air.

Classical cases of SCC (brass in aqueous ammonia;
carbon steel in hot caustic or nitrate solution) were
usually intergranular, but later the transgranular form
became more common as new materials and technol-
ogies were developed, chiefly process industries that
exposed austenitic stainless steels to the risk of SCC
due to hot aqueous chloride. CF is usually transgra-
nular, but can be intergranular at low cyclic stress
(intensity) amplitudes, or in alloys with sensitive
grain boundaries, such as sensitized stainless steel or
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Figure 1 Illustration of the loading patterns that may

occur in a component at risk of EAC, and the appropriate

nomenclature. Courtesy of P.L. Andresen.
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high-strength aluminum alloys. LME is usually inter-
granular in practice, but occurs in monocrystals of
many metals (Al, Ni, etc.) in the laboratory. Hydro-
gen affects both intergranular and transgranular frac-
ture. A recent review by Lynch discusses many
fractographic details seen in EAC, and proposes that

many EAC phenomena might be unified under an
adsorption-induced plastic microfracture type of
mechanism.8

The phenomenon of hydrogen-induced cracking
of steel (HIC) occurs in pipes carrying sour oil or gas.
It is not driven by preexisting external or internal
stress, but by the pressure of hydrogen that is dis-
charged as part of a corrosion reaction, enters the
metal at a huge effective activity in accordance with
the Nernst equation, then recombines to form high-
pressure gas at defects inside the metal. It is only
barely to be considered a case of EAC, and is not
discussed further in this article. Importantly, though,
when we increase the strength of steel used to make
such pipes, we risk a transition from HIC to SSCC
(sulfide stress corrosion cracking) which is a true SCC
phenomenon, also caused by hydrogen, but under the
influence of the stress in the pipe (Figure 3).

One difference that usually helps to distinguish
SCC and CF is the multiplicity of cracks. CF, like
ordinary fatigue, usually shows few and relatively flat
cracks, whereas SCC often shows complex branched
and intertwined cracks (Figure 4). An important
factor in creating such crack patterns is the amount
of local driving force (loosely, the local stress inten-
sity factor K ) that is needed to propagate the crack.
If this is low, then the presence of many parallel or
overlapping cracks (which reduces the Kvalue at each
crack tip) is not a hindrance to the propagation of
each one.

Cracking of welded or cast components cannot
always be classified as ‘intergranular’ or ‘transgranu-
lar,’ and the morphologies are often complex.

2.08.3 Stress and Strain in EAC

Strong alloys are used because they need to resist stres-
ses in service, so for these materials the main source of
stress is often an externally applied load, such as

200 μm* EHT = 20.00 kV
WD = 9.5 mm

Signal A = SE1 Date :20 Jan 2009
Sample ID = D725-Y2Mag = 250 X

S-5200 20.0 KV � 2.00 k SE 20.0 um

(a)

(b)

Hg H2 Ar

<110>

50 μm
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Figure 2 Fracture appearance in EAC: (a) Mainly

intergranular SCC of Alloy 600, courtesy Bob Cottis, School

of Materials, University of Manchester; (b) Transgranular
cleavage-like SCC of Alloy 800 in 50% NaOH at 280 �C;
(c) Fatigue of a nickel monocrystal showing successive

regions of fracture in mercury (brittle striations), hydrogen
(brittle striations), and argon (ductile striations). Reproduced

from Lynch, S. P. Acta Metall. 1988, 36, 2639–2661.

SSCC
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H2S  H2O  CO2

Figure 3 Distinction between HIC (hydrogen-induced

cracking) and SSCC (sulfide stress corrosion cracking) as

made in the oil and gas industry. HIC is not caused by the
stresses present in the pipe or vessel, but by the pressure of

internal hydrogen gas.
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internal pressure in a pipe. Ductile alloys such as aus-
tenitic stainless steel are not much used for major load-
bearing structure, so they usually crack under the influ-
ence of internal residual stresses (e.g., at welds). Cyclic
stresses, if present, can arise from rotation, vibration,
thermal fluctuation, intermittent operation, and so on.
Superimposition of static and cyclic stresses is a major
topic in fatigue, and thus also in corrosion fatigue.

A distinction between EAC and ordinary fatigue is
that hardening is generally detrimental for EAC,
whereas it is one of the ways to improve fatigue
resistance.

Low-frequency, low-amplitude cycling can cause
major enhancement of SCC under conditions where
it would not be appropriate to refer to fatigue – such
as one cycle per startup of a nuclear reactor, or one
cycle per spring thaw for a pipeline crossing a river-
bed. This reflects a general truth about SCC, which is
that for the most part it is a plastic-strain-driven
phenomenon (at least that is the prevailing opinion –
this may change). If the load is completely static,
cracking is less likely because any transient creep
strain becomes exhausted, and there is nothing
to drive processes such as oxide film rupture. R.N.
Parkins is credited for much of the modern under-
standing of this issue, and for the idea that there exists
a continuum of EAC from SCC through intermediate
cases to true CF.9 Figure 5 illustrates, schematically,
the effect of low-amplitude cycling on the two kinds
of external pipeline cracking studied by Parkins –
‘near-neutral pH’ and ‘carbonate–bicarbonate.’

EAC of pressurized or otherwise actively loaded
equipment made of high-strength materials causes
particular concern because it can lead to catastrophic
failure. A crack initiates, grows at an increasing rate,
then fast fracture occurs when K (or Kmax in the case
of CF) reaches Kc. On the other hand, in something
like a stainless steel pipe carrying a corrodent under
low pressure, where there is no meaningful Kc, the
outcome of EAC is usually a leak. This can be serious,
but it is usually more manageable than a fast rupture.
Naturally, there are cases that fall somewhere in
between, and here there may be uncertainty as to
the structural outcome of an EAC incident; modeling
and simulation can provide some of the answers, but
some kind of full-scale component test may be
required.

When fracture mechanics methods are applied to
SCC, HE, or LME, a flat or ‘plateau’ region is
observed at intermediate K values – Figure 6. (The
author’s Ph.D. advisor, G.T. Burstein, used to insist
that such features should be called ‘ledges,’ not ‘pla-
teaux.’) This shows that a limiting condition has been
reached where something other than the mechanics
controls the crack growth rate. This ‘chemical’ rate
control is generally due to a rate-limiting dissolution,
diffusion, or adsorption process. Also, the critical
stress intensity factor Kc may be reduced, in effect,
by hydrogen-producing environments; the implica-
tions of this are both serious and poorly understood.
(‘In effect,’ because K is a static quantity and the
reduction in apparent Kc value may be due to dynamics
associated with the overload of the crack – that is,

Figure 4 Illustration of the meandering path taken by

typical stress corrosion cracks, indicative of a low

local driving force required for crack advance
(transgranular SCC of AISI type 316 stainless steel in

4m NaOH at 280 �C).
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Figure 5 Schematic behavior of carbon steel pipeline

material subject to external SCC with and without
low-amplitude cyclic loading. In high-pH

carbonate-bicarbonate, the time to failure decreases from

line A to line B upon cycling. In near-neutral pH
bicarbonate-CO2, there is scarcely any cracking

without cycling (line C) but cracking occurs with cycling
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there is a strain rate sensitivity of the apparent
reduction in Kc.)

Stress in a real component is always multiaxial to
some extent, but most SCC behavior is referred to the
principal tensile stress, whether residual or applied.
The stress state is important, though, in hydrogen-
affected EAC. This is because three-dimensional
(3D) lattice dilation can increase the solubility of
hydrogen in the metal and thus, potentially, the sus-
ceptibility to cracking. A number of authors have
shown easier cracking in mode I (tension) loading
than in mode III (torsion) in certain systems believed
to involve hydrogen entry into the metal.10

In components subject to fatigue, the mean stress is
rarely zero. Certain effects of the R parameter (mini-
mum load/maximum load) are known in ordinary
fatigue, but in CF these are magnified. To some extent,
this can be dismissed as the superimposition of SCC
(due to the mean load) on CF (due to the cyclic load),
but as CFoccurs in environmentswhere SCCdoes not,
it is an important consideration. Figure 7 indicates the
distinction between ‘true corrosion fatigue’ and ‘stress
corrosion fatigue’ that is made by some authors. The
hump or plateau feature at intermediate DK values is
due to SCC-like crack growth, and thus becomes more
noticeable with increasing mean stress. Cyclic loading
frequency is a key variable affecting crack growth in
CF, in contrast to ordinary fatigue, because the corro-
sion process (this also applies to hydrogen-assisted
fatigue) needs time to do its work on each cycle, and
if the frequency is too high, the cracking behavior may
revert to that seen in an inert environment. It is easy to
see that all this is amenable to amathematicalmodeling
approach based on superposition of a time-dependent

‘monotonic’ or ‘SCC’-like element of crack advance
and a ‘cyclic’ contribution.

One type of SCC has its own special name. SICC
(strain-induced corrosion cracking)11 occurs in steel
exposed to hot water when sufficiently large strains
arise to fracture the magnetite film on the surface.
This is not much different from any other case of
SCC where dynamic strain is mandatory, and, indeed,
CF occurs quite readily under such conditions, at
least in the laboratory.

2.08.4 Test Methods for EAC

An excellent manual on SCC testing is available,
written by Sedriks.12 Testing for CF is no different
from ordinary fatigue testing, except that the envi-
ronment has to be contained around the sample – this
of course presents a challenge when the environment
is a gas or a hot, pressurized aqueous solution. Elec-
trochemistry adds another level of complexity, espe-
cially in an autoclave.

Regarding specimen design, all EAC testing can
be classified as (a) smooth-specimen testing, or (b)
defected (e.g., precracked) specimen testing, and for
SCC these can be further subdivided into selfloaded
(e.g., bolt-loaded) andmachine-loadeddesigns (fatigue,
unless purely thermal, generally requires a testing
machine). The advantage of using a machine, despite
the extra complexity, is that the loading can be active;
this is especially important in viewof the proven role of
low-level dynamic strains in SCC. Also, one can use a
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Figure 6 Schematic crack velocity versus stress intensity

curve for EAC (without cyclic loading) showing the ‘plateau’

region at intermediate K values. Such curves are often
drawn as though there is no reduction in Kc due to the

environment, but in reality such reductions (dashed line) can

occur and are troublesome in certain safety-related
prediction procedures.
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Figure 7 Fatigue crack growth curves showing some
different possible effects of an environment. Line A is for an

inert environment. Then, the distinction is made between

‘true corrosion fatigue’ (line B) and ‘stress corrosion fatigue’
(line C; alternatively the dashed line), which shows a

plateau-like feature at intermediate DK values. Most

corrosion engineers do not make this distinction, and most

corrosion fatigue is of type C.
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test machine to do a slow strain rate test – an important
accelerated method for mapping out SCC susceptibil-
ity rapidly and economically.

For SCC, HE, LME, etc. one can use precracked
specimen testing to obtain the CGR, or crack velocity
(v, or da/dt) as a function of the stress intensity factor
K as shown in Figure 6 – although only up to a point
for ductile alloys, which undergo large-scale yielding
that puts a limit on Kvalues that can be validly quoted.
This does not affect the study of crack growth at
relatively low K values near the threshold (Kth or
KISCC) below which crack growth stops altogether
(it should be noted that not all authors agree with
the existence of a true Kth for SCC). In some types of
SCC, copious multibranched cracking makes K a
questionable parameter, but this can be handled to
some extent by machining side grooves on the speci-
men to keep the crack straight. The determination of
da/dt is a big subject in itself – the most sophisticated
laboratories generally use sensitive and stable electri-
cal resistance (DC potential drop) methods.

Similarly, we can use precracked specimens to
obtain da/dN versus DK curves in an environment.
This is one of the most difficult of all corrosion
experiments, especially if done in an autoclave.

For the most difficult types of EAC – such as
the SCC of annealed stainless steels in reducing high
temperaturewater, or the SCCof pipeline steels in near-
neutral pH solutions, or HE of ordinary carbon steels in
general, the occurrence of truly stable crack growth at
constant K is questionable. In that case, some dynamic
loading, such as fatigue loading or periodic unloading, is
mandatory for stable cracking to occur. Clearly, this
might represent a nomenclature problem – but gener-
ally we prefer to stay with ‘SCC’ (see Figure 1) so long
as the mean stress dominates the cracking behavior.
Slow strain rate testing especially exaggerates the pro-
pensity of such systems to show SCC in practice. If we
believe the results of slow strain rate tests, we would
never cathodically protect steel.

Data presentation is straightforward for pre-
cracked specimen testing: da/dt (crack velocity) ver-
sus K, or da/dN versus DK. For smooth-specimen
testing, there is a multitude of types of data that can
be gleaned from a test – for fatigue, the presentation
is generally in the form of Ds (cyclic stress range)
versus Nf (number of cycles to failure), and the effect
of an environment is often to remove the ‘fatigue
limit’ at low Ds – Figure 8 (incidentally, such testing
is normally done at quite a high frequency, so crack
growth may not be much affected by corrosion – the
main effect is to assist crack initiation). For SCC,

smooth self-loaded samples can be examined for
cracks after a fixed period of time, or examined
periodically and reimmersed each time (this seems
dubious, but has been done, especially for long tests
in hot, pressurized water), or monitored continuously
by optical microscopy or acoustic emission. Multiple
samples may be tested at the same condition. Ideally,
the output should be a plot of time to failure against
stress. Machine-loaded samples, and especially slow
strain rate tests, enable a better distinction of crack
initiation and crack growth – for slow strain rate, one
can obtain a variety of quantities as discussed by
Sedriks – strain to failure (normalized to air), reduc-
tion in area at fracture, maximum stress, and so on.
Low-amplitude cyclic strains (not enough to be
called fatigue) often enhance SCC susceptibility, as
discussed earlier, and can be applied automatically
with some modern slow strain rate machines.

2.08.5 Mechanisms of the
Environmental Enhancement in EAC

A detailed discussion of crack-tip mechanisms is
deferred to the SCC chapter. Broadly, the proposed
mechanisms fall into several categories, which still
excite controversy.

� Decohesion or enhanced plastic rupture caused by
hydrogen or liquid metal adsorption or absorption.

� Slip-dissolution or slip-oxidation – that is, crack
growth by a highly localized corrosion process,
exacerbated by local plastic deformation.

� Film-induced substrate fracture (film-induced
cleavage).

� Creep-like mechanisms, for example, ‘surface
mobility,’ vacancy injection.

Air

Corrosive
environment

Δs

Nf (log scale)

Figure 8 Disappearance of the fatigue limit in corrosion

fatigue tests conducted on smooth specimens.
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Many reviews are available – including the one by
the author.13

In CF the possibilities are expanded, and simple
anodic dissolution (without any apparent surface
film) or simple passive film formation can cause an
enhancement in crack initiation and da/dN. Gener-
ally CF can be seen with more subtle environmental
effects than SCC.

Not much discussion has occurred lately on
mechanisms of LME, but there was an intriguing
study showing that in one well-known system (Ga
on Al) first-principles quantum calculations could
show that surface alloying (intermixing of Ga and
Al in the first atomic layer) should occur.14 This
might be a general mechanism of, or rather first
step in, LME. In any event, whatever the interaction
is, it is extremely shallow, yet causes the fastest of all
EAC phenomena. Quantum calculations are also giv-
ing insight into hydrogen effects in metals.

2.08.5.1 Occurrence of EAC in Pure Metals

CF and LME are well known to occur in pure metals,
but SCC of pure metals was controversial until
recently. Extremely pure iron does not crack in nitrate
or caustic (and presumably other intergranular crack-
ing environments), and intergranular SCC of pure
copper could be dismissed as some kind of grain-
boundary segregation effect, but in fact it should have
been obvious from the earliest observations of trans-
granular SCC in carbon steel that pure iron would also
crack transgranularly in the same (peculiar) environ-
ments – CO–CO2–H2O, and anhydrous liquid ammo-
nia. The issue was laid to rest by the observation of
transgranular SCC in pure copper, which has occurred
now and again in practice. This is discussed further in
the Chapter 2.09, Stress Corrosion Cracking.

2.08.6 Emerging Environments and
Future Outlook

Until the advent of the slow strain rate test in the
1970s, most EAC phenomena were discovered in the
field, not in the lab. Even now we can be caught out
by a new environmental effect. So, as technologies
develop, we need to anticipate possible EAC pro-
blems. For example, the prospects for supercritical
water-cooled nuclear power plants are critically
dependent on the development of new materials that
are resistant to EAC in such extreme environments

(and with neutron irradiation, radiolysis, etc.). Other
new energy technologies such as thermochemical–
electrochemical hydrogen production have unusual
environments that could cause unexpected EAC pro-
blems. Finally, even the ‘pure water’ problem is not
solved yet, because next-generation nuclear plants
will have to operate for 60–100 years, and late-onset
EAC is possible in the presently used materials.

We need to develop multiscale understanding of
EAC, from the quantum level to the component level,
before we can truly have a predictive capability. We
knowalready that EACcan be controlled at all these scales
– one can add some element that interacts chemically
with hydrogen and mitigates its embrittlement effect, or
one can induce a surface residual stress in a whole
component that prevents crack initiation. In between,
one can control intergranular EAC at the granular level,
by inducing the formation of a high fraction of geo-
metrically special, nonsusceptible grain boundaries –
so-called grain boundary engineering. So, despite the
formidable challenges presented by EAC, we have a
wide range of countermeasures at many length scales.
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2.10.1 Introduction

There are many applications in which the yield
strength of the material of construction is a limiting
factor in the design. For example, a large proportion of
the weight of an offshore oil production platform
consists of the structure required to resist wave forces,
with a relatively small proportion being the ‘topside’
equipment that actually does the work. If the strength
of the material of the structure could be increased, this
would allow the structure itself to be made lighter,
with the consequence that the weight of the topside
equipment could be increased. Thus, materials offer-
ing high strength-to-weight or strength-to-volume
ratio are in high demand in many fields of engineering.
Steels can be produced with yield strengths above
2000MPa, and at first sight, one might expect these
to have widespread application. Unfortunately, things
are not that simple, and as the yield strength of mate-
rials is increased, other mechanical properties tend to
decrease. In particular, the materials become more
susceptible to brittle fracture, especially when assisted
by environmental factors, such as hydrogen embrittle-
ment, stress corrosion cracking, or corrosion fatigue.
The related problem of hydrogen-induced blister for-
mation or hydrogen-induced cracking tends to be
more of a problem in lower-strength steels used for
crude oil transmission pipelines.

It is now well established that high-strength steels
are susceptible to embrittlement by dissolved hydro-
gen, and the majority of stress corrosion cracking
(SCC) failures of these materials are attributed to
hydrogen embrittlement. This should not be taken
to imply that other mechanisms of SCC do not occur.
However, the ease with which hydrogen can be
picked up from aqueous environments is such that
other SCC processes are rarely a practical problem
for high-strength steels.

This document is based on a Chapter on SCC of
High Strength Steels that was produced for the 3rd
Edition in about 1989. It has been revised for the 4th
Edition to incorporate some updated references, par-
ticularly in respect of mechanistic aspects of hydrogen
embrittlement, and to provide some information on
hydrogen embrittlement of materials other than carbon
and low-alloy steels. Hydrogen embrittlement con-
tinues to be a major area of research, with nearly 9000
publications in the period from 1980 to Spring
2009. A number of reviews of the aspects of hydrogen
embrittlement have been published in the last
25 years1–3 to which the reader is referred for further
information.

2.10.2 Terminology

As with several aspects of corrosion technology, the
terminology of the effects of hydrogen on metals is
somewhat confused. We can indentify two general
classes of hydrogen effect:

� quasi-brittle fracture of higher strength materials
that can occur with relatively low concentrations
of hydrogen; we term this hydrogen embrittle-
ment, although some processes that almost cer-
tainly occur by this mechanism are also termed
SCC, such as the SCC of high-strength aluminum
alloys in water or water vapor; and

� surface blistering and internal cracking at sulfide
and other inclusions in lower-strength materials
(primarily carbon steels) due to very high internal
hydrogen fugacities, leading to hydrogen pressure-
induced cracking, commonly termed hydrogen-
induced cracking (HIC) (it is unfortunate that the
term ‘hydrogen-induced cracking’ has also been
used as a generic term for any cracking due to
hydrogen); processes in this class are discussed
separately in the subsequent Chapter 2.11,
Cracking Stimulated by Hydrogen.

However, as is often the case in corrosion, things are
not really that simple, and there is a spectrum of
behaviors between these two extremes, including
processes such as stress-oriented hydrogen-induced
cracking (SOHIC), sulfide stress cracking (SSC) of
pipeline steels, and hydrogen-induced stress cracking
(HISC) of duplex stainless steels. Just to complicate
the terminology further, there is the phenomenon of
hydrogen cracking that is experienced at higher tem-
peratures as a result of internal methane production
by reaction between dissolved hydrogen and carbon.

2.10.3 Entry of Hydrogen into Metals

Hydrogen can enter metals, either from the gas
phase, or by way of the electrochemical reduction of
hydrogen-containing species, from the aqueous
phase. This section is largely based on work on car-
bon and low-alloy steels.

2.10.3.1 Entry from the Gas Phase

Several models have been proposed for the entry of
hydrogen from the gas phase, and the details of the
process remain somewhat uncertain. In general terms
however, the reactions involved are the adsorption of
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molecular hydrogen (other gases such as hydrogen
sulfide can also act as a source of hydrogen, but they
will typically require water to facilitate the reactions
involved and are arguably aqueous phase reactions),
the dissociation of the hydrogen molecule to produce
hydrogen atoms adsorbed onto the surface, and the
subsequent diffusion of the adsorbed hydrogen atoms
into the metal lattice:

H2 ! 2Hads

Hads Ð Hmetal

For perfectly clean and film-free iron surfaces, the
rate-controlling step in this process may be the dis-
sociation step.4 This will be proportional to the par-
tial pressure of hydrogen, and consequently so will
the rate of hydrogen entry into the metal. In more
realistic situations, surface films such as passive or air-
formed oxide films, or the presence of gases, such as
oxygen, which adsorb competitively with hydrogen,
may play an important role.

2.10.3.2 Entry from the Aqueous Phase

The mechanism of electrochemical production of
hydrogen on steel in aqueous solution has received
much attention. It is accepted that the reaction
occurs in two main stages. The first of these is the
initial charge transfer step to produce an adsorbed
hydrogen atom, known as the Volmer reaction.
In acid solution, this involves the reduction of a
hydrogen ion.

H3O
þ þ e� ! Hads þH2O

In neutral and alkaline solution, where the concen-
tration of hydrogen ions is very low, the reaction
switches to the reduction of water molecules:

H2Oþ e� ! Hads þ OH�

The second stage of the reaction to produce molec-
ular hydrogen may occur through either of two
mechanisms. In the first of these, known as chemical
desorption, chemical recombination, or the Tafel
reaction, two adsorbed hydrogen atoms combine to
produce a hydrogen molecule:

Hads þHads ! H2

Alternatively, the adsorbed hydrogen atom may par-
ticipate in a second electrochemical reaction, known
as electrochemical desorption, or the Heyrovsky
reaction:

Hads þH3O
þ þ e� ! H2 þH2OðacidÞ

HadsþH2Oþ e� !H2þOH�ðneutral or alkalineÞ
For iron, it is reasonably well established that the reac-
tion goes by way of chemical recombination under
most circumstances, although there is some evidence
that electrochemical desorption may take over in very
alkaline solutions or at large overpotentials.

A third reaction, which goes in parallel with the
desorption reaction, is the entry of atomic hydrogen
into the steel from the surface adsorbed state:

Hads ! Hmetal

In most circumstances, the kinetics of this reaction are
controlled by the rate at which the hydrogen can
diffuse into the underlying steel, and this reaction is
essentially in equilibrium. Consequently, it is difficult
to study the kinetics of this reaction. A particular situ-
ation in which this may be very important relates to
the conditions at crack tips, where the hydrogen may
be transported into the bulk by dislocation motion,
giving rise to very high rates of hydrogen entry.

As the hydrogen entry reaction is generally in
equilibrium, the hydrogen concentration just below
the entry surface is directly related to the surface
concentration or coverage. Consequently, the rate of
entry of hydrogen into the steel is controlled by the
balance between the first and second stages of the
hydrogen evolution reaction, since these control
the coverage of adsorbed hydrogen. In the case of
chemical recombination as the second stage in the
reaction, the rate of hydrogen evolution is propor-
tional to (Hads)

2 (since two adsorbed hydrogen atoms
are involved in the reaction), while the rate of hydro-
gen entry (or the equilibrium concentration just
below the surface, which is usually the controlling
factor) is proportional to (Hads). Thus, as the cathodic
current increases so the subsurface hydrogen con-
centration (and hence, the rate of hydrogen diffu-
sion through a membrane) increases as the square
root of the cathodic current (assuming that the cur-
rent due to hydrogen entering the steel is small
compared to that due to hydrogen evolution, as is
usually the case).

However, when the second stage in the hydrogen
evolution reaction is electrochemical desorption, the
rate of this reaction is increased as the potential
becomes more negative, and the adsorbed hydrogen
concentration may remain constant or fall, according
to the detailed electrochemistry. This results in curves
such as that shown in Figure 1 for steel in seawater.
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Whether the adsorbed hydrogen is produced from
the gas phase or from aqueous solution, it appears
that the presence of hydrogen atoms distorts the
crystal structure of the metal surface5 and this results
in a surface solubility that is higher than that of the
bulk. The depth of this distortion is not clear, but it
seems possible that this distorted zone may play an
important part in initiating brittle fracture processes.

2.10.4 Location of Hydrogen in Steel

Hydrogen exists in metals in the monatomic form,
and is commonly described as atomic hydrogen. In
practice, the state of charge of the hydrogen atom is
not known with any certainty, but it seems probable
that it tends to acquire a slight negative charge by
attracting electrons from the valence orbitals of the
metal lattice. It has been suggested that this results in
a weakening of the metal–metal bond which is
responsible for hydrogen embrittlement.6

Hydrogen has a very low solubility in the iron
lattice, which makes direct observation of the loca-
tion of the hydrogen atom in the lattice very difficult.
The hydrogen definitely occupies an interstitial site in
the bcc iron lattice. Two such sites are normally asso-
ciated with interstitial solutes in bcc structures, the
tetrahedral and the octahedral sites (see Figure 2).
Indirect evidence7 suggests that hydrogen occupies
the tetrahedral site.

In addition to interstitial sites in the lattice, hydro-
gen atoms are also strongly attracted to defect sites in

the metal, and these are referred to as ‘traps.’ Trap
sites include vacancies, solute atoms, dislocations,
grain boundaries, voids, and nonmetallic inclusions.
Of the various trap types in iron and steel, vacancies
are relatively unimportant at ambient temperatures,
simply because of their low concentration. Somewhat
surprisingly, it appears that grain boundaries in pure
iron also trap very little hydrogen, although segrega-
tion of carbon and other impurity atoms to the grain
boundary can increase the tendency for trapping.8

The more important trap sites in iron and steel
appear to be phase boundaries, dislocations, voids,
and inclusions.9 Trap types may be classified in vari-
ous ways, two of the more important being related
to the number of hydrogen atoms which can be

(a) Tetrahedral Site (b) Octahedral Site

Figure 2 Octahedral and tetrahedral sites in the bcc

lattice.
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Figure 1 Hydrogen permeation current as a function of applied potential, showing effect of change in reaction mechanism

below �1200 mV (SCE). Reproduced from Obuzor, U. W. PhD Thesis, UMIST, Manchester 1989.
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accommodated in the trap and to the binding energy
of the trap. These are summarized in Table 1.

It should be noted that the terms saturable and
reversible are rather loosely defined in relation to
hydrogen trapping. Thus, some workers take the view
that reversible and nonsaturable traps are the same
(since the equilibrium hydrogen content of the trap
will vary with the fugacity). Similarly, the term revers-
ible is given a slightly different meaning from that
in electrochemical reaction kinetics, where it relates
to the activation energy of a reaction, rather than the
overall free energy change.

There are many ways in which trapping can be
studied, but the wide range of trap types and geome-
tries make it difficult to determine the properties of
specific trap sites.

Hydrogen trapped in voids consists of adsorbed
hydrogen on the walls of the void, together with
molecular hydrogen in the void itself. With high
fugacities of hydrogen in the steel, such as can be
developed in steels in contact with acidic solutions
containing hydrogen sulfide, very high pressures may
be developed in the void. When combined with the
hydrogen embrittlement of the steel around the void,
this can lead to the growth of cracks around the void.
Such cracks typically develop around nonmetallic
inclusions which have been flattened by rolling, giv-
ing characteristic blisters lying parallel to the rolling
direction. This phenomenon is known as hydrogen-
induced cracking.

2.10.5 Transport of Hydrogen in Iron
and Steel

As a small interstitial atom, hydrogen diffuses rapidly
in iron, the diffusion rate being of a similar order to
that of solutes in aqueous solution.

The study of the transport of hydrogen in steel is
commonly undertaken by hydrogen permeation mea-
surements. This involves the permeation of hydrogen
through a thin steel membrane (typically less than
1mm thick). Hydrogen entry may be from the gas
phase or from solution, while the flux of hydrogen
through the membrane may be determined either by
vacuum extraction of the gas to a suitable detector, or,
somewhat more simply, by electrochemical oxidation
of the hydrogen to hydrogen ions. The latter method
forms the basis of the electrochemical hydrogen per-
meation cell developed originally by Devanathan and
Stackurski10 and illustrated in Figure 3. This has
subsequently been developed into a monitoring tech-
nique by Berman et al.,11 while Arup12 has developed
a small self-contained sensor using battery technol-
ogy, shown in Figure 4.

In permeation measurements, the first signs of
hydrogen diffusing through 1-mm steel membranes
can be observed in a few minutes. The practical mea-
surement of diffusion parameters tends to be rather
unreproducible, because of the role of the various
forms of trap, which tend to increase the solubility of
hydrogen in the steel and thereby decrease the appar-
ent diffusion coefficient. For pure iron at temperatures
above �350K, the activation energy for diffusion
is �7.6 kJmol�1, with Do being in the region of
1–2.5� 10�7m2 s�1. At ambient temperatures, the
activation energy ranges from �4 to 7 kJmol�1, with
Do ranging from �0.5 to 1.2� 10�7m2 s�1. Diffusion
coefficients at 298K are thus �7� 10�9m2 s�1.

The above data relate to very pure iron samples
with low dislocation densities. In real steels, the
trapping effects result in much lower apparent diffu-
sivities, which are dependent on the metallurgical
state of the steel as well as its chemical composition.
Typical values for the apparent diffusion coefficient
of hydrogen in high strength alloy steel at room
temperature are in the region of 10�11 m2 s�1.

In the context of hydrogen embrittlement, an impor-
tant aspect of transport processes is the influence of plas-
tic strain on the behavior of hydrogen in a metal. Brass
and Chene13 reviewed these effects, and concluded:

‘‘The nature of hydrogen-deformation interac-
tions may be complex and opposite effects can be
observed during the exposure of iron or nickel base
alloys to a hydrogen source:

(a) Strain may enhance hydrogen ingress in b.c.c.
alloys as a consequence of a local destruction of
the oxide films, while strain-induced defects
favor hydrogen trapping;

Table 1 Classification of trap types

Classification Description

Saturable The number of sites for hydrogen atoms is
fixed (e.g., grain boundaries,

dislocations)

Nonsaturable The number of sites for hydrogen atoms in

the trap varies according to the fugacity
(e.g., voids)

Reversible The trap binding energy is relatively small,

and hydrogen may escape from the trap
as well as enter it

Irreversible The trap binding energy is large, and

hydrogen will not leave the trap at

ambient temperature
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(b) Pipe diffusion may occur in the dislocation net-
work of predeformed samples, whereas hydrogen
accelerated transport by mobile dislocations is
expected during plastic deformation in f.c.c.
structures;

(c) Both the local plasticity and the embrittlement of
these alloys are increased by hydrogen.’’

Using in situ observations in an environmental TEM,
Robertson14 has obtained further experimental con-
firmation of the influence of hydrogen on dislocation
dynamics, and confirmed that hydrogen enhanced
dislocation mobility.

2.10.6 Sources of Hydrogen

The thermodynamics of the reaction of iron with
water are such that iron is always thermodynamically
capable of displacing hydrogen from water, although
the driving force is small at ambient temperatures,
except in reasonably strong acids. Thus, iron does not
suffer from serious corrosion in oxygen-free neutral

or alkaline solutions. However, rates of hydrogen
evolution which are insufficient to cause significant
corrosion may still produce enough hydrogen to cre-
ate a serious embrittlement problem for high strength
steels. The hydrogen which is produced dissolves
readily in the steel, and remarkably small concentra-
tions of hydrogen (less than 1 ppm) can cause embrit-
tlement. In addition to corrosion itself, many of the
standard chemical and electrochemical treatments
employed to protect steel against corrosion also
tend to drive hydrogen into the steel. Some of the
major sources of hydrogen are:

� Welding Hydrogen introduced into welds pro-
duces a particularly acute problem, as the weld
and the heat-affected zone are inevitably regions
of high residual stresses, contain inherent defects,
and are frequently intrinsically more brittle than
the parent material. Thus, it is important to mini-
mize the introduction of hydrogen into welds, even
for lower strength steels. Gas welding of steels using
an oxyacetylene flame will inevitably introduce
hydrogen as a result of the hydrogen-containing
gases in the flame. In theory, electric arc welding,

Specimen

Nickel oxide
battery electrode

Luggin probe to
reference electrode

Platinum
counter
electrode

Hydrogen entry side
filled with test
solution

Hydrogen measurement side-
filled with KOH solution
surface of specimen may
be plated with palladium

A

Figure 3 Hydrogen permeation cell (schematic).

Electrode
Separator

Metal oxide
Metal shell in good contact
with the metal oxide

Sealing compound, which is also
electrically insulating

Lid of palladium or steel
with internal palladium coating

Figure 4 Permeation cell using battery technology. Reproduced from Arup, H. Proceedings of the 9th Scandinavian

Corrosion Congress, 1984; p 825.
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particularly if the arc is protected from atmospheric
moisture by inert gas shielding, will not introduce
hydrogen. However, with normal manual metal arc
welding using flux coated electrodes, it is possible
for the flux coating to absorb moisture from the
atmosphere, and this will react with the molten
steel to produce hydrogen. For this reason, it is
good practice to store coated welding electrodes in
an oven in order to drive off any moisture.

� Acid Pickling This process is widely used for
removing rust and mill scale from steel, or for
removing internal scales from boilers. The objec-
tive of the process is the dissolution of iron oxides
or hydroxides, or hardness scales, but at the same
time, the iron will also tend to corrode in the acid,
with hydrogen evolution as the cathodic reaction.
This leads to hydrogen entry into the steel which
may lead to hydrogen embrittlement or blister
formation due to HIC.

As dissolution of the steel is normally an undesir-
able side-effect of the pickling process, resulting in
loss of metal and wasteful consumption of acid, it is
normal practice to add inhibitors (usually referred to
as ‘pickling restrainers’) to the acid. Unfortunately,
many of these work by interfering with the hydrogen
recombination reaction, rather than the initial pro-
duction of adsorbed hydrogen atoms. This has the
effect of increasing the surface coverage by adsorbed
hydrogen atoms, and consequently, the rate of entry
of hydrogen into the steel is increased, even though
the overall rate of hydrogen production is reduced.
For this reason, it is most important that pickling
restrainers for use with high strength steels should
be tested for their effects on the uptake of hydrogen
as well as their efficiency as inhibitors.

� Degreasing and Cleaning Various processes can be
applied for the removal of grease and other con-
taminants prior to painting, electroplating, or other
surface treatments. Degreasing in organic solvents
(e.g., vapor degreasing) is unlikely to generate sig-
nificant quantities of hydrogen unless the fluid is
contaminated with water or other species, such as
hydrogen chloride, capable of liberating protons.
Cleaning in aqueous alkali without applied polari-
zation is also unlikely to introduce much hydro-
gen, although any tendency for pitting corrosion
due to chloride contamination could give rise to
local problems. Cathodic cleaning, in which hydro-
gen is deliberately evolved on the steel is clearly
undesirable.

� Electroplating Electroplated metal coatings pro-
vide a convenient and effective means of protect-
ing steel against atmospheric corrosion, with zinc
and cadmium being particularly useful because of
their ability to provide sacrificial protection to the
steel substrate at breaks in the coating. Unfortu-
nately, all metal deposition processes require the
application of potentials at which hydrogen evolu-
tion is possible (in theory it would be possible to
deposit copper and more noble metals above the
hydrogen evolution potential, but as this would
also be a potential at which iron would dissolve
anodically, this would not produce good deposits).
Thus, the electrodeposition of coatings almost inev-
itably introduces hydrogen into the metal. The
majority of electrodeposited coatings on iron are
much less permeable to hydrogen than iron, the
major exceptions to this being other bcc metals,
with chromium being the only example in wide-
spread use (although even here chromium is gener-
ally used with an undercoat of nickel or copper,
which will act as a barrier). Consequently, most of
the hydrogen uptake occurs in the early stages of
the deposition process, before a complete coverage
of the coating metal has been achieved, and the start
of the deposition process is particularly critical in
determining the amount of hydrogen absorbed.
Clearly, the highest possible ratio of metal deposi-
tion rate to hydrogen generation rate is required in
this period, and this tends to be favored by high
current densities. For this reason (among others), a
high current density ‘flash’ deposit of metal is often
used as the first stage of a two-stage plating scheme.
Bath composition is also important in controlling
the entry of hydrogen into the steel.

Once high-strength steel components have been
electroplated, it is possible (and often mandatory) to
reduce the damaging effects of the hydrogen by baking
at �200 �C. In part, this serves to allow hydrogen to
diffuse through the coating and out to the atmosphere,
but the redistribution of the remaining hydrogen
within the steel, reducing damaging local high con-
centrations, is probably also an important part of this
de-embrittlement treatment.

Avery important area of use for electroplated high-
strength steels is fasteners and other high stress com-
ponents in aircraft. These are generally protected by
cadmium plating, although the toxicity of cadmium
and its compounds is giving rise to a search for alter-
natives. In this application, the avoidance of hydrogen
embrittlement is clearly essential, and as a result, a
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wide range of standard procedures and tests for cad-
mium plating of high-strength steels are available as
civil or military specifications and codes of practice.15

� Phosphating Phosphating, which is widely used as
a pretreatment for steel prior to painting, involves
the controlled corrosion of the steel in acid solu-
tion, and inevitably leads to the uptake of hydro-
gen. By limiting the free acid in the phosphating
bath, and by introducing oxidizing agents to raise
the working potential, the uptake of hydrogen may
be reduced.

� Painting Conventional paints are normally innoc-
uous, but it seems possible that some modern water-
based paints, particularly those applied by cathodic
electrophoresis, may introduce significant quanti-
ties of hydrogen into the steel. Fortunately, these
paints are generally stoved after application, and
this is effective in removing the hydrogen, which
permeates very easily through the paint film.16

Additionally, these paints are applied primarily to
lower-strength steels in motor vehicle bodies and
similar applications, and as far as the author is
aware, no problems have been experienced in ser-
vice. However, suitable tests would be advisable
if it is intended to use these processes with high-
strength steels.

Paint strippers may give rise to hydrogen entry
into steel, and in critical applications, such as the
treatment of aircraft components, commercial paint
strippers should be tested before use.

� Corrosion in Service Most of the modes of hydro-
gen entry discussed above involve a single brief
charging period, and as a result are treatable, in
that the hydrogen can be removed by a suitable de-
embrittlement treatment (provided the embrittle-
ment is not so severe that cracks are formed before
the de-embrittlement treatment can be applied). In
contrast, the entry of hydrogen due to corrosion in
service is generally continuous. Thus, de-embrit-
tlement is not feasible, and the control of hydrogen
embrittlement of high strength steels presents a
much more difficult problem.

In general, hydrogen will enter steel during any
corrosion process involving hydrogen ion or water
reduction as one of the cathodic reactions. It is fre-
quently implied that the applied potential must be
below the equilibrium potential for hydrogen evolu-
tion before hydrogen entry into steel is possible. How-
ever, for two related reasons this is not true. Firstly, the

equilibrium potential for hydrogen evolution at a
given pH is that potential at which protons or water
molecules at the metal–solution interface are in equi-
librium with molecular hydrogen at a partial pressure
of one atmosphere. As the partial pressure of hydrogen
is reduced, so the equilibrium potential will increase,
in accordance with the Nernst equation, and even at
potentials of 200mV above the 1-atm equilibrium
potential, there will be a significant concentration of
hydrogen at the metal surface. Secondly, for high-
strength steels, the matrix concentration of hydrogen
required to cause embrittlement is very small, as the
hydrogen tends to concentrate at phase boundaries and
other trap sites. Thus, hydrogen embrittlement has
been observed in high-strength steel in contact with
gaseous hydrogen at pressures belowone thousandth of
an atmosphere.

A second difficulty in predicting the effect of par-
ticular corrosion conditions on the rate of hydrogen
uptake by steel is the strong influence of local condi-
tions. For passive steel, where the corrosion potential
is several hundred mV above the 1-atm hydrogen
equilibrium potential, one would not expect problems
of hydrogen embrittlement, and this is frequently used
as an argument against a hydrogen embrittlement
mechanism of SCC in environments such as phos-
phates and carbonate/bicarbonate. However, the local
environment in pits, cracks, or crevices may be very
different from conditions at the free surface. In partic-
ular, acidification may occur due to metal–ion hydro-
lysis (especially for chromium-containing steels), and
the potential in the localized corrosion cavity may be
considerably more negative than that measured at the
free surface. The net result is that the conditions
within the cavity may be favorable for hydrogen evo-
lution, even though the free surface conditions imply
that hydrogen embrittlement is very unlikely.

In neutral saline environments, such as seawater,
the rate of hydrogen entry is controlled by (among
other things) the applied potential. In this case (and
probably many others) the response observed, even at
a smooth surface, is not as simple as might be expected,
largely because of changes in the chemistry of the
liquid in immediate contact with the steel. This is
indicated in Figure 5 due to Barth et al.,17 which
shows the rate at which hydrogen permeates through
a steel membrane in response to a range of applied
potentials. Note that hydrogen enters steel in aerated
solution when it is anodically polarized to well above
the nominal equilibrium potential for hydrogen
(��650mV versus SCE for this near-neutral
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solution). Similar behavior has been observed in work
that has taken account of the shielding effect of a crack
or crevice18 and this has shown that the effects of
applied potential can be explained on the basis of the
local potential and pH in relation to the hydrogen
equilibrium potential. Figure 6 shows typical results
obtained in this work, and it can be seen that the
hydrogen overpotential and the rate of hydrogen
entry into the steel increase with both anodic and
cathodic polarization. Detailed prediction of the effect
of applied potentials on the rate of hydrogen entry
require very careful consideration of many factors,
including the exact composition of the solution (espe-
cially with respect to the oxygen concentration), the
geometry of the component (especially the presence of
any cracks or crevices), and the mass transport condi-
tions. In general terms however, when considering the
performance of steel in seawater, it seems probable that
slight cathodic polarization to ��750 or �800mV
(SCE) may reduce the rate of hydrogen entry com-
pared to free corrosion conditions, because the
increased pH obtained as a result of the cathodic
polarization outweighs the lowered potential. Further
decrease in potential increases the rate of hydrogen
entry down to ��1200mV (SCE), when electro-
chemical desorption takes over as the second stage of
the hydrogen evolution reaction, and at potentials that
are more negative, the rate of hydrogen entry remains
roughly constant.

In deaerated neutral salt solutions, anodic polariza-
tion of chromium-free steel tends to lower the rate of
hydrogen entry, as the fall in pH due to ferrous ion
hydrolysis is relatively limited, and cannot compensate
for the more positive potential. However, in aerated
solution, the ferrous ion can be oxidized to ferric in
solution by dissolved oxygen, and as ferric hydroxide is
much less soluble than ferrous hydroxide, the pH can
fall much lower. (This reaction is a serious problem
when trying to measure the solution pH in cracks and
crevices, and much of the early work which shows very
acid pH values in cracks in carbon steels is now known
to be incorrect because this reaction was allowed to
occur between extracting the crack solution and mea-
suring its pH). In addition to lowering the surface pH,
it seems possible that the precipitated film of ferric
hydroxide/oxide also presents an ohmic resistance,
and may thereby allow the surface potential to become
lower than that measured in the bulk solution. It seems
probable that the combination of these two effects was
responsible for the increase in permeation current
observed for anodic polarization by Barth et al.18

Many steels contain small, but significant concentra-
tions of chromium, and it should be appreciated that
chromium concentrations of �1% can markedly in-
crease the tendency for local acidification, owing to the
much stronger tendency for chromium ion hydrolysis.

As considerations such as those discussed above
have become more widely appreciated, it has become

Hydrogen permeation rate (STD M3cm−2S−1)

Applied potential (mV)(SCE)

Detection limit

−1600 −1200 −800 −400 0 400

10−5

10−6

10−7

10−8

10−9

10−10

Desorated 3N NaCl

Aerated 3N NaCl

Figure 5 Hydrogen permeation current as a function of applied potential, showing effect of oxygen concentration and
applied potential. Reproduced from Barth, C. F.; Troiano, A. R. Corrosion 1972, 28(7), 259–263.
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clear that it is quite difficult to specify aqueous envir-
onments in which hydrogen entry into steel will occur
at a sufficiently low rate that the possibility of hydro-
gen embrittlement can be discounted. The main can-
didates for such an environment are strong alkalis and
highly oxidizing environments, such as nitric acid or
nitrates, which are free of species, such as chloride,
which predispose to pitting or crevice corrosion, and
high temperature environments, such as water at
250 �C (since the deleterious effects of dissolved
hydrogen decrease at high temperatures).

2.10.7 Effect of Hydrogen on
Mechanical Properties

2.10.7.1 Elastic Constants

While there is some evidence of small changes in the
elastic properties of steel as a result of dissolved

hydrogen19 these changes are small, and of little
practical consequence. This is perhaps to be expected
in view of the very low solubility of hydrogen in the
iron lattice and the small effect on the metal–metal
bond strength.

2.10.7.2 Yield Stress

The effect of hydrogen on the yield stress of iron
and steels is unpredictable. For very pure iron single
crystals and polycrystals, the yield stress is frequently
found to be decreased by hydrogen, but it may increase
or stay the same, depending on the dislocation struc-
ture, crystal orientation, and purity of the iron.20 Little
information is available for steels.

2.10.7.3 Plastic Behavior

The effect of hydrogen on the plastic behavior of iron
and steel is somewhat complex, as hydrogen may
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harden or soften the material, according to its structure
and the mode of slip. On the basis of work on single
crystals of pure iron, Lunarska20 has concluded that
segregation of hydrogen around dislocations decreases
their elastic stress fields. At room temperature (where
the rate of diffusion of hydrogen is sufficiently high
that it can keep up with a moving dislocation), this
leads to a softening of single crystals when only one
slip system is operative. The hydrogen also suppresses
cross-slip of screw dislocations, and this results in
increased work hardening when multiple slip systems
are active. Lunarska also notes that ‘‘the presence of
residuals (even at very low concentration) can drasti-
cally change all of these effects.’’

It is partly because of the variable effect of hydro-
gen (giving both softening and hardening, according
to the nature of the slip) that the extrapolation
of model experiments on very pure iron to predict
the behavior of commercial materials is so difficult.
It is further hindered by the ability of dissolved
hydrogen to modify the dislocation structure of a
straining material.

2.10.8 Hydrogen Embrittlement of
Steels

By far the most important impact of dissolved hydro-
gen on the mechanical properties of steels and par-
ticularly high-strength steels is the production of
apparently brittle fracture where the steel would
normally behave in a ductile fashion. If a steel con-
tains dissolved hydrogen, this can result in immediate

fracture at stresses approaching the fracture stress in
the absence of hydrogen, or it may result in delayed
failure at lower stresses (Figure 7). The latter behav-
ior is most pronounced for tensile tests on notched or
precracked specimens, as the stress field around the
notch or crack creates a high triaxial stress which
dilates the metal lattice and tends to attract hydrogen
from other parts of the specimen.

Some typical properties of common steels when
exposed to environments supplying hydrogen are
presented in Table 2. This table is presented to illus-
trate the order of magnitude of hydrogen embrittle-
ment effects, and it is important to appreciate that the
heat treatment and mechanical processing of a partic-
ular material, as well as the exposure conditions, can
markedly affect its resistance to hydrogen embrittle-
ment. Many of the data presented in this table have
been extracted from the reviews of Sandoz21 and
McIntyre.22 One useful fact that is indicated by the
data in Table 2 is the good hydrogen embrittlement
resistance of maraging steels when used somewhat
below their ultimate capability. These data also illus-
trate the general result that a given steel will usually
have a greater susceptibility to hydrogen embrittle-
ment as it is tempered to a higher strength.

The effect of strength of the embrittlement can be
rationalized by considering the changes in the size of
the plastic zone at the crack tip as a function of the
yield strength. The stress ahead of a perfectly sharp
crack is proportional to 1/r, where r is the distance
from the crack tip. This goes to infinity as r!0,
so there must be a plastic zone ahead of the crack
that has yielded. The size of this plastic zone will be
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Figure 7 Typical results of static load tests on notched specimens.
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approximately inversely proportional to theyield stress,
and the peak stress will be equal to the yield stress. This
discussion oversimplifies the stress state ahead of the
crack tip, which is three dimensional and rather com-
plex.However, the general conclusion is accurate. Thus,
a higher strength material will have a smaller plastic
zone with a larger stress in it, both the factors tend to
increase the tendency for hydrogen to concentrate in
this region and to cause fracture.

2.10.9 Hydrogen Embrittlement of
Other Alloys

While the majority of work on hydrogen embrittle-
ment is concerned with high strength steels, many
other alloys have been shown to suffer embrittlement
by hydrogen. We can list a few general factors that
have a strong influence on typical susceptibility to
hydrogen (though, like most generalizations, there
will be exceptions):

� Susceptibility increases as the yield strength
increases. This is an almost inevitable consequence
of the reduction in the volume of the crack tip
plastic zone and the increase in stress within that
zone as the yield strength increases.

� Face-centered cubic (fcc) alloys are less susceptible
than body-centered cubic (bcc) alloys. There are
several reasons for this, (1) the greater inherent
ductility of fcc alloys; (2) the much lower diffusion
coefficient for hydrogen in fcc structures; and (3) the
much greater solubility of hydrogen in fcc.

� Hexagonal close-packed (hcp) alloys might be ex-
pected to have an intermediate susceptibility be-
tween fcc and bcc, having lower inherent ductility
than fcc but comparable hydrogen solubility and
diffusion coefficient. However, many of the common

hcp alloys (Ti, Mg, Zr among others) form stable
hydrides, and are therefore susceptible to hydrogen
embrittlement by a hydride cracking mechanism.

It is sometimes stated that fcc alloys (such as austenitic
stainless steels) are immune from hydrogen embrittle-
ment. However, this is an overstatement; it is more
accurate to say that they are more resistant, which
typically means that more hydrogen, and/or a longer
time are necessary for fracture to occur. Thus, hydro-
gen embrittlement has been observed in nickel sheet
(used in the author’s laboratory as a cathode in an
electrochemical machining cell), high strength alumi-
num alloys,23 and austenitic24 and duplex25 stainless
steels. There are relatively few reports of hydrogen
embrittlement of copper or copper-based alloys, but
this is probably due to the noble character of copper,
which means that hydrogen cannot be produced at a
significant concentration by corrosion of copper, rather
than to any inherent immunity from embrittlement.

2.10.10 The Influence of
Microstructure and Composition

The influence of the composition and metallurgical
structure of steels on their susceptibility to hydrogen
embrittlement have been discussed from a theoretical
basis by Bernstein and Pressouyre.6 They considered
the nature of the various trap sites in the steel, both
with respect to their tendency to accumulate hydrogen,
and their sensitivity to fracture in the presence of
hydrogen. This approach seems to offer considerable
potential in respect of designing alloys for hydrogen
resistance without sacrificing other properties, although
with our current knowledge the methods are probably
more relevant for the rationalization of results.

Table 2 Typical properties of common high-strength steels in salt solutions

Material Yield stress
(MPa)

Failure timea

(h)
KIc

(MPa√m)
KISCC

(MPa√m)
Plateau velocity
(ms�1)

HY130 900 NF 130–170 60–140 5�10�8

300M 1600 40–150 – 115 10�8

4340 1400–1800 – – 20 10�5 – 10�2

4340 <1400 – – 30–80
4130 1300 – – 30 10�6 – 10�4

4130 1050 – – 120

18Ni MS 1900 400 40–100 5–35

18Ni MS 1500 10,000 180 40–100
18Ni MS 1200 NF 160 120 10�5

aThe failure time presented is the approximate time to failure at an applied stress of 75% of the yield stress of the material.
MS = Maraging Steel.
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As a general rule, the damage due to dissolved
hydrogen tends to become more severe as the strength
of the steel increases. In part, this may be associated
with the greater resistance of the stronger material to
plastic deformation, which facilitates the transition to
brittle behavior. In addition, the size of the crack tip
plastic zone, which defines the size of the region to
which hydrogen is attracted, is inversely proportional
to the yield strength of the material. Hence, for the
stronger steels, a given amount of dissolved hydrogen
will be concentrated into a smaller region, and will,
therefore, have a more damaging effect. However, this
general effect of strength level does not explain all
aspects of hydrogen embrittlement of high strength
steel, and steels with the same mechanical properties
may be affected by hydrogen in quite different ways as
a result of their different microstructures.

A particularly important aspect of the microstruc-
tural state of the steel is the condition of the grain
boundary. As noted in Section 2.10.4 above, ‘pure’
grain boundaries do not act as major sites for the
trapping of hydrogen, but it is clear that impurity
segregation and carbide precipitation at the grain
boundary may significantly modify its behavior. Thus,
it is now widely recognized that there is a strong link
between various forms of temper embrittlement and
hydrogen embrittlement, and quite small changes in
tempering treatment can give large variations in hydro-
gen embrittlement resistance.26,27

On a more positive note, it seems clear that steels
can be made more resistant to the effects of hydrogen
by incorporating as many strong, finely dispersed
traps in the microstructure as is possible, while ensur-
ing that there are no continuous trap sites (such as
embrittled grain boundaries). This may explain the
better resistance of steels hardened by cold-working
compared to quenched and tempered steels.28 What-
ever the reason, this effect is particularly fortunate
in the production of prestressed concrete, where
cold-drawn pearlitic (or ‘patented’) wires give high
strength levels (�1700MPa) with good (though not
complete) resistance to hydrogen embrittlement. In
this particular case, it is probably also important that
most of the phase boundaries in the structure lie
parallel to the tensile axis, allowing them to collect
large quantities of hydrogen without serious detriment
to the performance of the wire. When such wires do
suffer from hydrogen embrittlement, they exhibit a
characteristic elongated ‘green-stick’ fracture.

Similarly, it seems that retained austenite may
be beneficial in certain circumstances29 probably be-
cause the austenite acts as a barrier to the diffusion

of hydrogen, although in high concentrations (such
as are obtained in duplex stainless steels) the austen-
ite can also act as a crack-stopper (i.e., a ductile
region in the microstructure which blunts and stops
the brittle crack).

2.10.11 Theories of Hydrogen
Embrittlement

Despite the major technical importance of hydrogen
embrittlement, and the wealth of research work on the
subject, the mechanism (or perhaps mechanisms) of
hydrogen embrittlement remains uncertain. Much of
the book edited by Oriani, Hirth, and Smialowski is
concerned with mechanistic aspects of hydrogen
embrittlement, and the reader is referred in particular
to the summary by Thomson and Lin.30

In considering hydrogen embrittlement mechan-
isms, it is important to keep in mind the concentration
of hydrogen in the steel, as matrix concentrations are
very low, typically of the order of one atom of hydro-
gen for every 106 iron atoms. It is very difficult to see
how such small amounts of hydrogen can modify
fracture properties so markedly, and it must be sup-
posed that hydrogen present in traps or possibly in
surface layers (where the solubility may be markedly
increased)6 is the main cause of embrittlement. Thus,
realistic mechanisms of hydrogen embrittlement will
be based on the effect of hydrogen on dislocation
behavior, on the effect of hydrogen at phase bound-
aries or grain boundaries or on the effect of hydrogen
at the metal surface. These factors will be assisted by
the concentration of hydrogen to the region of triaxial
tensile stress ahead of the crack.

In considering the various theories, it is also app-
arent that many of them may be considered as alter-
native descriptions of essentially the same physical
process, or as descriptions of parallel processes which
collaborate in the failure. Thus, a complete description
of hydrogen embrittlement in a given situation will
almost inevitably incorporate aspects of several of the
following theories.

2.10.11.1 The Pressure Theory

The earliest theory of hydrogen embrittlement was
probably the planar pressure theory advanced by
Zappfe31 in 1941. This essentially proposes that the
effect of hydrogen is to create very high pressures of
hydrogen gas in voids and other defects within the
metal thereby assisting in the fracture of the steel.
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While this is an important aspect of the blistering of
steel by HIC, it cannot by itself explain the hydrogen
embrittlement of high strength steels, where fracture
may occur in steel in equilibrium with hydrogen at
very low pressures.32 Some concentration of hydro-
gen may occur as a result of dislocation transport, but
it is difficult to see how significant internal pressures
can be generated by hydrogen entering from an
external pressure of one thousandth of an atmo-
sphere, yet this can cause hydrogen embrittlement.

2.10.11.2 Decohesion Theories

The decohesion models proposed by Troiano, Oriani,
and others33–35 suggest that the role of hydrogen is to
weaken the interatomic bonds in the steel, thereby
facilitating grain boundary separation or cleavage
crack growth. In view of the very low hydrogen con-
centration in the matrix, it is necessary for some
method to exist by which the hydrogen can be con-
centrated at the site of the fracture. For cracking along
phase or grain boundaries, this can be explained in
terms of the trapping of hydrogen at the phase bound-
ary. It is a little more difficult to see how transgranular
cracking can be explained; processes which have been
invoked include the concentration of hydrogen at the
region of triaxial tensile stress at the crack tip and local
high concentrations of hydrogen being generated by
reaction or adsorption at the crack tip.

2.10.11.3 Surface Energy Theories

Surface energy theories were first proposed by Petch
and Stables.36 By lowering the surface energy of the
newly formed crack, the hydrogen reduces the stress
intensity required for brittle fracture. As with the
decohesion models, surface energy models only seem
reasonable for the case of hydrogen derived from
surface layers or grain boundaries, since the hydrogen
adsorption must occur at the same time as the fracture
event in order for the reduction in surface energy to be
effective in lowering the energy required for fracture.

2.10.11.4 Hydride Formation

In some systems, notably titanium alloys, hydrogen
embrittlement has been attributed to the formation
and subsequent fracture of brittle hydride phases at
the crack tip. This has been postulated by Gahr et al.37

as a mechanism of hydrogen embrittlement of nio-
bium. While there is little evidence for hydride

formation in steels, it can be argued that hydrides
would be unstable and would dissolve as soon as the
crack has propagated through them. In view of recent
evidence of significant structural rearrangement of
steel surface containing chemisorbed hydrogen,6 the
possibility should also be considered of the induction
of cleavage by a brittle surface film, similar to the film-
induced cleavage model of stress corrosion cracking.38

2.10.11.5 Local Plasticity Theories

Various workers have suggested that hydrogen acts by
reducing the stress required for dislocation motion.
This follows observations by several workers (sum-
marized by Morgan and McMahon39) of enhanced
dislocation motion in thin films exposed to hydrogen.
Similarly, Lynch40 found very similar fractography for
liquid metal embrittlement and hydrogen embrittle-
ment, and proposed that both processes involve the
facilitation of dislocation emission at the crack tip.
Lynch,3 echoing the earlier review of Birnbaum et al.,2

describes the three currently favored mechanisms:

� hydrogen-enhanced localized plasticity (HELP);
� hydrogen enhanced decohesion (HEDE); and
� adsorption-induced dislocation emission (AIDE).

In the HELP mechanism, crack propagation occurs
by highly localized slip due to local softening by
hydrogen at the crack tip. HEDE is due to weakening
of the metal–metal bond allowing brittle fracture
rather than plastic deformation (essentially this is
the decohesion model described above). AIDE is des-
cribed by Lynch as ‘‘. . . based on hydrogen induced
weakening of interatomic bonds (as for HEDE) but
with crack growth occurring by localized slip (as for
HELP).’’ The corrosion-enhanced plasticity model
proposed by Delafoss and Magnin41 is rather more
general description of an essentially similar model to
HELP, in that the enhanced plasticity may be due to
corrosion, as well as hydrogen, effects.

2.10.12 Hydrogen Embrittlement
Tests

There are several classes of test for hydrogen embrit-
tlement, according to the application. Three general
types of mechanical test can be identified, together
with chemical and electrochemical tests intended to
determine the hydrogen content of steels or the rate
of entry of hydrogen from an environment.
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2.10.12.1 Constant Stress Tests

The simplest test for hydrogen embrittlement involves
applying a constant stress to a specimen. This can be
applied both to the testing of samples which already
contain hydrogen (e.g., as a result of electroplating)
and to the testing of samples in environments causing
hydrogen entry. The specimen may take various forms
but is commonly a tensile specimen. Particularly where
the test is being used to examine the effect of dissolved
hydrogen which is already present in the steel, the
specimen may be notched, in order to develop a region
of triaxial stress at the tip of the notch that will tend to
concentrate hydrogen.

When a constant stress test of a notched specimen
is being used for the evaluation of samples containing
hydrogen, it is commonly referred to as a sustained
load test, although the terms stress rupture and static
fatigue are also used in the older literature. The results
of a typical sustained load test are shown in Figure 7.
At a stress which is frequently (though not necessarily)
below the notch tensile strength for hydrogen-free
material, the specimen will fail instantaneously as a
result of the damaging effect of the uniform hydrogen
concentration in the steel. At lower stresses, delayed
failure occurs as hydrogen diffuses to the region of
triaxial stress at the tip of the notch. Eventually, as the
stress is reduced, the quantity of hydrogen in the
neighborhood of the notch is insufficient to cause
failure, and a critical or threshold stress is reached.
The behavior of a steel sample in this test is a function
of both the material and the hydrogen concentration,
with an increase in hydrogen concentration giving
instantaneous failure at lower stresses, shorter times
to failure, and a lower critical stress. Testing at lower
temperatures will give longer failure times, since the
rate-controlling process is hydrogen diffusion, but the
critical stress will go down, as the intrinsic tendency of
the steel to brittle rather than ductile failure is
increased. At elevated temperatures, hydrogen may
be lost by degassing and by trapping, and in this case,
the critical stress will increase. The failure stress is also
strongly influenced by the notch tip radius, with a
smaller radius giving shorter times to failure and fail-
ure at lower stresses. This can be explained in terms of
the size and intensity of the region of triaxial stress at
the notch tip, with a sharper notch giving a smaller
triaxial region, which can develop a higher hydrogen
concentration in a given time. Because of the difficulty
of obtaining a reproducible notch tip geometry, the
sustained load test tends to give rather scattered
results. Smooth specimens can be used for sustained

load testing, but in this case, the defects responsible for
local hydrogen concentration will typically be surface
or near-surface nonmetallic inclusions, and the chance
organization of these will give highly scattered results.
Smooth specimen results will also tend to be noncon-
servative, as the majority of real components are liable
to contain stress concentrators of one form or another.

In addition to testing for the effects of preexisting
hydrogen in the steel, sustained load tests can also be
used to test for the effect of hydrogen entering from
the environment. Both smooth and notched speci-
mens can be used. At short times, the results obtained
will differ from those for steels containing dissolved
hydrogen, since time will be required for the hydro-
gen to enter the steel. However, this time can be very
short, since hydrogen can diffuse �10 mm in 1 s, and
failure times of the order of seconds can be obtained
for severe environments and loading conditions. For
tests at ambient temperature, it is found that the
critical stress is reached fairly quickly, and it is gen-
erally found that failures will occur within a month of
exposure of the samples. This provides something of
a problem in relating service behavior to laboratory
tests, since service failures are often observed after
much longer exposure times. This may be a result of
variations in exposure conditions in service or it may
be associated with the need to develop initiating
defects by pitting corrosion or similar processes.
Whatever the cause, it does lead to the conclusion
that sustained load tests cannot be used to predict
service life with any accuracy.

2.10.12.2 Controlled Strain-Rate Tests

Controlled strain-rate tests were first developed by
Parkins42 for the study of stress-corrosion cracking.
These took the form of constant strain-rate tests (also
known, perhaps more accurately, as constant extension
rate tests). Since then alternative forms of test have
been developed to modify the conditions under which
the specimen is exposed.

The slow strain-rate test is based on the principle
that stress corrosion cracking processes are normally
dependent on plastic strain in the material. By extend-
ing the specimen very slowly, any stress corrosion
cracking phenomena are given every possible oppor-
tunity to occur, hence, the slow strain-rate test can
quickly reveal any tendency to cracking in a given
metal–environment combination. A particular advan-
tage of the slow strain-rate test is that failure of the
specimen will always occur in a reasonable time, if
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only by normal ductile fracture processes. Test dura-
tions clearly depend on the strain-rate and the ductil-
ity of the metal, but typical test durations for steels
in hydrogen embrittling environments are �1week.
In addition to providing a rapid indication of the possi-
bility of SCC in a particular system, the slow strain-
rate test can also be used to study the effect of material
and environmental factors on the susceptibility. For
example, Figure 8 shows the effect of environment
composition and tempering temperature on the reduc-
tion in area obtained for tests on a quenched and
tempered steel in various aqueous solutions. Themini-
mum in the reduction in area which can be seen for
tempering temperatures of 350 �C provides evidence
of the interaction between hydrogen embrittlement
and temper embrittlement.

While the conventional slow strain-rate test offers
many benefits, it does suffer from a tendency to over-
state the susceptibilityofmaterials to hydrogen embrit-
tlement. Thus, structural steels of modest strength will
fail even under conditions giving relatively low rates of
hydrogen entry. This is because the enforced plastic
deformation provides a very severe test condition,
which may not be reproduced in service when

relatively low stresses are applied to components.
This problem is partly addressed by the sustained
load test, but this may be unduly mild, as there will
be no plastic strain in the specimen once the initial
creep strain has died away. In order to provide a test
with intermediate severity, Erlings and his co-work-
ers43 developed a test which exposes the specimen to a
quasi-constant strain-rate, but at the same time keeps
the specimen within the elastic range. This involves
prestraining a slow strain-rate specimen up to the yield
stress. Then the specimen is exposed to a regular cycle,
the stress being reduced (typically) to 90% of the yield
stress, slowly strained to 95% of the yield stress, then
dropping back to 90%.This test is proposed as a part of
a sequence of tests, starting with the low-cost slow
strain-rate test, for the qualification of materials for
service, as indicated in Figure 9.

Another modification to the slow strain-rate test in-
volves the superimposition of a low amplitude sine
wave ripple on the slow uniform extension (Figure 10).
In effect, this produces higher strain-rates (which app-
ear to be more damaging for hydrogen embrittlement),
while still giving a long test duration, with adequate
time for the accumulation of hydrogen in the steel.44

2.10.12.3 Fracture Mechanics Tests

One problem of both sustained load and slow strain-
rate tests is that they do not provide a means of pre-
dicting the behavior of components containing defects
(other than the inherent defect associated with the
notch in a sustained load test). Fracture mechanics
provide a basis for such tests, and measurements of
crack velocity as a function of stress intensity factor, K,
are widely used. A typical graph of crack velocity as a
function of K is shown in Figure 11. Several regions
may be seen on this curve. At low stress intensity
factors, no crack growth is observed until a threshold
stress intensity factor, KISCC is reached. Typically,
KISCC is fairly insensitive to the rate of hydrogen
entry into the steel (as the crack is not growing at a
significant rate, hydrogen will eventually accumulate
at a sufficient concentration at the crack tip, whatever
the rate of entry). As the stress intensity factor in-
creases above KISCC the crack growth rate increases
rapidly, until a plateau crack velocity is attained. The
plateau velocity is a function of the rate of hydrogen
entry, and the plateau is usually attributed to the
availability of hydrogen at the crack tip being the
rate-limiting factor. Finally, the crack velocity in-
creases again as the stress intensity factor approaches
the critical stress intensity factor for fast fracture, KIC.
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In this region, the fracture consists partly of ductile
tearing and partly of hydrogen embrittlement, with the
hydrogen assisting the fracture of the tougher areas in
the metal. The above discussion has assumed that the

crack is loaded in Mode I (the crack opening mode,
with a tensile stress normal to the plane of the crack).
Hydrogen has relatively little effect in Modes II or III,
as these generate shear stresses at the crack tip, rather
than tensile stresses, and the shear behavior of steels is
relatively little affected by hydrogen, presumably
because dilation of the lattice at the crack tip (which
does not occur in Modes II and III) is required for
hydrogen accumulation.

2.10.13 Controlling Hydrogen
Embrittlement in Service

Clearly there are two major ways in which hydrogen
embrittlement can be controlled in service – either
the hydrogen content of the steel can be reduced
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Figure 9 ‘Elastic’ slow strain-rate test. Reproduced from Crooker, T. W.; Hauser, J. A. H A Literature Review on the
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Naval Research Laboratory, Washington DC, April 3, 1988.

Time

S
tr

ai
n

Figure 10 Strain-time history for ‘Ripple’ test (schematic).

918 Types of Corrosion in Liquids

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



(by limiting the rate of entry or by baking to remove
existing hydrogen), or the steel can be made more
resistant to hydrogen.

2.10.13.1 Reduction of Hydrogen Content

Preexisting hydrogen in steel, introduced by electro-
plating or other processing, can be reduced by a suit-
able de-embrittlement treatment, as discussed above.
A more difficult problem is the limitation of hydrogen
entry in service. The feasibility of controlling hydro-
gen embrittlement in this way will clearly depend on
the application, and in particular on the source from
which the hydrogen is entering the steel. Thus, hydro-
gen pickup from acid pickling can be reduced by the
use of appropriate inhibitors, and de-embrittlement
treatments can be used after pickling. In contrast,
hydrogen entry into components in an electrical gen-
erator using hydrogen as the cooling gas cannot easily
be modified.

In general preventing the entry of hydrogen from
the gas phase is liable to be difficult. Inhibition is
possible, for example, small quantities of oxygen can
markedly reduce the rate of hydrogen uptake, presum-
ably as a result of blocking active sites on the metal

surface. Similarly, ethylene gaswill react with adsorbed
hydrogen atoms, thereby preventing them from dif-
fusing into the steel. However, there will be few cases
in which it is permissible to modify the environ-
ment in this way (adding oxygen to hydrogen will cer-
tainly cause some concern). Organic coatings will not
generally be very effective in reducing hydrogen entry,
since these are usually rather permeable to hydrogen.
Furthermore, such coatings are usually susceptible to
local damage. Metal coatings may offer some reduc-
tions in hydrogen entry, as most close-packed metals
have a significantly lower diffusion coefficient for
hydrogen than iron, although this is partially compen-
sated for by a higher solubility.

In aqueous solutions, it becomes somewhat more
feasible to modify the entry of hydrogen into the
steel. This can be achieved by the addition of inhibi-
tors to the solution, by control of the electrochemical
potential of the metal and by coatings.

In situations such as the acid pickling of steel or the
use of steel pipes to handle sour oil streams, the use of
suitable inhibitors can give a significant reduction in
hydrogen entry. In this context, it is important to
emphasize that the efficiency of an inhibitor in reduc-
ing hydrogen entry is not the same as its efficiency in
reducing corrosion. Thus, arsenic and antimony com-
pounds are effective inhibitors of corrosion of steel in
acid, but they achieve this by inhibiting the hydrogen
recombination reaction, thereby increasing the rate of
hydrogen entry into the steel. In contrast, the addition
of chloroplatinic acid to a solution will increase the
corrosion rate by accelerating the hydrogen evolution
reaction. However, a part of this acceleration arises
because the hydrogen recombination reaction is cata-
lyzed by the particles of platinum which are deposited
on the surface by an exchange reaction. As a result,
chloroplatinic acid acts as an inhibitor of hydrogen
entry. This can be seen in Figure 8, where the addition
of chloroplatinic acid to 3.5% sodium chloride solu-
tion has increased the reduction in area for a given
heat treatment. Clearly, this is impractical for service
use, but several organic inhibitors are available which
are effective in reducing both corrosion and hydrogen
entry into the steel.

The electrochemical potential has a direct influ-
ence on the entry of hydrogen into steel from aqueous
solutions, and control of potential represents an obvi-
ous way to control hydrogen uptake. Unfortunately,
the effect of potential on hydrogen entry is complex,
and is strongly dependent on solution composition.
For example, as has been discussed above, it has been
shown18 that anodic polarization of steel in salt
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Figure 11 Stress-corrosion crack velocity as a function of

applied stress intensity factor.
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solution will give an increased rate of hydrogen entry
in aerated solution, but negligible entry in deaerated
solution. The situation becomes even more complex in
passivating environments, especially where pitting or
crevice corrosion can occur. As a generalization, for
aerated neutral salt solutions the optimum potential
for minimum hydrogen uptake appears to be slightly
below typical free corrosion potentials, a typical value
for seawater being ��750 to �800 mV (SCE). This
potential is also sufficient to reduce corrosion rates,
but it gives very little margin for potential differences
over the structure being protected. Potentials much
below�900 mVwill undoubtedly increase the rates of
hydrogen entry, and in view of the hazards involved in
overprotection, the deliberate application of cathodic
protection to high strength steel structures is probably
best avoided.

As in gaseous environments, metal coatings can
reduce the rate of hydrogen entry by acting as a low
permeability barrier. In addition, the coating metal
may also modify the electrochemical properties at
the metal–solution interface, as in the case of traces
of platinum derived from chloroplatinic acid. For
application in seawater and other neutral salt solu-
tions, zinc, and cadmium probably offer the best
combinations of properties, having low exchange cur-
rent densities for hydrogen evolution and relatively
low hydrogen permeabilities. In the event that part of
the steel substrate is exposed by mechanical damage,
a zinc coating has a rather low corrosion potential in
seawater, and may be expected to give rapid hydrogen
entry. However, cadmium gives a potential which is
around that at which the minimum rate of hydrogen
entry is observed, and is highly recommended as a
coating material for high strength steels. Unfortu-
nately, the toxicity of cadmium compounds precludes
its use in most applications. Proposed schemes for
‘cadmium replacement’ should be examined carefully
for their effect on hydrogen embrittlement as well as
their corrosion performance.

Organic coatings such as paints are also effective
in reducing the corrosion of steel, but as with inhibi-
tors, it is not certain that this will also mean that the
rate of hydrogen entry is reduced. Organic coatings
are typically rather permeable to water, and it is
possible for this to be reduced to hydrogen. Whether
this hydrogen subsequently enters the steel will
depend on the characteristics of the coating–steel
interface, and little is known about this. It is recom-
mended that suitable tests should be performed
before using organic coatings for protection of high
strength steels.

2.10.13.2 Increasing Resistance of Steel

For a given steel, the hardness will play a major part in
determining its resistance to hydrogen embrittlement,
but other factors are also significant. Thus, it is partic-
ularly important to obtain an appropriate microstruc-
ture, without any temper embrittlement or other
deleterious features (see above). Where possible the
use of work-hardened ferritic–pearlitic structures will
probably give better performance than quenching and
tempering, providing the stress is applied parallel to
the working direction.

In particularly severe conditions, it may be found
necessary to use austenitic steels, such as stainless
steels from the 300 series. The fcc structure of austenite
is inherently more ductile than bcc ferrite, and it is
therefore less liable to switch to brittle modes of frac-
ture in the presence of hydrogen. Additionally the
permeability of austenitic steels is less than that of
ferritic. The common commercial grades of austenitic
stainless steel tend to be rather marginal in respect of
the stability of the austenite phase, and they are there-
fore susceptible to the formation of martensite by
strain-induced transformation. This martensite is sus-
ceptible to hydrogen embrittlement, and it is therefore
important to ensure that steels used for hydrogen
service have sufficient austenite stabilizing elements,
primarily nickel. This is illustrated in Figure 12,
where the effect of nickel content on the residual
ductility in hydrogen is presented.45 Below �10% Ni
there is a strong tendency to strain-induced martensite
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formation, and low residual ductilities are observed.
Once the austenite becomes fully stable however, there
is hardly any loss in ductility due to hydrogen.

2.10.13.3 Prediction of Behavior

An important aspect of the use of materials in aggres-
sive environments is the prediction of service life, such
that planned maintenance procedures can be used.
A typical approach that might be suggested for steels
in conditionswhere hydrogen embrittlement can occur
is to assume a maximum possible defect in the struc-
ture, usually based on the expected capabilities of
the inspection system. Using a suitable relationship
for the crack velocity as a function of stress intensity
factor, the time to failure is calculated by integrating
from the initial defect size up to that necessary for fast
fracture. While this method is attractive in theory, in
practice it is liable to be rather unproductive for high
strength steels. The reason for this is that typical pla-
teau crack velocities for hydrogen embrittlement are
very high (between 10�6 and 10�2m s�1), and the
transition from KISCC to the plateau occurs over a
rather small range of stress intensity factor. Thus,
unless the initial defect happens to give a stress inten-
sity factor fractionally above KISCC, this calculationwill
predict either no failure or a very short life (even
10�6m s�1 corresponds to a crack velocity of
3.6mmh�1). Currently, the understanding of the fail-
ure of components by hydrogen embrittlement after
long periods in service remains somewhat limited, but
in many cases, it seems probable that pitting corrosion
plays an important part in the slow crack initiation
process. Thus, prediction of life in hydrogen embrittle-
ment conditions should be concerned with initiation
processes in addition to the crack growth above KISCC,
although there is not yet a sufficiently clear under-
standing of the initiation processes for this to be a
productive exercise.

2.10.14 Modeling of Hydrogen
Embrittlement

At a fundamental level, improvements in techniques
for ab initio modeling at the atomic level, coupled
with the continuing rapid increase in the power of
high performance computers, has led to a significant
improvement in our understanding of the behavior of
hydrogen in metals, including aspects such as the
binding energy of hydrogen to dislocations46 and
the segregation of hydrogen to grain boundaries.47

While it is not currently feasible to construct a
completely reliable ab initio model of hydrogen
embrittlement initiation or propagation, some moves
have been made in that direction. Serebrinsky et al.48

have developed a model of intergranular hydrogen
embrittlement ‘‘based upon: (1) a cohesive law depen-
dent on impurity coverage that is calculated from first
principles; (2) a stress-assisted diffusion equation with
appropriate boundary conditions accounting for the
environment; (3) a static continuum analysis of crack
growth including plasticity; and (4) the Langmuir
relation determining the impurity coverage from its
bulk concentration.’’ They concluded that ‘‘The calcu-
lations reproduce the following experimental trends:
(1) time to initiation and its dependence on yield
strength and stress intensity factor; (2) finite crack
jump at initiation; (3) intermittent crack growth;
(4) stages I and II of crack growth and their depen-
dence on yield strength; (5) the effect of the environ-
mental impurity concentration on the threshold stress
intensity factor; and (6) the effect of temperature on
stage II crack velocity in the low-temperature range.’’
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Abbreviations
EFC European Federation of Corrosion

HIC Hydrogen induced cracking

HPIC Hydrogen pressure induced cracking

SOHIC Stress orientated hydrogen induced

cracking

SSCC Sulfide stress corrosion cracking

Symbols
HAZ Heat affected zone

HV10 Vickers hardness 10 Kg load

H2S Hydrogen sulfide

MPa Mega pascals

2.11.1 Introduction

There are several forms of environmental cracking
that are either stimulated or produced by hydrogen.

Over the past decade and in previous decades,
there have been a significant number of pipeline
failures attributed to such mechanisms. The types
of cracking and compatibility of materials will be
described in this chapter.

In an ideal world, high strength steels would be fully
utilized in, for example, pipelines and offshore struc-
tures, the weight advantage being very attractive. How-
ever, in general terms, as the strength of steel increases

so does the susceptibility to hydrogen embrittlement.
This has been treated in the previous chapter, and only
one variant of this process, which is experienced in
harder welds in pipeline steels, will be discussed here.

In addition to the hydrogen embrittlement of harder
steels, there are also hydrogen cracking mechanisms
that occur in softer steels, such as hydrogen pressure
induced cracking (HPIC), and these processes are the
focus of this chapter.

Hydrogen embrittlement is clearly a function of
dissolved atomic hydrogen, while HPIC clearly dep-
ends on the formation of molecular hydrogen within
the steel (and hence depends on the presence of very
high hydrogen fugacity). However, a crack morphology
now recognized and termed stress orientated hydro-
gen induced cracking (SOHIC) has been defined, and
modern thinking suggests that the crack mechanism
is driven by a combination of atomic and molecular
hydrogen. This latter crack mechanism has been and
is still the subject of much research.

The three types of cracking described above have
all been responsible for a significant number of pipe-
line and pressure vessel failures.

In an effort to provide a clear picture, the three
crack mechanisms will be dealt with separately.

2.11.2 Sources of Hydrogen

The general sources of hydrogen have been described
in the previous chapter; here we concentrate on the
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production of the very high hydrogen fugacities that
are necessary for HPIC and SOHIC. In order to
achieve these high fugacities, it is necessary to gener-
ate hydrogen at the metal surface at an activity that
would be in equilibrium with a very high partial
pressure of hydrogen (far above atmospheric pressure).
The only commonway inwhich this can be achieved is
by corrosion in the presence of hydrogen sulfide (H2S).
The hydrogen sulfide may be naturally-occurring in
oil and gas reservoirs (produced fluids may contain
more H2S than oil, with the highest reported H2S
content being 87%1) or from reservoir souring as a
result of infection by sulfate reducing bacteria intro-
duced during water injection.

Figure 1 illustrates the processes that are involved
in the production of hydrogen gas at the steel surface.
In most environments, the vast majority of the hydro-
gen is evolved as gas and the amount entering the
steel is very small (typically less than 1%).

The mechanism whereby the atomic hydrogen
enters the steel in great quantities depends on the
poisoning of the recombination reaction in which two
adsorbed hydrogen atoms combine to form a hydrogen
molecule that then disperses as dissolved hydrogen or
as bubbles of gas. This causes the adsorbed hydrogen
concentration to increase and consequently, more
hydrogen enters the steel.

While several species act as poisons for hydrogen
recombination, H2S is by far the most common source
of problems, largely because of its presence in oil and
gas production. It is considered that the presence of the
HS� from disassociated hydrogen sulfide is the pri-
mary poison. Thus, in the presence of hydrogen sulfide,
it has been estimated that more than 90%of the atomic
hydrogen produced can enter the steel substrate.

It has also been suggested that the HS� ion acts as a
catalyst for hydrogen entry, and details of the mode of
action of H2S remain to be clarified. However, the facts
are that in the presence of hydrogen sulfide or other

particular compounds such as cyanides, atomic hydro-
gen can enter steel in vast quantities, whereas under
highly corrosive conditions such as corrosion in hydro-
chloric acid, where copious quantities of gaseous
hydrogen is produced, hydrogen atoms do not enter
the steel anywhere near such amounts.

2.11.3 Hydrogen Pressure Induced
Cracking (HPIC)

This phenomenon is also called blister cracking, step-
wise cracking, or simply hydrogen induced cracking
(HIC). HPIC is far more descriptive as it is the
pressure of hydrogen that causes the cracking as
described later.

Atomic hydrogen enters the steel substrate and will
continue in theory to the other side; however, the
atoms collect at sites such as metal-inclusion inter-
faces, voids, and other crystal defects. While hydrogen
is essentially insoluble in metals in a molecular form,
hydrogenmolecules can form at metal-inclusion inter-
faces, leading to the development of internal pockets
of hydrogen. Further, atoms are attracted to this site,
form more hydrogen molecules, and a gas pressure
builds up. This pressure can reach many MPa, and
eventually, the yield strength of the steel is exceeded
and cracks are initiated. As more hydrogen enters the
steel and further small cracks initiate, some of the
cracks join together in a shear mode. These often
look like steps, hence, the name stepwise cracking,
see Figures 2 and 3.

Generation of hydrogen by corrosion processesGeneration of hydrogen by corrosion processes

Fe2+

Fe − 2e
H˙

H˙ + H˙= H2

2H++ 2e = H˙ + H˙= H2

Figure 1 The corrosion process.
Figure 2 Example of HPIC in Plate Steel (courtesy Hay, M.

Shell Canada).

924 Types of Corrosion in Liquids

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



During the era of ‘controlled rolled plate,’ such
features were not uncommon and a number of fail-
ures occurred.

Steels have now been developed with improved
microstructure, achieved using calcium treatment
which minimizes the inclusions and banded micro-
structure that are the sites for HPIC initiation.
Having said that, HPIC failures are still occurring
when high levels of H2S are encountered, thus, steels
for use in sour environments should be tested – see
Section 2.11.6.

HPIC can occur in low strength steels with hard-
ness levels well-below the recognized level needed
for hydrogen embrittlement to occur.

2.11.4 Hydrogen Embrittlement

The first distinction to be made is that hydrogen
embrittlement is an atomic hydrogen mechanism not
a molecular hydrogen mechanism. Hydrogen embrit-
tlement is a particular problem in the oil and gas
industry in the context of welds, where higher hard-
ness than the parent plate can be obtained, together
with high residual stresses. Owing to the high hydrogen
levels that can be achieved by the action of H2S, failure
can occur at somewhat lower levels than is normally
found for hydrogen embrittlement. When it occurs in
the presence of H2S, the phenomenon is known as
sulfide stress corrosion cracking (SSCC) or sulfide
stress cracking (SSC).

In general terms, the higher the strength and
hardness of a steel the higher the susceptibility to
this form of cracking. The industry recognized upper
hardness limit as Vickers HV10 248 or Rockwell ‘C’
scale 22, see Figure 4.2

2.11.5 Stress Oriented Hydrogen
Induced Cracking (SOHIC)

The morphology of this type of crack is illustrated in
Figure 5.

This type of cracking has also been termed ladder
cracking or stacked array cracking.

Pargeter has presented a documentary history of
SOHIC failures3; the evidence strongly suggests that
a complex or tri-axial stress condition is required to
generate such cracking, in combination with a high
flux of hydrogen. It is important to note that the stress
can be residual rather than applied.

The first SOHIC failures occurred in spirally
welded line-pipe (Figure 6). There have been a
number of catastrophic bursts.

By virtue, its manufacturing process, spirally
welded pipe has a high residual stress adjacent to
the weld. SOHIC cracks are often positioned adjacent
to the heat-affected zone (HAZ) of the weld.

SOHIC has also been identified in failures in
pressure vessels, and in one case a seamless pipeline.

2.11.5.1 SOHIC Mechanism

At the time of writing, there are a number of
ongoing research programs to try to fully identify
the SOHIC mechanism, and one to develop an
acceptable test method.

It is generally considered that the following
events occur: the steel is flooded with hydrogen
from the corrosion process, there is a tri-axial stress,
voids are generated, and small internal blister type
cracks initiate by the HIC mechanism of molecular
hydrogen being formed and trapped. These small
cracks themselves generate internal stress fields
which further attract atomic hydrogen, further small

Figure 4 Hydrogen embrittlement (SSCC) of Pipeline weld.
Figure 3 HPIC in pipeline steel (courtesy Hay, M. Shell

Canada).
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cracks initiate in the through thickness direction,
which heightens the stress level, atomic hydrogen
then leads to cracking by processes similar to those
involved in hydrogen embrittlement, the resultant
cracks joining up the small HIC cracks. The eventual
failure is by coalescence of the through wall features.

Some workers in the field are also of the opinion
that the initial cracks could be formed around small
spherical inclusions. In some instances, these have
been found in the center of the crack. The definitive
mechanism whereby the cracks form in a vertical
array is yet to be discovered.

Current research has identified the overall impor-
tance of a tri-axial stress, and a test method that
applies a complex stress field to the sample is in the
late stages of refinement.

It should be noted that SOHIC is not limited to
line-pipe, it has been observed in plates and fittings.
Interestingly, the materials in question had hardness
significantly below the level accepted for SSCC/
hydrogen embrittlement resistance.

2.11.6 Testing Methods for Hydrogen
Cracking

2.11.6.1 Hydrogen Pressure Induced
Cracking

An industry accepted test method has been devel-
oped and used for many years, namely NACE
TM0284.4 The method is quoted in many standards
such as ISO 151562 and EFC publication No. 16.5

It is important to note that ISO 15156, the indus-
try standard for sour oil and gas production, notes
that all tests should be undertaken on samples repre-
sentative of the final product form.

Although stress is thought not to influence HPIC,
it has been noted several times by various workers
that residual strain can be detrimental, as such tests
on plate have shown no failure, whereas tests in pipe
made from the plate have exhibited failure when the
outer strain level reached 2% or more.

The test is a simple immersion test of unstressed
coupons which are exposed to H2S saturated brine.
After a set exposure time, the samples are metalogra-
phically examined for cracks.

2.11.6.2 Hydrogen Embrittlement

Considerable further work has been undertaken since
Erlings’ work described in the previous chapter,6 and
there are now several variations in loading technique,
such as interrupted slow strain and step loading slow
strain rate testing.

One of the more common loading schemes is
illustrated in Figure 7:

Further information on this type of testing can be
found in ASTM F 1624–06.7

Other published test methods include:
NACE TM01778 methods A, B, C, and D; method

‘A’ smooth tensile, method ‘B’ three point bend (now
largely superseded by other configurations), method
‘C’ ring, method ‘D’ double cantilever bend.

EFC 165 Four Point Bend (ASTM G39)_Mostly
applicable to Weld qualification.

NACE TM01989 Slow Strain Rate

5.78 mm

Figure 5 Stress-oriented hydrogen induced cracking
(SOHIC).

Figure 6 Spirally welded pipe – SOHIC failure (courtesy

Shell Canada).
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2.11.6.3 Testing for SOHIC

At the time of writing, there is currently no univer-
sally accepted test for SOHIC. There are two pub-
lished methods, one for pressure vessel plate (NACE
TM010310 the double beam test, not to be confused
with the double cantilever beam test; under review
for withdrawal) and one for line-pipe (HSE Publica-
tion OTI 95 63511 the full ring test).
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Abbreviations
AIDE Adsorption-induced dislocation emission

BWR Boiling water reactor

C steel Carbon steel

Cl-SCC Chloride-induced SCC (of stainless steel)

EAC Environmentally assisted cracking

EBSD Electron backscattered diffraction

EDS Energy dispersive analysis of X-rays

FIB Focused ion beam

GB Grain boundary

HEDE Hydrogen-enhanced dislocation emission

HELP Hydrogen-enhanced local plasticity

HS High strength (steel)

HSLA High strength low alloy (steel)

HT High temperature (water)

HWC Hydrogen water chemistry (in BWR)

IASCC Irradiation-assisted SCC

IG Intergranular

IGA Intergranular attack

LA Low alloy (steel)

LME Liquid metal embrittlement

LT Low temperature (water)

MS Medium strength (steel)

PWR Pressurized water reactor

Q&T Quenched and tempered (steel)

RIS Radiation-induced segregation

SCC Stress corrosion cracking

SDM Slip dissolution model (for SCC)

SMM Surface mobility model

SS Stainless steel

SSRT Slow strain rate test

TEM Transmission electron microscope (or

microscopy)

TG Transgranular

Symbols
a Atom diameter (in the SMM)

ac Critical depth of pit or crack

A Atom fraction of less-noble metal atoms in an

alloy

Ds Surface diffusion coefficient (in the SMM)
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E Electrode potential, Young’s modulus

Em Mixed potential

ER Repassivation potential

f Oxide-film fracture strain

F Faraday’s constant

i Current density
�i Mean anodic current density flowing during a time

interval

i0 Exchange current density

imax Maximum anodic current density flowing on a

bare metal surface

inet Net current density

K(I) (Mode I) Stress intensity factor

KIc Critical stress intensity factor

KIscc Threshold stress intensity factor for SCC

L Diffusion distance along the crack flank (in the

SMM)

L Distance ahead of the crack tip where the

crack-tip strain rate is evaluated

n Number of electrons transferred per atom

oxidized; inverse strain hardening coefficient

NA Avogadro’s number

Q�1, f Quantities of interest in internal friction

measurement

s Crack-tip strain rate

v Velocity of SCC or corrosion (or Vscc, Vcrack,

Vcorrosion, etc.)

d Crack-tip opening displacement according to

ordinary fracture mechanics

«p Plastic strain

«(r) Plastic strain distribution ahead of a crack tip

V Molar volume of metal

s Stress

sy Yield stress

t Interval between film rupture events at a crack tip

2.09.1 Introduction and Definitions

Stress corrosion cracking (SCC) is the gradual growth
of cracks under the simultaneous influence of a nom-
inally static stress and a chemically reactive environ-
ment. The meaning of ‘nominally static’ is discussed
in Chapter 2.08, Environmentally Assisted Crack-
ing Overview – this does not exclude slow or low-
amplitude dynamic loading, or periodic unloading. It
is convenient to refer to SCC as occurring under
‘tensile’ stress, although shear stresses certainly play
a major role microscopically, and some SCC testing is
done under mode III loading (antiplane shear; tor-
sion), to confirm whether or not hydrogen is playing a

role in the cracking – hydrogen is supposed to be less
aggressive under torsion because there is, nominally,
no lattice dilation to increase the solubility of hydro-
gen. In this chapter, we restrict ourselves to metals,
although interesting SCC phenomena occur in glasses
and hot rocks, and are thought to be involved in major
geologic upheavals.1 Actually, fracture of brittle solids
can be more amenable to first-principles calculations
than the more complex phenomena that occur in
metals, so in some ways nonmetals are at the leading
edge of the subject.2 Polymers and polymer–matrix
composites also show environmentally assisted crack-
ing (EAC) phenomena that some people would call
SCC.

In metals, SCC cracks are normally multiple,
branched, and either intergranular, or transgranular
and cleavage-like (see Chapter 2.08, Environmen-
tally Assisted Cracking Overview, for examples).
Sometimes the two modes coexist, or transgranular
SCC occurs simultaneously with intergranular cor-
rosion – Figure 1. This fractography, when examined
in sufficient detail, continues to provide important
clues to the cracking mechanism, whether in the
laboratory or in the field.3,4 In particular, transgranu-
lar SCC facets are close to a particular fracture plane,
for example, {110} in a-brass, but have ultrafine
detail indicative of the operation of plastic processes
on the nanometer scale.

SCC can be considered a ‘brittle’ mode of failure,
in that the material fails to manifest its usual tensile
strength and ductility. But SCC is always accompa-
nied by microscopic plastic strain, and many believe
that such strains, occurring dynamically at the crack
tip, are a causal factor of crack growth.

It is easier to pose the question – what kinds of
EAC are not SCC – than to list pedantically what is
SCC. So, hydrogen-induced cracking of a high-
strength steel due to gaseous hydrogen, or to exces-
sive cathodic protection, is not SCC. But cracking
of the same material in saltwater under free corro-
sion conditions is SCC, even if we are 100% sure it is
due to hydrogen released by the corrosion process.
Liquid metal embrittlement (LME) is not SCC.
Cracking of high-strength steel in dry gaseous chlo-
rine5 is SCC, but cracking in dry gaseous H2S might
be too obviously a hydrogen effect to be SCC. Crack-
ing of carbon steel in anhydrous liquid ammonia
is certainly SCC. Cracking of alloys in air at very
high temperatures where dry oxidation and creep
are both possible could, arguably, be called SCC,6

although such phenomena have other names such as
oxygen embrittlement. But despite these nonaqueous
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examples, the vast majority of SCC is caused by some
combination of water, oxidant, and ions or soluble
molecules. And like other forms of corrosion, most
SCC can be retarded or prevented by removing
oxygen.

The velocity of SCC (crack growth rate) can be as
high as 10�5m s�1 or as low as 10�12 m s�1. Common
practical rates are in the range 10�11–10�8 m s�1 –
roughly, 1 mm to 1mm per day. In real components,
cracking is often intermittent, occurring during start-
ups or other plant transients, which can make the
apparent or average crack velocity very low indeed.

The consequences of SCC are quite different
in low-strength and high-strength alloys. In a
high-strength material, stresses are usually externally
imposed, and growth of a stress corrosion crack can
lead to catastrophic rupture when the fracture tough-
ness is exceeded, whereas in low-strength materials,
the dominant stresses are often internal (residual),
and SCC causes leakage or gradual plastic tearing.

The history of SCC has often been told, and will be
mentioned quite briefly. In this chapter, we focus on
modern understanding of the various phenomena that
are classified as SCC and their practical significance.

2.09.2 Metal–Environment
Combinations Showing SCC; the Issue
of Mechanical Difficulty

The major difference between different SCC phe-
nomena is the severity of the mechanical conditions

that are required (e.g., value of stress normalized to
the yield stress or necessity of time variation in stress).
Such considerations, and the notion of a spectrum of
phenomena from SCC through corrosion fatigue,
depending on the importance of dynamic straining,
were introduced in Chapter 2.08, Environmentally
Assisted Cracking Overview.

Table 1 gives a summary of the known SCC
systems with one new feature – we try to categorize
them according to the difficulty of cracking in a real
component, on a scale of 1–5. So, 1 means SCC that
requires only a low and not particularly dynamic
tensile stress, while 5 means SCC that has only
been observed under laboratory conditions and
requires dynamic tensile loading (slow strain rate
testing), or major cyclic loading, or alternatively an
improbably oxidizing potential. Of course, there is
always a first time for a phenomenon to occur in the
field, but at least we can be sure that a 4 or a 5 would
require unusually severe conditions, and might be
classified as corrosion fatigue in any case.

An explosion in the number of known SCC
combinations (material . . . metallurgical condition
. . . environment) occurred when the slow strain rate
test (SSRT) was introduced in the 1970s.7 This test
exposes a smooth tensile sample to the environment,
often with electrochemical potential control, and
the sample is slowly strained to failure at an engi-
neering strain rate of typically 10�7–10�5 s�1.8 The
use of the SSRT revealed, almost for the first time,
SCC processes that had not yet occurred in the
field, such as the cracking of pure copper in sodium
nitrite solution.9 Some of these subsequently did
occur in the field; others never have. To call the
SSRT ‘too severe’ misses the point – it is a tool for
predicting and understanding SCC. No one thinks
that all SCC observed in SSRT can or will occur
under realistic component loading. Sometimes, espe-
cially for hydrogen-related SCC, one can rationalize
this neatly in terms of when, during a SSRT, cracks
initiate and cause the load-extension curve to deviate
from that measured in an inert environment –
Figure 2.

Some cases of SCC are hard to predict and control
because the environment that causes cracking is not
well-characterized, or exists only transiently. This is
the case for nuclear steam generators, where impu-
rities present at parts per billion or trillion in the
feedwater (Pb . . . S) concentrate on heat-transfer
surfaces under deposits10 – Figure 3. Sometimes
these cause SCC during operation, but it is increas-
ingly thought that cracking may occur during plant

Figure 1 SCC of Monel 400 in copper sulfate solution,

showing intergranular corrosion/SCC and transgranular

SCC. Reproduced from Barnes, A.; Deakin, J.; Newman,

R. C. Corrosion 2007, 63, 416–418.
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start-up, or even during plant shut-down, when oxy-
gen is more available. Test methods that incorporate
heat transfer into the test specimen are useful for the
clarification of such mechanisms.11

The more usual test methods for SCC have been
very well discussed by Sedriks, and are not given
their own special section in this chapter; miscella-
neous comments on test methods are inserted into

Table 1 Summary of metal–environment combinations that are susceptible to SCC

Material Environment Exacerbating or inhibiting
factors

Severity
(scale 1–5)
1 highest

Other notes

Carbon steel Hot conc aq caustic GB precipitation, segregation 2 IG

O2 C, P . . .

Active–passive transition Evap cond’s

Carbon steel Warm-hot conc aq nitrate GB precipitation, segregation 1 IG
Nitrate can be the oxidant C, P . . .

‘Transpassive’ state Evap cond’s

Carbon steel Warm aq carbonate–

bicarbonate

GB precipitation, segregation 3 IG

O2 C, P . . .

Active–passive transition

Carbon steel Anhydrous NH3 with O2 H2O 3 TG

Ambient T Also pure Fe
Also NH3/CH3OH

Carbon steel Aq CO–CO2 3 TG

Ambient T Also pure Fe
O2 not required?

Carbon steel Aq CO2–HCO3
� near-neutral Higher strength 4 TG

Ambient T Dynamic strain required in,
e.g., X65 grades

H effect

O2 not required?

Carbon steel Methanol [ethanol] ? 3 [ethanol 4] IG

O2 TG with Cl�

Ambient T
Carbon steel Warm aq amine containing

mixtures (NH3?)

CO2 3 IG/TG

O2 not required? H effect in HS
Carbon steel HT water (>150 �C) Ionic impurities 3 TG

O2 Cu deposition

MnS inclusions

Q&T LA steels Hot water, steam GB segregation, e.g., P 2–4 IG
MS Some O2 Ionic impurities

Carbon steel Aq CO2–H2S Higher strength 1–4 TG/IG

Q&T LA steels No O2 Fewer large carbides H effect
MS T>60 �C

HS C steel Moist air. . .Water. . .Saltwater Higher strength 1–3 IG/TG

HSLA steels O2 T>60 �C H effect
Various metallurgy

HSLA steels Dry Cl2 Only in ultra-HS 3 IG

HSLA steels Dry H2S O2 2 IG/TG

H effect
HS carbon steel

(prestressing

wire)

Water

O2

Salts 3 IG/TG

Lack of high pH

Elongated microstructure
favorable

Strong SS Salt water H2S 2 TG/IG

Martensitic, etc. O2 Other reduced sulfur H effect

Ambient T Crevices, deposits

Higher strength

Requires loc

corr
T>?

Continued
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Table 1 Continued

Material Environment Exacerbating or inhibiting
factors

Severity
(scale 1–5)
1 highest

Other notes

Austenitic SS Warm-hot aq Cl� (duplex

requires higher T )

H2S 1 TG

Duplex SS O2 (trace) Other reduced sulfur Requires loc
corrEvap cond’s

Crevices, deposits

Mg, Ca (evap cond’s)

Cold work (lower Ts)
Intermetallics (duplex or high

austenitic)

Ni>12% (absolute resistance
for Ni>40%)

Silicate or other inhibitors
Low free P (not commercial)

Austenitic SS
Duplex SS

Hot aq caustic (needs hotter
than Cl�)

Evap cond’s 1 TG

Occurs without O2 in lab

Duplex less sensitive

Austenitic SS HT water with O2 Cold work 2–4 IG/TG
e.g., 290 �C Neutron irradiation

Ionic impurities

Crevices

Austenitic SS HT water without O2 Cold work 3–5 IG/TG
e.g., 290 �C Neutron irradiation

Ionic impurities?

Austenitic SS HT water with O2 Cold work 1 IG
Sensitized e.g., 290 �C Neutron irradiation

Occurs as low as 80 �C Ionic impurities

Crevices

Austenitic SS HT water without O2 Cold work 3–5 IG
Sensitized e.g., 290 �C Neutron irradiation

Ionic impurities?

Austenitic SS

Sensitized (also
Alloy 600

sensitized)

Aq solutions of reduced sulfur

species – S2O3
� �, S4O6

� �,
FeS/O2/H2O (others?)

Ambient T

Excess strong-acid anions !
IGA/pitting

Alloyed Mo strongly beneficial

1 IG

Austenitic or
duplex weld

metal

All the above Complex; generally more
resistant than annealed

material; can be similar to

duplex

3–5 Complex

Ni base alloys e.g.,
Alloy 600

HT water without O2 H2 in certain range near 2 IG
e.g., 310 �C Ni/NiO equilibrium

Cold work

Grain boundary carbides
Switch to Alloy 800 or 690

Ni base alloys HT water with O2 Cold work 2 IG

e.g., Alloy 600 e.g., 310 �C Neutron irradiation

Ionic impurities
Crevices

Ni base alloys e.g.,

Alloy 600

Complex HT environments

(nuclear SG crevices, etc.)

O2 or other nonreducing

condition during start-up

2 IG

Deposits
Boiling

Pb, reduced S from sulfate

reduction

Continued
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Table 1 Continued

Material Environment Exacerbating or inhibiting
factors

Severity
(scale 1–5)
1 highest

Other notes

Switch to Alloy 800 or 690
Clean deposits
Design out heat-transfer
crevices

Corrosion resistant

Ni base alloys

e.g., 625

Cl�/H2S [S] Extreme conditions only 3 IG

HT e.g., 200 �C
No O2

Strong Ni base

alloys (g0)
HT water

LT aq solutions

Highest strength normally most

susceptible.

2–3 IG/TG

H effect at

low T

Monel 400 (70Ni–
30Cu)

Hot water, or aq sulfate esp with
Cuþþ

Coldwork 3–4 IG/TG

Monel 500 (high

strength)

Sulfide containing seawater Highest strength normally most

susceptible.

3–4 IG

Pure or nearly pure

Cu

Aq ammonia Thin-layer exposure 3–4 IG

Ambient T High P content

Cold work

Pure Cu Aq nitrite Needs dynamic strain (?always) 3–4 TG
O2 (possibly not essential)

Ambient T

Pure Cu Aq acetate and others inc
complex industrial

Cold work 4–5 IG [TG]

Ambient T

O2

Pure Cu Warm aq sulfide ? 5 IG
No O2 Only one report

Pure Cu Hot (e.g., 300 �C) dry halogens Only shown in dynamic-load
testing

4 IG

a Brass Aq ammonia Thin-layer exposure 1 IG/TG
O2 pH � 7 or � 11

Ambient T Cold work

Also amines
a Brass Aq nitrite

Ambient T

Synergistic effect of other anions

e.g., MoO4
� �

2–3 TG

O2 (possibly not essential) Difficult without dynamic
strain?

a Brass Aq sulfate, nitrate

(CuSO4, Cu(NO3)2)

3 TG

Ambient T
a Brass Other aq – acetate, chlorate Difficult without dynamic strain 4 IG/TG

Al bronze Aq ammonia Borderline Al content for SCC 3 IG/TG

O2

Ambient T
b Brass Water, aq solutions 3 TG

‘Mn bronze’ Ambient T

Other Cu base inc
strong alloys

(Cu–Ti, Cu–Be)

Aq ammonia 3 IG/TG
O2

Ambient T

Strong Ti alloys Salt water Sharp preexisting flaws 2–4 TG
O2

Ambient T (separate

phenomena at HT)

Ti and simple
alloys

Acids, methanol H2O (for methanol) 2–4 TG
Ambient T In acids, etc. requires severe

mechanics
H effect

(probably)

Continued
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the text as appropriate. For completeness, we note
that test methods can be roughly classified as follows:

� Type of specimen
Smooth . . . defected (notch . . . precrack).

� Severity of loading
Static (constant load . . . constant deflection) . . .
Dynamic (monotonic . . . slow cyclic).

� Loading mode
Tension . . . bending . . . torsion . . . multiaxial.

� Environment exposure
Simple immersion . . . electrochemical control . . .
thin layer/evaporating/heat transfer . . . gaseous
environment.

2.09.3 Role of Metallurgy in SCC

2.09.3.1 Summary of Metallurgical Factors
in SCC

Not all SCC requires a special metallurgical
condition – the transgranular cracking of pure copper
in sodium nitrite solution, of pure iron in anhydrous

liquid ammonia or CO–CO2–H2O, or of pure zirco-
nium in hot fuming nitric acid, is a property of the
pure metal lattice. But generally, there is some
exacerbating metallurgical factor, such as:

� Unfavorable solid solution composition, allowing
selective dissolution of one or more less-noble
alloy components (dealloying – see Chapter 2.05,
Dealloying).

� Presence of grain boundaries, especially those with
grain-boundary segregation of solutes or impurities.

� Presence of reactive phases at grain boundaries.
� Presence of solute-depleted regions adjacent to

grain boundaries.
� Cold work and hardening in general.
� Features tending to localize strain – dynamic strain

ageing, intense deformation bands, dislocation
‘channeling’ in neutron-irradiated materials.

Conversely, metallurgy may mitigate the possibility of
SCC, as in duplex stainless steels, where the different
electrochemical properties of the ferrite and austenite
phases dictate different potential dependences of SCC

Table 1 Continued

Material Environment Exacerbating or inhibiting
factors

Severity
(scale 1–5)
1 highest

Other notes

Ti, Zr and alloys Fuming or v hot HNO3 3–4 TG

Liq N2O4

Ti, Zr and alloys Dry halogens Severe mechanics required 3–4 TG
Ti, Zr and alloys HT water High pH aggressive for Zr

H absorption

3–4 TG

Cooling after hydrogen

absorption at temperature

Hydride

cracking

Strong Al alloys
7000, 2000, 8000

Aq chloride (water only in
extreme cases)

Under- or peak ageing
Cu alloying generally

2 IG

Ambient T Overageing
O2 Flat grain structure in sheet

Medium strength
7000Al

(weldable)

Aq chloride Weld toe cracking 3 IG
Ambient T

O2

Medium strength
5000Al

Aq chloride GB intermetallic precipitation 3–4 IG
Ambient T

O2

Various Al Organics e.g., chlorinated Poorly understood – also other

reactive metals

3–4 IG

MgAl alloys Aq chloride Requires fairly severe
mechanics

3–4 TG

Ambient T

Au alloys – AuCu,
AuAg – also Pt

alloys

Aq acids (also some neutral
solutions)

Requires dealloying – stops at
parting limit

1 IG

Strong oxidant or complexant

required for AuAg

TG in single

crystals

C steel, Carbon steel; GB, Grain boundary; HS, High strength (steel); HSLA, High strength low alloy (steel); HT, High temperature
(water); IG, Intergranular; IGA, Intergranular attack; LA, Low alloy (steel); LT, Low temperature (water); MS, Medium strength (steel);
Q&T, Quenched and tempered (steel); SCC, Stress corrosion cracking; SS, Stainless steel; TG, Transgranular.

870 Types of Corrosion in Liquids

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



for each phase – and since the alloy can only have one
corrosion potential, this is not (usually) a value where
both phases can crack rapidly – Figure 4. This topic
was discussed in some detail in another review,12 so will
not be elaborated here. Instead, we focus on a more
recent development of SCC mitigation by so-called
grain boundary engineering.

2.09.3.2 Solid Solution Composition

There is persuasive evidence that SCC of many solid-
solution alloys involves dealloying (see Chapter 2.05,
Dealloying). In the 1950s, H.R. Copson produced his
famous ‘Copson curve’ for time to failure as a function

of nickel content in chloride-induced SCC (Cl-SCC)
of austenitic stainless steels, or duplex at the lowest Ni
contents.13 Around the same time, L. Graf produced
very similar composition dependences for noble-metal
alloys (CuAu, AgAu) where gold played (on a deal-
loying hypothesis) the same role as nickel.14 SCC
vanishes near the parting limit for dealloying, which
is �45 at.% of more-noble metal. The similarity was
noticed by Latanision and Staehle,15 who proposed that
nickel was enriched on the crack walls and protected
them in lieu of a passive film, along the same lines as
Graf (nowadays, we would suggest a more direct causal
role of dealloying at the crack tip – see Section
2.09.10). This very attractive hypothesis was later
abandoned, apparently because the new surface analyt-
ical technique of Auger electron spectroscopy failed to
detect nickel enrichment on fracture surfaces (Staehle,
private communication). In fact, there is nickel enrich-
ment, but it is subtle, and there is simultaneous disso-
lution of the alloy components.16 Importantly, the state
of the crack walls in Cl-SCC is precisely that of active
crevice corrosion, so one need not be distracted by
considerations of passive films.17 There is some evi-
dence, from cross-sectional TEM examination, for
dealloying at the crack tip.18

The Copson and Graf curves are compared in
Figure 5, adapted from Newman.

In strong, hot caustic solutions, dealloying of stain-
less steel is much more blatant than in chloride.19

A dealloyed layer formed in a caustic environment
that induces SCC is shown in Figure 6. Also, the
dependence of caustic SCC on nickel content is simi-
lar to that of Cl-SCC – for example, SCC occurs
readily in type 310 stainless steel (20% Ni), but
requires more extreme conditions in Alloy 800 (33%
Ni) – but when it does occur, it is spectacular – see
Figure 2b in Chapter 2.08, Environmentally
Assisted Cracking Overview. The dealloying of
310SS and its ability to inject a crack into the ductile
substrate are shown in Figure 7.

Latanision and Staehle15 noted that only a small
Ni content, ca. 1%, was required for SCC, and at first
sight this seems to favor the Graf type of mechanism,
rather than one requiring an actual dealloyed layer of
definable mechanical properties. But alloys with low
contents of more-noble metal can form discrete,
nanoporous dealloyed layers at low dealloying over-
potentials, because the layer is not pure more-noble
metal – it is an alloy. This was clearly shown in
Figure 6.19 Type 316 stainless steel (12% Ni) formed
a dealloyed layer with about equal amounts of Ni and
residual Fe. Figure 8 shows a better example of
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Figure 2 Schematic stress–strain curves obtained on
carbon steel using the slow strain rate test: in air, in an

environment causing severe SCC (e.g., anhydrous

ammonia–methanol – see micrograph, courtesy W. Zheng),

in an environment where cracking requires severe straining
of the sample, to the point that necking has begun before

cracks appear (e.g., aqueous CO2 solution).
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95Ag–5Au (at.%) alloy. So, one cannot rule out a
causal role of an actual dealloyed layer, even at 1%
of noble metal, despite assertions to the contrary that
appear now and again in the literature.20,21

As mentioned in Chapter 2.05, Dealloying, not
all binary alloy systems show the parting limit
(55 at.% less-noble element) seen in binary gold
alloys – SCC and superficial dealloying of CuZn or
CuAl alloy monocrystals in cuprous ammonia solu-
tions starts at 20 at.% less-noble element, or even a
little lower for the CuAl system – Figure 9. This
has been identified as being at, or close to, a site
percolation threshold for the fcc lattice.22 Departures
from this threshold could be due to like-with-like
atomic clustering in the solid solution. Intergranular
SCC in ordinary polycrystals persists at lower Zn
contents, but transgranular SCC vanishes.23 Evi-
dently, the intergranular variant does not require
an actual dealloyed layer, which is reasonable, as
pure copper also shows intergranular SCC in ammo-
nia solutions.

Other alloy systems where dealloying should be
considered as a cause of, or contributing factor to,
SCC include Monel (70Ni–30Cu)24 and cupronickel.
It is likely, though unproven, that some systems may
switch from the ‘55%’ to the ‘20%’ threshold at high
temperatures such as 300 �C. As a topical example,
there is some evidence that Alloy 690 (Ni–29Cr–8Fe)
shows dealloying in hot caustic environments,
despite the sum of the Cr and Fe contents being
well below 55%.25
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would give very restrained SCC because the g phase does
not crack at all. Reproduced from Newman, R. C. Stress

Corrosion Cracking Mechanisms. In Corrosion Mechanisms
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Marcel Dekker: New York, 2002; pp 399–450.
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2.09.3.3 Grain Boundaries, without
Precipitation

Since the advent of modern analytical TEM and
sample preparation techniques such as focused ion
beam (FIB), few have gone back to the classical SCC
systems and questioned what is at the grain bound-
aries, and whether SCC is dependent on a second
phase at the boundary, or on some more subtle chem-
ical effect such as equilibrium segregation of alloying
elements or impurities. Regarding the case of carbon
steel in hot caustic or nitrate solutions, it has been
known from the time of H.H. Uhlig26 that SCC does
not occur, or anyway is much more difficult, in ‘pure’
iron. But it is not clear whether carbide precipitation,
or merely monolayer segregation of carbon or some
element, is required for SCC. Modern techniques,
including atom-probe field ion microscopy provide

some answers, but also raise questions.27 Most likely,
in the case of carbon as the only impurity, fine
carbides are required, but we do know that phos-
phorus and even molybdenum can induce SCC by
pure segregation, without carbides (although carbides
make matters worse).28 In a related study, it was
shown that an amorphous Fe–P alloy, simulating the
grain boundary composition of a segregated alloy,
showed enhanced anodic activity in the right poten-
tial range to explain the SCC observations.29 This
research was inspired by a classic study on steam-
turbine rotor steel by J. F. Newman.30

The literature on grain boundary segregation and
SCC has become quite large. For example, sulfur is a
strong grain boundary segregant in nickel, and causes
intergranular corrosion and/or SCC, depending on
the conditions.31 Magnesium segregation has been
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implicated in SCC of Al–Mg and Al–Mg–Zn alloys.32

But it would not be sensible to conclude that all
intergranular cracking (in the absence of precipita-
tion) is caused by segregation. For example, there is
no evidence that this is the case in solid-solution
alloys like brass (in aqueous ammonia) or AuCu,
AuAg, etc. – in these dealloying systems, it is more
likely that the dealloyed layer is simply weaker at the
grain boundary – not surprisingly, because it is
known that in dealloying, individual grains retain
their gross orientation, so a grain boundary is an
awkward site for the nanoporosity-formation process
to negotiate, leaving inevitable weakness (lack of
connection of nano-ligaments across the grain
boundary)33 – Figure 10.

Once we consider temperatures in the 300–330 �C
range, as in nuclear power plants, intergranular SCC

may start to merge with low-temperature creep frac-
ture, and clean boundaries may actually be more
susceptible than those with precipitation. Hydrogen
from corrosion may be facilitating such frac-
tures. Arioka et al.34 claimed common evidence for
creep-like phenomena including cavities and grain-
boundary nickel enrichment in tests of types 304 and
316 steels in both air (at 450–550 �C) and simulated
pressurized water reactor (PWR) water (at 360 �C).
We await conclusive evidence on the latter, but this is
potentially a very important advance. Recently, the
same group has argued that intergranular SCC of
carbon steel can occur by a hydrogen-assisted
creep-like mechanism near reactor operating tem-
peratures,35 a phenomenon of interest to operators
of Canadian CANDU plants, which have carbon–
steel feeder pipes. It has also been shown that creep

SE, 303100

BSE, 170728

MoLa1, 16

CrKa, 74

FeKa, 164

NiKa, 62

–5 μm –50 μm

Figure 6 Secondary electron image and matching line profile across a 316SS foil exposed to 50%NaOH at 140 �C for 20 h,

and SCC occurring in the same condition. Reproduced from Deakin, J.; Dong, Z.; Lynch, B.; Newman, R. C. Corros. Sci.
2004, 46, 2117–2133.
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occurs in Alloy 600 (Ni–16Cr–9Fe) at 360 �C and can
be enhanced by hydrogen absorbed from the environ-
ment,36 although a definite role of such creep in SCC
has not been established. Again, carbide precipitation
at grain boundaries is beneficial. Ingress of oxygen
into grain boundaries is probably the key factor in
this case, and is discussed later.

Under neutron irradiation at water reactor
operating temperatures, stainless steels and nickel
base alloys become harder owing to atom displace-
ment and the formation of dislocation loops, and
eventually, can suffer from irradiation-assisted SCC
(IASCC).37 Not only the increased hardness, but also

radiation-induced segregation (RIS) of alloying ele-
ments might contribute to the increased susceptibil-
ity to SCC. Vacancies created by irradiation migrate
to grain boundaries, and the atomic mobilities are
such that Ni is enriched and Cr depleted near these
boundaries.38 This is distinct from ordinary equilib-
rium segregation and is much wider than a single
monolayer. Such phenomena are conveniently stud-
ied using proton irradiation, which induces less
radioactivity than neutrons, and enables SCC testing
to be done in an ordinary laboratory with comparable
material properties to neutron-irradiated material.39

Using such methods, it was shown that light anneal-
ing removed some small defects and suppressed SCC
without changing significantly the hardness or the
RIS.40 The likely reason is that the small defects
were promoting intense strain localization at grain
boundaries by a process called dislocation channel-
ing, and suggests that this – not segregation or hard-
ness per se – was the primary cause of SCC.41

Nevertheless, by adding oversized solutes such as
Zr, RIS could be reduced, and this did reduce the
susceptibility to SCC.42

The strain localization induced by neutron irradi-
ation is the most extreme example of a general prin-
ciple that SCC is more likely – and will occur under
milder loading conditions – the more localized is the
deformation at the crack tip. This can be illustrated as
shown in Figure 11.

2.09.3.4 Grain Boundary Precipitation

The most notorious example of SCC due to grain
boundary precipitation is that of weld-sensitized

Acc.V Acc.VSpot SpotMagn MagnDet DetWD WD
20.0 kV 20.0 kV3.0 3.05000x 20000xSE SE10.7 10.7Ag5Au G5-300-20 Ag5Au G5-300-20

5µm 1µm

Figure 8 Dealloyed layer formed on an unstressed 95Ag–5Au (a/o) alloy in 0.77M HClO4 at 20
�C. The layer was grown by

applying an anodic current density of 5mAcm�2 for 300 s. We can see that a well-defined nanoporous metal layer is formed,

even at this low Au content, and obviously must have a very high residual Ag content. The propensity of dealloying to induce
tensile stress by lattice shrinkage is also evident – this is part of the reason why alloys crack under such mild mechanical

conditions compared with pure metals. Courtesy of N.A. Senior, PhD thesis, University of Manchester, 2004.

40 μm

Figure 7 Dealloying of type 310 stainless steel in 50%

NaOH at 280 �C with hydrogen overpressure, showing

possible crack injection into the unattacked substrate upon
subsequent bending in air. Courtesy of Z.L. Coull, University

of Toronto.
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austenitic stainless steel (type 304SS) in slightly oxi-
dizing hot water in boiling water reactor (BWR)
nuclear power plants.43,44 The cost of this cracking
to the industry, in terms of plant availability, was
massive through the 1970s and 1980s (it is interesting
to recall that even this cracking was not detected in
the laboratory until the introduction of slow strain
rate testing). Chromium depletion adjacent to the
grain boundary carbides (generally Cr23C6) localizes
corrosion and causes the cracking. This topic has
probably been studied ‘to death,’ and cracking is
well under control in those plants that still have
304SS – hydrogen is added to the water in stoichio-
metric excess compared with oxygen (and other oxi-
dants produced by radiation, principally hydrogen
peroxide), and noble metals are plated out on the
plant surfaces to catalyze the hydrogen oxidation
half-reaction and, thus, ensure that the conditions
remain net-reducing.45

Although sensitized stainless steel is rather ‘old
hat,’ and scarcely exists in modern plants that use
low-carbon or stabilized austenitic steels, new
insights are still being produced in studies that use
low-temperature SCC of sensitized material as a
model system to explore fundamental geometric fea-
tures of SCC.46 This kind of SCC, which generally
occurs in solutions of partially reduced sulfur species
(between sulfate and sulfide in oxidation state), is
easy to study and amenable to incorporation into
advanced tools such as synchrotron light sources.
Originally, it was called ‘polythionic acid SCC’47

because such acids (chiefly tetrathionic acid,
H2S4O6) were believed to be produced in refinery

equipment by the reaction of iron sulfide scales with
oxygen and water. Later both 304SS48 and Alloy 600
(Ni–16Cr–9Fe)49,50 were shown to be susceptible to
SCC in dilute, aerated thiosulfate (S2O3

2�) solutions.
Thiosulfate was also the only soluble aggressive spe-
cies detected in one study of the reaction of FeS with
aerated water.51

Apart from sensitized stainless steels, the main
materials where grain-boundary precipitation is
implicated in SCC are aluminum alloys, and espe-
cially those of high strength (2000 series, 7000 series,
8000 (Al–Li) series) used in aircraft. SCC can occur
in lower-strength 5000 series (Al–Mg–X) alloys52

when reactive precipitates are present at grain
boundaries, such as Al3Mg2, the b phase in the binary
Al–Mg system, and in other conditions when the
stresses are severe. So this is different from SCC of
sensitized stainless steel, where it is the solute-
depleted zone, not the particle, that is sensitive to
corrosion. At the other extreme is the SCC of binary
Al–Cu alloys aged to produce Cu-depleted zones
adjacent to grain boundaries,53 where the Cu-
depleted material dissolves faster, at a given potential,
than the matrix (there are doubts as to whether this
should really be called SCC, as nearly all grain
boundaries are attacked – it is more like a strain-
accelerated intergranular corrosion). Regarding the
highest-strength Al–Zn–Mg–Cu (7000 series) alloys,
the roles of reactive particles and solute-depleted
zones have been controversial, but it appears –
currently – that the reactive MgZn2 particles are
implicated. Such an explanation provides a neat ratio-
nalization of the protective effect against SCC of over-
aging such alloys, as is done for all aircraft construction
(the so-called T7 temper). More copper enters the
precipitates with overaging, and reduces their excess
reactivity compared with the matrix54 – Figure 12.

Recently discovered examples of precipitation
effects include the presence of boron, presumably as
nickel boride, at the grain boundaries of Monel 400,
leading to intergranular corrosion and SCC.55 How-
ever, it is doubtful that such precipitates are neces-
sary in the general case of intergranular corrosion of
Monel24 – they merely accelerate it by providing a
nickel-rich path.

2.09.3.5 Yield Strength, Including Cold
Work Effects

Most SCC is exacerbated by high yield strength, and
there must be more than one reason for this behav-
ior – perhaps four or five – depending on the alloy
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Figure 9 SCC and dealloying of Cu–Zn and Cu–Al

monocrystals in cuprous ammonia solution as a function of
solute content. Reproduced from Newman, R. C. Stress
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Crack GB deformation by
dislocation

Crack wall
oxide growth

Figure 11 Enhancement of intergranular SCC by strong shear band intersection with grain boundaries, as seen in cold

worked and especially neutron-irradiated austenitic steels. Adapted from Was, G. S. Proceedings of the 11th International
Conference on Environmental Degradation of Materials in Nuclear Power Systems – Water Reactors, American Nuclear

Society, La Grange Park, IL, 2004; pp 965–985.
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Figure 10 Spontaneous intergranular fracture of dealloyed AuAg, and the explanation in terms of limited connection

of nano-ligaments across grain boundaries. Reproduced from Senior, N. A.; Newman, R. C. Nanotechnology 2006, 17,
2311–2316.
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system. However, we can make certain generaliza-
tions. In very strong steels, exposed to ambient-
temperature water (with or without salts), there is
no doubt whatever that SCC is due to absorbed
hydrogen. The crack path is commonly intergranular,
along prior austenite grain boundaries, in tempered-
martensite microstructures, but can also be transgra-
nular, cleavage-like in these and in other, more exotic
steels such as precipitation strengthened alloys.56 If
we add hydrogen sulfide to the environment, as in
sour gas systems, lower-strength steels become sus-
ceptible, although ordinary carbon steel remains
essentially immune to SCC (it may suffer from hydro-
gen pressure-induced cracking – see Chapter 2.08,

Environmentally Assisted Cracking Overview).
A theme in recent oil-and-gas material development
has been the gradual (very gradual) increase in the
yield strength of low-alloy steel that can be employed
in sour-gas applications.57 Stainless steels based on
Fe–13Cr (–Ni. . .–Mo. . .) have also been developed
for mildly sour systems.

There is a class of SCC problem in carbon steels
that involves apparently innocuous near-neutral-pH
water, yet occurs with alarming frequency on the
external surfaces of high-pressure gas transmission
pipelines.58–60 Usually the problem can be traced to
some dynamic loading, such as freezing and thawing,
and it is thought that SCC cannot occur under per-
fectly static loading, consistent with a hydrogen effect
in low-strength steel, but stronger steels than the
usual X-65 grade, such as X-80, seem not to require
this ‘fatigue’ component; if such steels are installed in
the field, the risk of SCC may be increased (but there
is much we still do not understand about this
phenomenon).

Since we know that H2S increases the percentage
of discharged hydrogen that enters the steel, its spe-
cial severity clearly reflects a correlation between
SCC and the concentration of atomic hydrogen that
develops at some special site near the crack tip.
Exactly what this site is, and what the hydrogen
does when it gets there, are still under debate, but
the general correlation is secure; we give a recent
example of such reasoning.61 Ab initio quantum-
chemistry modeling is starting to illuminate some
old questions such as – how does hydrogen interact
with dislocations?62 The current view seems to be
that hydrogen can either promote or hinder disloca-
tion motion, depending on factors such as strain
rate and presence of other interstitials, as well as
the crystal structure of the material, presence of
interfaces, etc. Spectacular studies of hydrogen-
dislocation interactions have been done using in situ

transmission electron microscopy.63 Also the growing
interest in metals as storage media in hydrogen tech-
nology has provided complementary information.64

To quantify the SCC of high-strength steels, frac-
ture mechanics techniques are indispensable. Gener-
ally speaking, KIc falls gradually with increasing yield
strength, while KIscc falls steeply above a certain yield
strength value – Figure 13.

High-strength steel wire (prestressing steel) is more
resistant to SCC than other material forms because it
has a highly elongated grain structure, and an inter-
granular crack has to take a tortuous path to cross the
wire.65 However, failures have occurred in such
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Figure 12 Demonstration that the reduced anodic activity

and (probably) SCC susceptibility of grain boundaries in
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material. A similar effect protects sheet made from
high-strength 2000-series (Al–Cu) alloys.

The effects of yield strength on SCC become
murky when we depart from high-strength steels.
For aluminum alloys, maximum sensitivity to SCC
is commonly seen in the underaged or peak-aged
condition, and the beneficial effect of overaging (in
the most sensitive AlZnMgCu systems) is thought to
involve alloying of Cu into the MgZn2 precipitates at
the grain boundaries. So, the root cause of the bene-
ficial effect is related to the corrosion resistance –
that is, anodic kinetics – of the grain-boundary phase,
but hydrogen may be the actual cracking agent. Often
preexposure embrittlement is observed – the material will
crack in air or an inert environment after precorro-
sion66 – Figure 14. Usually this is due to hydrogen,
but a further complication is that cracking can
even occur without water exposure (especially at
slightly elevated temperature) by a creep-like mech-
anism67 which sometimes involves a solid-metal-
embrittlement type of action of internal lead particles.68

Generally speaking, in these materials, the effect of
yield strength is subordinate to microstructural consid-
erations.69 A similar picture presents itself when we
consider b-titanium (bcc-titanium) alloys70–72 – there
is no doubt that hydrogen can embrittle the material,
but the corrosion reaction has to be considered as well
and the effect of yield strength per se cannot be divorced
from microstructure. Incidentally, the SCC of titanium
alloys has an exciting history – in the 1960s and early
1970s a high-strength a�b alloy was under consider-
ation for the US supersonic passenger airliner project,

but the project was abandoned – partly because of an
energy crisis, and partly because of unanticipated SCC
of the alloy when precracked.73 The Apollo program
was also plagued by SCC incidents, one involving
methanol, which was one of a number of exotic envir-
onments found to cause SCC during that period.74

The history of SCC from 1965 to 1990, including
such practical experience, was reviewed by Procter
and Newman.75

Solid-solution alloys that are not known to be
susceptible to hydrogen also show deleterious effects
of higher yield strength, and in particular cold work,
on SCC. This is highly topical in the nuclear power
industry, not only because certain components are
inherently coldworked during manufacture (e.g.,
steam-generator tubes are straightened) but also
because surface damage and surface condition gener-
ally are known to influence, critically, the initiation
of SCC. So, whereas early failures of 304SS piping
in BWR systems were confined to weld-sensitized
material, nonsensitized but coldworked material
began to show failures later on; such cracking will
even occur in reducing conditions with hydrogen
overpressure,76 where it is associated with intense
strain localization at grain boundaries as revealed by
cross-sectional TEM.77 Such localization, which we
discussed earlier in the context of neutron irradia-
tion, is probably fundamental to SCC and to the
effect of yield strength, so we may formulate a rule
along the following lines – other things being equal, SCC
will occur under milder loading conditions, the more loca-

lized is the plasticity near the crack tip.

Using advanced nanoscale analytical techniques, it
has been shown (Lozano Perez, unpublished) that
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Figure 14 The preexposure embrittlement phenomenon
in AlZnMg alloys. Reproduced from Scamans, G. M.;
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cold worked austenitic stainless steel exposed to
PWR primary water undergoes a kind of internal
grain boundary Cr oxidation and elemental Ni
enrichment quite similar to what occurs in Alloy
600 in the annealed condition. Apparently the shear
bands or twin deformation bands intersecting the
grain boundary enhance oxidation along the grain
boundary as well as along themselves. So, one could
speculate that cold work removes the Fe-induced
barrier to internal oxidation of Cr, unifying the
mechanism of low-potential SCC in the Ni- and
Fe-rich materials.

It should be mentioned that there is a related
but different interpretation of the effect of cold
work, or of yield strength generally76,78 – this
can only be understood by referring to details of the
slip-dissolution model (SDM) for SCC, so we defer
the discussion to that section.

Reverting to higher-strength steels for a moment,
a problematic phenomenon in power generation is
the SCC of turbine components made of quenched
and tempered low-alloy steels. This does occur more
easily in stronger material, but does not seem to be a
hydrogen effect, and occurs at elevated temperatures
where hydrogen does not affect the properties of steel
because it cannot be localized for long enough near
the crack tip.79

2.09.4 Crack Nucleation, Crack
Coalescence, 3D Crack Morphology,
Effect of Distributed Grain Boundary
Character

It is fundamental to SCC that multiple cracks, or
at least branched cracks, always occur. Whenever
that happens, the nearby crack segments mutually
shield each other from the local stress, so that we
can say each crack has an effective KI value that is
less than the nominal one. An important stage in the
life of a crack is the point where it becomes
connected along the free surface for a distance similar
to the specimen or component thickness. This pro-
cess of crack coalescence was studied by Parkins
using mainly intergranular carbonate–bicarbonate
SCC of steel80,81 – Figure 15 – and is also of key
importance in the other type of external pipeline
cracking – so-called ‘near-neutral pH,’ transgranular
SCC82 – Figure 16. Akashi and others have created
detailed conceptual models, suitable for statistical
treatment, in which there is a long delay in the
formation of a free-running crack83 – Figure 17.

The crack coalescence phenomenon does not in
itself imply anything distributed about the grain
boundary properties – simply that only so many
cracks per unit area can nucleate and grow for any
distance. But recently the idea of grain boundary
engineering has become a popular way to try to
suppress, or at least understand, the progress of
SCC in industrial alloys.46,84–87 The development of
software for automatic indexing of backscattered
electron diffraction (EBSD) patterns was the key
technical advance that made this possible. Recently
this has been combined with 3D tomographic X-ray
imaging in a synchrotron light source – Figures 18
and 19. The idea of grain boundary engineering is to
create as many ‘special’ grain boundaries as possible
within the microstructure by thermomechanical
treatment. Annealing twins have special boundaries,
but do not in themselves obstruct crack growth to any
great extent; the crack easily bypasses the long
boundaries. The boundaries that are most impor-
tant are those that have a particular periodicity of
registry between the lattices on either side, not
only twin boundaries but also those of higher-order
periodicity.88 Such boundaries are less likely to
have segregation of impurities, or detrimental forms
of precipitation, and form ductile bridges that are
believed – in one theory46 – to shield the crack tip
from part of the applied nominal stress intensity.
Under sensitization treatment, they have delayed
chromium carbide precipitation. Ordinary industrial
alloys already contain special grain boundaries, often
in highly variable fractions, and the challenge is to

s

Figure 15 Coalescence of SCC on a surface (increasing
time from top to bottom). Adapted from Parkins, R. N.;

Singh, P. M. Corrosion 1990, 46, 485–499.
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increase this fraction whilst maintaining a reproduc-
ible, flexible, and economical processing route.
A drawback is sometimes that the thermal treatments
required to obtain high fractions of special bound-
aries have to be done at lower than normal tempera-
ture, which carries certain hazards such as deleterious
precipitation reactions.

EBSD is not only able to index a microstructure –
it also gives information on plastic strains and their
localization.89 An important result is that ‘special’
grain boundaries are soft – they do not sustain

dislocation pile-ups. This is a further reason why
they are resistant to SCC, which is greatly exacer-
bated by strain localization as we already discussed.

When SCC occurs in a microstructure with
distributed grain boundary properties, the crack initi-
ally develops a ramified 3D morphology with
uncracked ligaments. There are slightly different
ways to approach the problem of cracking resistance
in such a geometry. The simplest approach is based
on percolation theory90; under slow strain rate con-
ditions, where ductile ligaments will always be torn
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apart, macroscopic SCC starts to occur when a cer-
tain fraction of grain boundary segments are suscep-
tible and can form a connected 3D network (where
connection is allowed at edges as well as faces). This
percolation threshold is only �23%, and such a
microstructure would never develop a macroscopic
crack under constant load conditions. The same
authors noted that for fractions of susceptible bound-
aries greater than 89%, no ligaments should form and

SCC should become ‘completely brittle.’ Later the
actual grain-boundary Cr contents were taken into
account in such an approach.91 A more sophisticated
approach entails restricting the definition of ‘connec-
tion’ to grain faces, and incorporating stress via the
inability of the crack to propagate in unfavorable
directions84,92 – Figure 20 – but is still essentially a
modified percolation concept. In contrast, the model
developed in Manchester93–96 has elements of perco-
lation, but places great emphasis on the shielding
effect of uncracked ligaments, by actually calculating
the magnitude of such shielding.

Of course, the physics of granular networks can be
taken further than this – such networks and their
behavior under fracture, dielectric breakdown, etc.
have been a favorite topic in statistical physics.97

2.09.5 Crack Chemistry in SCC

A crack is, literally, a crevice, so we do not need to
reiterate concepts that can be found in Chapter 2.03,
Crevice Corrosion. Reviews of crack chemistry are
available,98 and a second conference ‘CCPCC2’ was
held in 2009 to mark the twenty-fifth anniversary of a
landmark conference at the National Physical Labora-
tory in 1984.99

An important aspect of SCC that relates to local
chemistry is the evolution of cracks from pits or other
localized corrosion sites. There is a mechanics aspect,
in that a pit creates a stress concentration, but often
the local solution chemistry is the dominant factor.
For low-alloy steels, a recent review addressed both
the chemistry and mechanics aspects,100 but the pre-
mier example of such a sequence occurs in the
chloride-induced SCC (Cl-SCC) of austenitic or
duplex stainless steels. This is less well-known than
it might be, because much of the published discussion
is in obscure sources. Figure 21 shows the early stage
of Cl-SCC from a site of crevice corrosion.
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Figure 18 Capability of EBSD and tomographic imaging to identify the crack path in 3D for intergranular SCC and identify

the boundaries that do, or do not, crack. Reproduced from King, A.; Johnson, G.; Engelberg, D.; Ludwig, W.; Marrow, J.

Science 2008, 321, 382–385.

Figure 19 Appearance of the cracked sample for the kind

of experiment shown in Figure 18, and illustration of the
presence of ductile ligaments on the fracture surface.

Courtesy of D.L. Engelberg.
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Whenever SCC occurs in stainless steel in an
aqueous halide environment, the local condition in
the crack is similar to that in an active, strongly
acidified, but slowly dissolving (because very tight)
crevice. This was stated most clearly by Tsujikawa,18,101

who first argued that the lower critical potential
for chloride-induced SCC (Cl-SCC) of austenitic
stainless steel was simply the repassivation potential
(sometimes called protection potential) for crevice
corrosion. This immediately replaced fanciful notions
such as the critical potential being due to the onset of
adsorption of some special species at the crack tip,102

which are still taken seriously in some textbooks.
Given that the propagation rate or velocity (vcorrosion)
of localized corrosion varies with the geometry and
potential because of diffusional or ohmic control of
the dissolution rate, we can readily imagine that
certain conditions would favor localized corrosion
over SCC, or vice versa, even at a given temperature.
Then when we factor in temperature, the apparent
activation energy that applies to the crack velocity

(vcrack) is higher than that for vcorrosion. Obviously,
SCC can only occur if vcrack(T, alloy) > vcorrosion
(T, alloy, potential) – Figure 22.

Such a framework can explain the commonly
observed critical temperature for Cl-SCC of basic
austenitic grades (304[L], 316[L]), as indicated in
Figure 23. For all but the most extremely slow (i.e.,
blocked or stifled) localized corrosion, the slowest
sustained rates of penetration tend to lie in the
range of a few to 10mmyear�1. This is also the
order of magnitude of vcrack at 50 or 60 �C. But in
order for a crack to initiate from a small pit that is
growing at 100 or even 1000mmyear�1, the temper-
ature must be much higher, so that the condition
vcrack > vcorrosion is maintained. Thus, when Cl-SCC
occurs at very high temperatures, it generally initi-
ates from small pits, but at the lowest temperatures, it
initiates from underdeposit corrosion sites – or some-
times in tight metal–metal or metal–polymer cre-
vices. SCC of 304SS or 316SS can even be made to
occur at room temperature by depositing MgCl2
(or sea salt, which amounts to the same thing) on
the steel, and controlling the relative humidity at a
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value in the 30–35% range where the surface remains
wetted by nearly-saturated MgCl2 solution.103,104

Recently authors have rediscovered this kind of
effect105 – and the role of MgCl2 (for the sea salt
case) has become mildly controversial.106,107 But the
Japanese data from the 1980s were so convincing that
there does not appear to be much room for doubt as
to the role of Mg. The true application limits of
duplex stainless steels are made apparent when such
testing is used – a temperature limit of 100–110 �C
seems to emerge,106 contrary to the optimistic assess-
ments made by alloy manufacturers when testing
was only being done in NaCl solutions. In further
work on this issue, the role of carnotite (KMgCl3)
would repay investigation. It is unlikely that the
cases of easy SCC at low temperatures are associated
with some Na-rich solution; more likely is that

evaporation experiments done to date have not gone
to a high enough level of concentration (80 times at
least). But it is also possible that the solids precipi-
tated from seawater have a crevice effect, exacerbat-
ing SCC, that is absent when one starts from a binary
mixture of NaCl and MgCl2.

Tsujikawa’s analysis shows very clearly that
the atomistic mechanism of Cl-SCC is not slip-
dissolution, but some kind of embrittlement – most
likely film-induced cleavage.

The SCC velocity vcrack is affected strongly by
nickel alloying, which lowers vcrack while leaving
vcorrosion relatively unaffected – thus, as we move
from types 304 or 316 stainless steel to type 310
(20% Ni) and eventually Alloy 800 (33% Ni),
a higher and higher temperature is required for
SCC. Eventually, somewhere above the nickel con-
tent of Alloy 800, SCC ceases altogether. This is
envisaged – in Toronto anyway – as a parting limit
for dealloying (see Chapter 2.05, Dealloying).

The situation in aluminum alloys is more com-
plex, because the more susceptible grades are not
solid solutions, and some phases are exceptionally
reactive (Al2LiMg, MgZn2, Mg3Al2). Even pure
water or water vapor can attack such phases,66 and
does so in a peak-aged, high-strength AlZnMgCu
alloy such as the 7075 grade, although salt water
does so more rapidly, and causes more rapid SCC.
As mentioned previously, the beneficial effect of
overaging on SCC resistance of AlZnMgCu alloys is
thought to be due to more copper being incorporated
into MgZn2 precipitates, thus ennobling them. In
underaged AlCu alloys, localized corrosion attacks
Cu-depleted regions adjacent to the grain boundaries
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(this is hardly SCC at all, more like intergranular
corrosion). So the generalization that SCC is asso-
ciated with localized corrosion, for passive alloys in
halide solutions, remains intact, but has exceptions.

A key question that always arises when consider-
ing crack chemistry is – does the crack tip ‘feel’ the
externally applied or naturally established electrode
potential? Much ink has been spilled on this topic!
Clearly, when the crack walls are quite active, it is
difficult for the external potential to be thrown down
the crack. But for relatively passive systems, such as
titanium alloys, external polarization of the crack tip
is possible. Importantly, even if there is a large IR
potential drop down the crack, and the crack-tip
potential is only slightly elevated from its local
mixed or corrosion potential, there is a change in
crack chemistry in accordance with the diffusion-
migration balance for the nonreacting ions such as
Cl�. At room temperature, this is one order enrich-
ment of Cl� for every 59mV (2.3RT/F) of potential
drop down the crack.108 For sulfate, it should be one
order for every 29.5mV. This must be a major factor
in the SCC of turbine disk steels in dilute conden-
sate.79 Similarly, crack chemistry also plays a role
in the numerous SCC phenomena that occur in
high temperature water, especially in the somewhat
oxygenated water that is present in a BWR water
circuit.44 If the environment inside the crack were
truly pure water, practically no ‘local cell’ action
could develop between the inside and outside of the
crack, even if oxygen is present outside. In practice,
there can be traces of sulfate derived from ion-
exchange resin beads, and possibly dissolution of
sulfide inclusions in the metal. The crack concen-
trates these anions by an electromigration process as
described above, to the extent that metal cations from
the alloy are soluble under the given crack conditions
to balance their charge. The electrode potential at the
crack tip may be only slightly shifted positive of its
open-circuit value, but the open-circuit potential
difference between the inside and outside drives the
anion accumulation. When oxygen is removed, the
potentials inside and outside the crack approach each
other and the anion accumulation is less.

A specialized type of crack chemistry consider-
ation occurs in ammonia-SCC of brass.109 If we
immerse a stressed brass sample in dilute – say
1M – aqueous ammonia in a beaker open to the air,
and wait, after a while we see the solution turning
blue – this is the cuprammonium II complex ion,
Cu(NH3)4

2þ. Shortly after that, the sample starts to
crack. The cathodic reaction is the reduction of the

Cu II ammonia complex to the Cu I complex:

Cu NH3ð Þþþ
4 þ e ! Cu NH3ð Þþ2 þ 2NH3

which may, depending on the conditions, reprecipi-
tate as a black tarnish film consisting mainly of
Cu2O with some oxidized zinc.

Deep inside the crack, there are no Cu II ions –
the crack walls efficiently scavenge these and
reduce them to Cu I (so the old notion that adsorp-
tion of these ions causes cracking102 is untenable).
The environment at the crack tip is really an ammo-
niacal Cu I solution (containing zinc), and is very
nearly in equilibrium with the copper in the
brass. Indeed, SCC occurs in a simulation of such
a solution,110,111 dealloying can be demonstrated
electrochemically, and a convincing correlation
between such dealloying and SCC was obtained
for monocrystals of different zinc contents.22 Both
dealloying and SCC ceased below 20% Zn (inter-
granular SCC may persist to lower Zn contents) – see
Chapter 2.05, Dealloying.

2.09.6 Role of the Environment in SCC

An important clue to the role of the environment
came as soon as fracture mechanics techniques
started to be used for SCC investigations: nearly all
SCC shows a ‘plateau’ crack velocity at intermediate
KI values – see Chapter 2.08, Environmentally
Assisted Cracking Overview. We have to take care
that the extent of this region is not exaggerated
in studies of ductile alloys,112 where KI becomes
invalid because of large-scale yielding at the crack
tip, but it is definitely a real phenomenon. So what
does that tell us? It tells us that the mechanics are
not controlling the crack velocity. So if the rate
controlling process is not the mechanics, it must be
something ‘chemical.’ The crack velocity could be
controlled by:

� The rate of oxidation or dissolution at the crack tip
(which in turn can be controlled by the local envi-
ronment in the crack and the local – not free-
surface – potential).

� The rate of hydrogen adsorption or diffusion.
� The rate of some surface diffusion process of metal

atoms or ions, and possibly others.

For SCC that occurs in an electrolyte, electro-
chemical considerations dominate our thinking.
There are about six distinct electrochemical circum-
stances where SCC occurs – Figure 24. They are:
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� A more-or-less actively corroding state, where SCC
is entirely or predominantly due to hydrogen absorp-
tion – for example, high-strength steel in salt water.

� A compromised or borderline passive state, where
SCC seems to be due to some anodic process at the
crack tip – for example, carbon steel in hot caustic,
nitrate, or carbonate–bicarbonate.113

� A state of slow localized corrosion (slow because
otherwise it would be faster than the cracking) in a
halide solution – for example, austenitic stainless
steel in hot chloride.16

� A state of dealloying (see Chapter 2.05, Dealloy-
ing) – for example, brass in ammonia solution.22

This does not exclude a role of dealloying in some
of the other categories.

� A state of mild transpassivity, for example, due to
Cr VI dissolution in a stainless alloy.

� A stable filmed state, but where the film growth
kinetics, especially at deformation features, are
such as to allow a certain rate of cracking despite
little or no dissolution – for example, cold-worked
austenitic stainless steel in hot water.76

Also we have to consider various hard-to-classify
systems where SCC occurs, but not much seems to
happen electrochemically – for example, transgranu-
lar cracking of carbon steel in anhydrous liquid
ammonia or ammonia–methanol,114,115 or intergran-
ular cracking of nickel alloy 600 in reducing hot
water.116 These are probably exotic forms of embrit-
tlement, caused by nitrogen115 and oxygen117–119

respectively, rather than hydrogen. It was also

suggested, more speculatively, that transgranular
SCC of carbon steel in CO–CO2–H2O

120 could be
due to carbon embrittlement,121 and that CO might
be involved in SCC of carbon steel in oxygenated
alcohols.122

Most, though not all, of these SCC schemes can be
summarized as follows – SCC may occur, given the
right metallurgy and stress, when the metal is passive,
but not too passive. Most SCC requires some inter-
action between the environment and bare metal, and
a passive film that forms almost instantaneously
screens that interaction. Whether the actual crack
growth occurs by purely anodic means, by hydrogen
embrittlement, or by some other mechanism, is not
always clear; Parkins’ concept of the ‘stress corrosion
spectrum’ – hydrogen effects at one end, dissolution
at the other, remains valid today.123,124 As a prelude to
the next sections, we show ‘1980s’ and ‘2000s’ SCC
spectra in Figure 25.

2.09.7 Anodic SCC Models

Since the 1940s, a popular scheme for the growth of
SCC has been the accumulation of small dissolution
or oxidation events at the crack tip, each caused by
the rupture of some partially protective surface film –
Figure 26. A popular term, probably coined by R.W.
Staehle, is ‘slip-dissolution,’ recognizing that not all
(or perhaps not any) of the oxidized metal remains
actually dissolved in the small volume of solution
inside the crack.

In the SDM, the plateau crack velocity is explained
by postulating that above a certain KI value, the crack
tip is essentially bare the whole time, and dissolves or
oxidizes at a limiting rate that is set by the local
chemistry and potential in the crack. The actual
value of the plateau velocity is then given by:

v ¼ imaxO
nF

½1�
where v is the crack velocity, imax the maximum anodic
current density flowing on the bare metal surface, O
the molar volume of the metal, F is Faraday’s constant,
and n is the number of electrons transferred per metal
atom dissolved or oxidized.

In the 1970s and 1980s, many publications showed
agreement of plateau velocities with eqn [1], where
imax was determined by various transient electro-
chemical methods, including rapid tensile strain-
ing,125 scratching,126 potential stepping,127 or rapid
potential scanning.113 Parkins played a great role in
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evaluating and comparing these techniques in carbon
steel systems – Figures 27 and 28. But throughout,
there were concerns that the model was being over-
stretched beyond carbon steel, with such views
emanating especially from specialists in hydrogen
embrittlement. Application of the SDM to SCC of
Al–Mg alloys was certainly controversial.128 Cur-
rently, it appears that the SDM may be valid for
intergranular SCC of carbon steel in caustic, nitrate,
or carbonate–bicarbonate solutions, and for a number
of stainless alloys in hot water. Transgranular SCC in
general does not seem to fit well with the SDM –
according to Sieradzki, growth of a sharp transgra-
nular crack is not possible under static loading,129 and
there are kinetic difficulties in many systems, such as

brass in nitrite solution.130 In general, it is probably
safe to say that the SDM may apply to a number of
cases of intergranular SCC in passivating environ-
ments without chloride-induced localized corrosion.
It certainly does not apply to – say – chloride-
induced SCC (Cl-SCC) of austenitic stainless steel,
where the condition of the crack walls and tip is
precisely that of an actively corroding crevice with
a low pH and no possibility of very high local anodic
current densities.16,131 Recent pronouncements to the
effect that the SDM does explain Cl-SCC132 did not
take into account the crack chemistry or realistic
current densities that could flow at the crack tip
when the metal is already in the active state.
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Below the plateau crack velocity, the SDM postu-
lates that partial repassivation of the metal occurs
between film rupture events at the crack tip –
Figure 29. So instead of imax, we write�i as the mean
anodic current density at the crack tip; this is given by:

�i ¼ 1

t

ðt

0

iðtÞ dt ½2�

where i(t) is the anodic current density transient on
the bare metal surface, and t is the interval between
film rupture events. The crack velocity is now:

v ¼
�i�

nF
¼ �

nFt

ðt

0

iðtÞ dt ½3�

If wewrite the crack-tip strain rate as s (for the moment
we suppose this is applied externally), and the strain

to failure of the oxide film as f, then t¼ f/s, and

v ¼ �s

nFf

ð f =s

0

iðtÞ dt ½4�

This treatment begs a number of questions, including –
is the process really stepwise like this, or can it be
considered as a more continuous process of stretching
of a partially formed, perhaps gel-like film? Probably
it is stepwise locally, but along the crack front at any
given moment, there will be elements of surface that
are at all possible stages of the cycle.

It is fundamental to the SDM that dynamic plas-
ticity is occurring at the crack tip. Sometimes this is
supplied by external means, such as thermal stresses
that accumulate during the start-up of a BWR. But
what about purely static loading – where does the
dynamic strain come from in that case? In part, this
can be due to low-temperature creep, but most
authors have appealed to the crack growth itself as
the source of the dynamic strain. Ahead of a crack,
there is a plastic strain distribution e(r) where r is
distance from the crack tip – Figure 30. Since e falls
off with increasing r, any corrosion or oxidation pro-
cess that extends the crack must cause the whole
strain distribution to move in the direction of crack
growth, and this causes a strain transient ahead of the
crack. This scheme was first clearly described by
Vermilyea133 and has been developed recently by
Shoji134 using a more modern strain distribution
that had performed well in direct experimental tests
on a ferritic material135 – Figure 31. This possible,
successful, though much-criticized, form is due to
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Gao and Kwang136 – they gave the strain ahead of the
crack tip as:

ect ¼ b
sy
E

� �
In

l
r

� �
K

sy

� �2
" #( )n=ðn�1Þ

½5�

where r is distance ahead of the crack, and n is the
inverse strain hardening coefficient; b and l are
dimensionless.

Recently this picture has been challenged in some
of its details, and its status remains unclear. Accord-
ing to Sieradzki,129 it can only work if the corrosion is

strongly directional, leading to the idea that it is –
perhaps – only valid for intergranular SCC where
there is an active path of some kind. M.M. Hall also
criticizes the Vermilyea–Andresen–Shoji approach
in many respects and has used a modified creep
cracking approach to develop a different type of
‘SDM’.137–139 Generally, Shoji’s variant of the SDM
is very attractive and makes a good playing field to
explore the dependence of SCC on various para-
meters, but the last word has not been said on this
subject using such continuum approaches.

When we discussed cold work effects in SCC,
discussion of the approach taken in the SDM was
deferred to this section. Essentially, the SDM pro-
poses that a stronger material has a sharper crack.
Now this has become a controversial issue, not least
because stress corrosion cracks are much sharper
than one would naively expect from the equations
of ordinary elastic–plastic fracture mechanics, such as
the one that gives the crack-tip opening displacement
(d) as a function of stress intensity factor, modulus,
and flow stress:

d ¼ K 2
1

Es0
½6�

which gives values for d on the order of microns rather
than the experimentally observed nanometers.140

But, allowing the basic assumption of the sharper
crack, the SDM postulates, following Vermilyea, that
the average dissolution (oxidation) rate at the crack
tip (allowing for film rupture and partial repassiva-
tion) and the time-averaged plastic strain rate at and
ahead of the crack tip mutually cause and determine
each other. Some might call this a ‘circular’ argu-
ment, but it is not, in principle. So, we develop two
equations – one giving the strain transient that results
from a particular corrosion transient, and the other
being the converse. Solving these simultaneous equa-
tions gives the crack velocity as a function of the
stress intensity factor KI, with one major adjustable
parameter – the cutoff distance ahead of the crack tip
at which we calculate the plastic strain rate for the
purposes of the calculation (the applicable strain
distribution does not allow for calculation of the
strain or strain rate exactly at the crack tip). Now,
we can see that if the material is stronger, and the
crack sharper, the corrosion transient at the crack
tip does not have to penetrate the material so deeply
to create a given strain rate (other things being
equal), so when we solve the equations we get a faster
crack velocity. The present author developed Shoji’s
equations, identified some critical issues, and made

Position where crack-tip
strain rate is evaluated; r = L

Crack
growth

Crack i(t)

r = 0

r = L

e (r)
e.g., eqn [5]

Time evolution
of e

s

s = de .dr
dr dt r = L

Figure 30 Basis for growth of SCC by slip-dissolution

under static load – the crack growth itself provides dynamic
plastic strain.
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Figure 31 Comparison of experimental plastic strain

distributions ahead of a growing crack with two reasonable

models (for FeSi monocrystal samples). Reproduced from
Gerberich, W. W.; Davidson, D. L.; Kaczorowski,

M. J. Mech. Phys. Solids 1990, 38, 87–113.
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some new predictions such as the existence of dual
steady states under certain loading conditions141 –
Figure 32.

2.09.7.1 Interlude – Ultra-Sharp Cracks

Spectacular work has been done on the geometry,
micromechanics, and microchemistry of SCC by
Bruemmer and Thomas at the Pacific Northwest
National Laboratory, which directly addresses this
issue of crack sharpness as well as many other micro-
scopic mechanistic issues, including strain localization
by shear bands, alloy enrichment and depletion ahead
of the crack, oxygen penetration, and porosity devel-
opment ahead of the crack, as well as issues connected

with neutron irradiation and impurity concentration
(Pb. . .S).

Several figures are reproduced from these authors’
recent work with their original captions in Figures
33–36.

2.09.8 Chemistry Considerations for
SCC by Slip-Dissolution

When unalloyed carbon steel cracks in nitrate, caus-
tic, or carbonate–bicarbonate solution, the conditions
are always such as to promote the formation –
perhaps fleetingly – of soluble complexes. In caustic
solutions, the soluble species is Fe(OH)4

2�; in
carbonate–bicarbonate, it is Fe(CO3)2

2� 142 (or similar
bicarbonate complex143), and in nitrate it is probably
an unknown complex that forms with some reduction
product of nitrate. The present author used to believe
that nitrate SCCwas happening near the active–passive
transition, like caustic or carbonate–bicarbonate SCC,
but actually, the potentials are very oxidizing, in what
could be called a transpassive region113 – at least when
the solution is hot and concentrated. But iron does not
normally suffer from transpassive dissolution. What
must be happening is that normally, nitrate contacting
an iron surface is reduced so far (e.g., to N2 or NH4

þ)
that it becomes harmless, but that in a certain range of
potentials, it is reduced to something that forms a
soluble complex with iron. We do not know what that
is – it could be an NO species. ‘Transpassive’ corrosion
also occurs in zirconium in strong nitric acid, and must
be due to a similar complexation effect.144

As Parkins has often shown, intergranular SCC
of carbon steel is preceded by mild intergranular
corrosion, and to the extent that fine carbides are to
blame, this can be rationalized by their diminished
passivation ability.145 Similarly, where phosphorus seg-
regation is involved, insights can be obtained by study-
ing an amorphous iron phosphorus alloy29 or simply an
iron phosphide, as a rough simulation of the reacting
material at the grain boundary. In the case of sensitized
stainless steels or nickel base alloys, a range of alloys
with reduced Cr contents can be prepared for transient
electrochemical experiments.126

2.09.9 More Comments on Hydrogen
Embrittlement as a Mechanism of SCC

Some of the oldest controversies in SCC research
concern the role of hydrogen embrittlement. R.N.
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Figure 32 (a) Graphical depiction of how solutions to the

equations of the slip-dissolution model lie at the intersection
of two relationships between crack velocity and crack-tip

strain rate. The possibility of two crack velocities satisfying

the equations for negative loading rate is illustrated. (b)

Illustration of how this graphical formulation of the slip-
dissolution model leads to the creation of a V–K curve.

Reproduced from Newman, R. C.; Healey, C. Corros. Sci.

2007, 49, 4040–4050.
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Figure 33 Crack tip region in CW316LSS sample tested in BWR HWC: (a) TEM brightfield image showing shear bands at

tip. (b) < 111 > Relrod darkfield image highlighting faults (one of four variants) in grain at right. (c) Relrod darkfield image

highlighting faults along grain boundary in grain at left. Inset diffraction patterns show relrod reflections used for imaging.
Commentary – these images show extraordinary martensite-like shear transformations ahead of cracks in cold-worked

stainless steel, and vividly illustrate the strain localization that is responsible for much of the severity of SCC in cold worked

material. Adapted from Toloczko, M. B.; Andresen, P. L.; Bruemmer, S. M. SCC Crack Growth of Cold-Worked 316LSS in

BWR Oxidizing and Hydrogen Water Chemistry Conditions, Proceedings of the 13th International Conference Environmental
Degradation of Materials in Nuclear Power Systems – Water Reactors, Canadian Nuclear Society, 2007; Paper 141.
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Figure 34 Open (a) and oxide-filled (b) crack tips in a BWR core shroud sample. EDS x-ray maps of oxide-filled tip (c) show

Fe/Ni loss in oxide, Ni concentrated ahead of tip, andMo segregation along the leading grain boundary. Commentary – this is

neutron-irradiated material from plant, so there could be complex processes at play, including atomic mobility that leads to Ni

enrichment ahead of the crack, and Mo segregation. Adapted from Thomas, L. E.; Edwards, D. J.; Asano, K.; Ooki, S.;
Bruemmer, S. M. Crack-Tip Characteristics in BWR Service Components, Proceedings of the 13th International Conference

Environmental Degradation of Materials in Nuclear Power Systems – Water Reactors, Canadian Nuclear Society, 2007;

Paper 143.
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Parkins used to refer to a stress corrosion ‘spectrum’
that had SCC of high-strength steel at one end and
SCC of ordinary carbon steel at the other, with vari-
ous aluminum and titanium systems near the mid-
dle.123 Recently titanium alloys seem to have arrived
firmly somewhere near the hydrogen (high-strength
steel) end,70 although clearly the discharge of hydro-
gen ions depends on electrochemical factors like the
repassivation rate of the metal at the crack tip. Now-
adays, no one seems to believe in Theodore Beck’s
‘electrochemical knife’ (SDM) that he proposed in
the 1960s and early 1970s.146 A general difficulty with
aluminum and titanium alloys is that hydrogen is
always generated in copious quantities at the crack
tip, but this does not mean it always plays an impor-
tant role in cracking. Probably these mechanisms will
continue to be considered somewhat hybrid in
nature. A similar comment could be made about
martensitic stainless steels in ambient chloride solu-
tions, or carbon steel in near-neutral-pH bicarbonate
solutions.147

It was once thought that high-strength low-alloy
steels immersed in salt water had an acidic crack
chemistry, and that this assisted hydrogen discharge
in the crack,148 but later it appeared that this was

mistaken, at least for steels without chromium.149,150

The original experiments suffered from air-oxidation
of Fe (II) to Fe (III), causing acidification. But crack
depth also affects the crack chemistry (deep cracks
tend to self-corrode and thus have less or no ten-
dency to acidify, even with Cr alloying), and it was
sometimes reported in the 1980s that short cracks
grew faster than long ones.151 The pH changes in
such short cracks depend very sensitively on the
external corrosion potential (which depends on
alloying content), and no generality of the ‘chemical
short crack effect’ was ever established. Essentially,
we know that acidification occurs, with Cr alloying, if
we anodically polarize the material from its natural
corrosion potential. So under free corrosion condi-
tions, there has to be both Cr alloying and some other
element (Mo, Ni for example) that ennobles the
anodic reaction on the free surface – then, if we are
(un)lucky, we can see the chemical short crack effect.
Marageing steels, which contain large amounts of Ni,
are good candidates for such behavior.

There is no space here for a detailed discussion of
hydrogen embrittlement mechanisms, but the subject
has been very well-documented, not only in journal
literature but in a series of conferences.152 To the
nonspecialist, theories of hydrogen effects seem very
confusing andmutually contradictory – some theories
postulate a kind of hardening, leading to decohesion
of the lattice or of a grain boundary,153 while others
postulate a local softening leading to highly localized
plastic rupture.154,155 Strain rate affects the predomi-
nant mechanism. Quantummechanics modeling gives
insights into the interaction of hydrogen with other
solutes,62 with dislocations, and with grain bound-
aries. Two types of softening effect are proposed in
the literature – Lynch152 sees this as a surface or very
near-surface effect attributed to a lifting of a compres-
sive surface stress by hydrogen adsorption (or very
local absorption), while the ‘HELP’ (hydrogen
enhanced local plasticity) mechanism63 postulates
that internal hydrogen reduces the repulsion between
dislocations in their slip plane – Figure 37.

2.09.10 Film-Induced Substrate
Fracture (‘Film-Induced Cleavage’)

It is recognized that certain cases of SCC are too rapid
to be due to any version of the SDM, and that some of
them occur under conditions where hydrogen absorp-
tion can be ruled out. Many of these have in common
that they occur in relatively concentrated solid

70 nm

Figure 35 TEM underfocus image showing oxide-filled IG

crack and adjacent tunnel-like structure along walls in

Ringhals-4 alloy 182 sample. Commentary – the striking
feature is the apparent oxidation along dislocation lines

either side of the crack. Adapted from Thomas, L. E.;

Bruemmer, S. M. High-Resolution Analytical Microscopy of

Environmental Cracks in Alloy 182 Weldments, 11th
International Conference on Environmental Degradation of

Materials in Nuclear Power Systems – Water Reactors,

American Nuclear Society, 2003; p 1212.
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solutions – brass, copper–gold or silver–gold alloys,
austenitic stainless steel.18 A natural idea is that
such rapid cracking could be due to dealloying (see
Chapter 2.05, Dealloying), but not just to a repetitive
process of formation and fracture of a dealloyed
layer – the rapid cracking requires that the fracture

of the dealloyed layer injects a brittle microcrack,
even into a fcc substrate that is normally considered
unconditionally immune to brittle fracture156 –
Figure 38. The original source for this concept was
a remarkable study on brass by Edeleanu and Forty
in the late 1950s.157 Optical microscopy of the side

Cr-K Ni-K

TEM brightfield
O-K+Cr-L

Oxide tip

50 nm

Grain boundary

Figure 36 EDS maps showing the leading edge of IG attack ahead of primary-side IGSCC in an Alloy 600 steam generator

tube are presented. Cr is highly enriched in the tip oxide and Ni is enriched along the grain boundary ahead of the tip.

Commentary – these depletions and enrichments need to be studied in the context of internal oxidation and other models.

Adapted from Bruemmer, S. M.; Thomas, L. E. Crack-Tip Examinations of Primary-Water Stress Corrosion Cracking in Alloy
600, Proceedings of Fontevraud 6 International Symposium on Contributions of Materials Investigations to Improve the Safety

and Performance of Light-Water Reactors, French Nuclear Energy Society, 2006; p 603.
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Figure 37 Plastic hydrogen fracture mechanisms, according to Lynch. Reproduced from Lynch, S. P. In Corrosion/2007;

NACE: Houston, TX, 2007; Paper No 489.
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surface of an a-brass crystal immersed under stress in
ammonia solution showed what appeared to be regu-
lar brittle crack jumps of a few microns, each starting
and ending at a slip trace. The authors stopped short
of stating that the fcc lattice was undergoing a true
cleavage process, as this was considered impossible
even then. They proposed that the material between
slip bands was embrittled by short-range order, and
that corrosion – perhaps selective – at the slip band
was required to reveal this intrinsic brittleness in the
material. Their observations were confirmed by the
group of E.N. Pugh.158 Pugh introduced a clever
method to detect discontinuities in crack growth,
based on the use of periodic load pulsing to mark
the fracture surfaces, and deduced that indeed the
cracks were proceeding by a series of jumps. Acoustic
emission was used as supporting evidence. Pugh did
not adopt the short-range order suggestion, but did
consider for some time that hydrogen might be caus-
ing the effect; he later rejected this, paving the way for
the acceptance of a cleavage process initiated by deal-
loying.159 Sieradzki and Newman presented argu-
ments based on dislocation dynamics that went some
way toward establishing a feasible framework for such
effects.160,161 This was considered a bizarre suggestion
by many, but recent insights into the extraordinary
mechanical properties of dealloyed layers (near-
theoretical strength in compression,162 size-scale-
dependent elastic modulus,163 surface stress-driven
bending164) are reawakening interest in the possibility
that such crack injection can occur.165 Pugh consid-
ered that intergranular cracking in brass was a contin-
uous process, but actually the strongest evidence for
the film-induced fracture hypothesis comes from
studies of intergranular SCC in noble-metal

alloys166–168 – Figure 39. Crack jumps into a silver–
gold substrate of 50–100 mm can easily be obtained
from preformed dealloyed layers. A key experiment
is to dealloy under an applied potential, then step
the potential to a value where little or no further

Stress-corrosion crack

Nanoporous layer
Brittle crack

Crack-arrest mark (striation)

Plastic blunting

Figure 38 The film-induced cleavage concept, for a

system showing dealloying.

50 μm

50 μm

10 μm

5 μm 1 μm

Figure 39 Brittle fracture of AuAg – intergranular or

transgranular – obtained after surface dealloying; themiddle

picture illustrates the effect of ageing the dealloyed layer,

which destroys its ability to inject a brittle crack by
coarsening its nanoporosity. Reproduced from Barnes, A.;

Senior, N. A.; Newman, R. C. Metall. Trans. A 2009,
40, 58–68.
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faradaic reaction can occur, then load the sample to
failure. This also showed good promise for transgra-
nular fracture,166 although more work remains to be
done in that area. In both cases, ageing of the deal-
loyed layers destroys their ability to inject a crack –
probably owing to coarsening of their porosity by
surface diffusion.

Clearly, the crack injection phenomenon relies on
the special properties of dealloyed layers, including
their intrinsic brittleness. A key aspect is the absence
of a crystallographic interface – dealloyed layers
retain the same lattice orientation that they had
before dealloying, so the crack can cross into the
substrate without meeting any dislocation structures.
Provided it is injected at a velocity close to the
velocity of sound in the crystal, it can continue to
grow for some distance even in a fcc material, as
discussed by Sieradzki and Newman.158

2.09.11 Surface Mobility, Vacancy
Based Models, and Others

A large amount of research has been done by the
group of J.R. Galvele, based around a surface mobility
model (SMM) that he proposed in 1987.169 This is a
kind of creep crack growth model in which crack
extension occurs by surface diffusion of metal atoms
(perhaps partially oxidized or chelated – this is not
always clear) away from the crack tip. The basic crack
growth equation is – using Galvele’s own notation:

cpr ¼ Ds

L
exp

s � a3
kT

� �
� 1

� �
½7�

where cpr means crack propagation rate, Ds is the
applicable surface (self) diffusivity, L is a diffusion
length along the crack flank (Galvele always uses
10�8m for this), s is the opening stress at the crack
tip, and a3 is the atomic size (approximate volume of a
vacancy). The crack velocity is considered to corre-
late with the melting point of a surface compound
(which in turn correlates with surface diffusivity on a
contaminated surface), or in some cases with a kind of
enhanced exchange of metal atoms at the crack sur-
face (exchange current), for which a different equa-
tion was developed170:

Ds ¼ i0NAAn
2a4

6F
½8�

where i0 is the exchange current density, NA is
Avogadro’s number, A is the atom fraction of base
(reactive) metal atoms in the alloy (this was called

AF in the original paper), n is a kind of dimensionless
distance or average hop size, a is the atom size, F is
Faraday’s constant, and the 6 arises because this is
the number of neighboring sites of an atom in a
close-packed plane.

The SMM does have the attractive feature that
(with an atomically sharp crack, and allowing for
some adjustable parameters such as stress at the
crack tip) it seems to rationalize literature data on
SCC velocities. Not enough independent research
has been done on the concept to give a final answer
as to its merits.

The chemical potential gradients could be in the
right direction for crack growth in the SMM, but –
according to Friedersdorf and Sieradzki171 – only if
one neglects capillary effects – tight cracks would
close up, and the SMM can only work with a rela-
tively blunt crack (as in the creep analogues that can
be found in the literature). Friedersdorf and Sieradzki
also stated that the change in vacancy formation
energy due to stress (sa3) had been wrongly assigned
because this quantity is appropriate for the interior of
the solid, not the crack-tip surface. They also argued
that chemical potentials should be used, not concen-
trations. The crack velocities estimated by Frieders-
dorf and Sieradzki are many orders of magnitude
lower than those suggested by Galvele, although
their amended model does have the drawback that
it assumes equilibrium vacancy concentrations, as
pointed out by Galvele himself.172

One source of confusion in the published discus-
sions of the Galvele model is that between 1987 and
1994, he shifted the location of the site where the stress
was assumed to act from the crack tip surface to
somewhere just ahead of the crack, thus – perhaps –
justifying the use of sa3. This is an unsatisfactory
aspect of the SMM, as it introduces an arbitrary addi-
tional vacancy transport process that must occur
within the solid – this is simply assumed to be rapid
compared with transport along the crack flank. Frie-
dersdorf and Sieradzki were analyzing a version of the
SMM that had been changed a few months before they
published their analysis, to deal with the sa3 problem.

Our summary of the current state of the SMM is
shown in Figure 40.

Intriguing intergranular SCC phenomena were
demonstrated by the Galvele group for copper and
silver, and silver alloys, in hot, dry halogen atmo-
spheres.173–175 The lowest temperature where crack-
ing was studied was 200 �C. These observations were
considered to be a cornerstone of the SMM, as they
related directly to classic studies of enhanced surface
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mobility due to halogen adsorption.176 Other expla-
nations are possible, of course. Ion mobility in copper
and silver halides could be high.

2.09.11.1 Vacancy Injection Models for
Low-Temperature SCC

It is interesting that the moving of the vacancy sink
ahead of the crack turns the SMM into a vacancy

injection model, qualitatively similar to those pro-
posed by other authors, including E.I. Meletis177

and the late Denny Jones178 who believed that he
had detected interdiffusion in metallic bilayers sub-
jected to anodic dissolution. In those models, the
enhancement by stress of equilibrium vacancy con-
centration inside the solid was not taken into
account – at least not explicitly – although it was
probably part of the thought process.

One of several ‘orphan’ SCC models is that of
Aaltonen and others in Finland, based on internal
friction studies179,180 – Figure 41. These results are
so surprising (much more so, we would submit, than
film-induced cleavage) that no other author has seri-
ously addressed them. Essentially, these authors
showed that anodic polarization of copper wires at
80 �C in a sodium nitrite solution, under conditions
promoting duplex Cu(I)–Cu(II) oxide formation,
produced defects that behaved like vacancies under
the standard protocols used for internal friction mea-
surement. They even claimed a reduction in shear
modulus of the whole wire specimen. Later they
reported an increase in creep rate under similar con-
ditions.181 One’s immediate reaction is that even if
such vacancies were to be produced, they must
be confined within nanometers of the metal–film

interface, so how is it possible for this nm-thick
layer to dominate the internal friction response, or
sample modulus, when the smallest sample dimension
is 0.5mm? Yet the results are quite striking, showing
Hasiguti peaks in the anodically treated samples. One
possibility (acting as devil’s advocate) is that there is an
autoreduction or disproportionation of a thick oxide,
which produces metallic copper with a high defect
density. Yet even in that case, the defected metallic
layer should be a tiny fraction of the total sample
dimension. But we should certainly not dismiss such
observations. Metals like copper and silver may have
high mobility for certain substitutional elements.

Very recently (Hanninen et al., unpublished) a
variety of techniques have been used to support the
proposed vacancy injection model. Dislocation struc-
tures are altered near the surface during anodic
polarization in the range of potentials that cause
SCC of copper in nitrite. This does not mean that
vacancies are penetrating the material to the entire
depth to which altered behavior is observed – as
shown many years ago, a near-surface effect can
alter bulk mechanical properties, at least in fairly
thin wire or sheet. So the relevance of vacancy injec-
tion to crack propagation may lie in the inducement
of more intense localized plasticity, rather than some
kind of embrittlement by the vacancies themselves.

Of course, vacancies can be involved in creep-like
SCC phenomena when the temperature exceeds
300 �C, as discussed earlier.34

2.09.11.2 Adsorption-Induced
Dislocation Emission

According to Lynch (private communication), ‘sur-
facemobility’ can be harmonizedwith amechanism of
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Figure 40 Current state of the Surface Mobility Model, as envisaged by the author.
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crack growth wherein adsorption of species from the
environment, including hydrogen, facilitates disloca-
tion emission from the crack tip, leading to a highly
localized plastic fracture.152 As he points out, both
mechanisms involve the weakening of bonds between
metal atoms, and some proportionality between the
resulting crack growth rates might be expected.
A strength of Lynch’s proposal is that it easily encom-
passes liquid metal and hydrogen embrittlement,

whereas these are treated a little vaguely in the
SMM. Like Galvele, Lynch cites particular experi-
ments showing very high crack velocities, to argue
against dissolution or other bulk effects, but withmore
justification, in that the cracking of nickel monocrys-
tals in mercury or hydrogen does seem to be a contin-
uous process without crack jumps, whereas Galvele’s
studies of SCC in noble-metal alloys182 claim contin-
uous crack velocities of up to 20mm s�1, but are
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contradicted by the experimental evidence for large
brittle crack jumps in such systems.166

From an energetic point of view, the Lynch mecha-
nism, or adsorption induced dislocation emission
(AIDE) relies on the occurrence of intense plasticity
within a very small volume at the crack tip. This can
lower the total energy of fracture, which is integrated
over the whole deformed volume around the crack.
The proposedmicromechanism is shown inFigure 42.

A possible weakness of the AIDE mechanism
used to be the insistence on a truly 2D interaction
rather than any 3D reaction mechanism. Nowadays,
Lynch tends to accommodate a near-surface process
zone, although in the case of LME in immiscible
systems, this must be very shallow. An intriguing
suggestion, based on first-principles calculations for
Ga on Al, is that LME systems, bulk-miscible or not,
are those in which there is facile alloying of the liquid
metal into the first one or two atomic layers of the
substrate.183 Since surface alloying is also known in
vacuum deposition and in underpotential deposition of
metals on copper and other substrates,184,185 this raises
the interesting possibility that – for example – Pb ions
could cause cracking of copper or other metals by an
underpotential displacement reaction followed by a
LME-type cracking.

Other local softening models exist, such as that of
T. Magnin, which although mainly developed for
hydrogen effects153 has also been applied to ‘anodic’
SCC.186 Such softening may very well occur – the
question is whether, in a given instance, it is essen-
tial for cracking. In corrosion fatigue, it is well-
established that ordinary active dissolution in noble
metals like copper can promote cracking,187 and so
the dissolution must be enhancing plasticity, since

fatigue is essentially a plastic fracture (no evidence
of brittleness is seen on such fractures). So it is not at
all unreasonable to propose a similar effect in SCC, at
least where dynamic straining is applied externally, as
in a SSRT.
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Abbreviations
AA2024 Aluminum Alloy 2024

ASME American Society of Mechanical Engineers

ASTM ASTM International

BWR Boiler water reactor

c.p. Commercially pure

CF Corrosion fatigue

CGRs Crack growth rates

CP Cathodic protection

DA Damage accumulation

EAC Environmentally assisted cracking

HSLA High-strength low-alloy

LEFM Linear elastic fracture mechanics

MSC Microstructurally short crack

OCP Open circuit potential

PSBs Persistent slip bands

PSC Physically short crack

RTP Roller quench temper

S–N Stress vs number of fatigue cycles

Symbols
a Defect size

B, x, and b Constants

C Pit radius

d A microstructural dimension

D LEFM threshold crack growth rate

f Frequency

F Geometry factor

Kmax Maximum stress intensity

*It is the intention in this chapter to discuss some of the more recent developments in the field of corrosion fatigue. Given the previous

edition’s emphasis on long crack growth, much of this chapter is devoted to an understanding of the early stages of corrosion fatigue, often
termed the ‘initiation’ stage.
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Kmin Minimum stress intensity

Kt Stress concentration factor

m Constant

m1, m2, A, and x Experimentally determined

constants

N Number of cycles

Nf Number of cycles to failure

Q Function based on crack shape

R Stress ratio

rp Size of the plastic zone

t Time

tp/c Time to pit/crack transition

y Shear strain

yeq Equivalent strain

DK Crack tip stress intensity factor range

DKth Threshold stress intensity factor

s Stress

sa Stress amplitude

sy Yield strength

2.12.1 Introduction and Historical
Perspective

The term fatigue was coined in the latter half of the
nineteenth century, although this type of failure had
previously been recognized in the early 1800s as a
different type of fracture occurring in the axles of the
railway locomotives and carriages. In 1843, Rankine1

attributed this behavior to a gradual deterioration of
the material during its service life. Other views held
at the time were that the metal had become tired, lost
its nature, or crystallized.

Fatigue cracking2 is a consequence of highly loca-
lized plastic deformation, where the vast majority of
cracks start at a free surface. However, it is not nec-
essary for the bulk of the grains in a piece of metal to
deform plastically for it to fail by fatigue, and
continued cyclic plastic deformation in one localized
surface region is sufficient for fatigue failure to occur.
This aspect distinguishes the problem from any other
form of mechanical failure, the basic features of
fatigue failure being the ‘initiation’ of surface micro-
cracks and their subsequent propagation through the
bulk of the material.

Corrosion fatigue is a term used to describe cracking
(including both initiation and growth) in materials
subject to the combined actions of a fluctuating (cyclic)
stress and corrosion. Electrochemical reactions tak-
ing place at the metal–environment interface govern
whether the mechanism of failure is controlled

by anodic dissolution or hydrogen embrittlement.
Unlike the phenomenon ‘stress corrosion cracking’
where cracking is often controlled by specific combi-
nations of material–environment, for example, brass in
ammonia-containing environments, this specificity
rarely applies in this type of cracking process. In fact,
environments as innocuous as moist air can lead to
severe reductions in the fatigue resistance of high-
strength engineering alloys.3

Haigh4 published possibly the earliest recorded
paper on corrosion fatigue while seeking to explain
the failure of towing ropes that were kept in a state of
frequent vibration when exposed to sea water. Later
work by McAdam5 and Gough6 laid the foundations
for work on the subject of corrosion fatigue.
McAdam’s work showed the danger of adopting
higher-strength alloy steels in preference to ordinary
steels. It is now established that an increase in tensile
strength of low corrosion-resistance alloys is asso-
ciated with a decreased resistance to corrosion fa-
tigue. McAdam’s work also included the connection
between pitting and cracking and showed the time-
dependency effects due to corrosion by studying the
effects of frequency of loading on fatigue lifetime.
The influence of the environment on fatigue is
assessed by plotting the relationship of stress to num-
ber of cycles to failure, the so-called (S–N) curve.
Figure 1 shows the results of S–N tests on different
substrates in a 3.5% NaCl solution at open-circuit
potential and open to the atmosphere. Here, it can be
seen that the most significant impact of the environ-
ment is seen at stress levels close and below the in-air
fatigue limit, a region that might historically have
been deemed the ‘crack initiation’ region. As will be
discussed later, it is now known that the environment
has a major effect on the early stages of crack growth
in the microstructural fracture mechanics regime.7

The electrochemical aspects of corrosion fatigue
were clearly demonstrated in the studies of Evans and
Simnad.8,9 An important aspect of this work included
observations showing an increase in corrosion ratewith
increase in applied stress (see Section 2.12.3). These
results highlighted an increase in metal dissolution
when the degree of plasticity increased. Furthermore,
it was noted that when the material was subject to
stresses within the elastic range, the rate of corrosion
hardly differed from when the material was unstressed.

Another feature of this work included the effects
of an applied cathodic current. In this case, it was
found that fatigue lives were enhanced in neutral salt
solutions, in which the rate of metal dissolution at
potentials below the open-circuit potential was
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negligible. For acidic solutions, a greater applied
cathodic current was required for protection before
an equivalent improvement in fatigue life was
observed. The conclusion given was that ‘while elastic
deformation does not affect the chemical or electro-
chemical properties of the iron, deformation beyond
the elastic limit (which may occur if pits produce
stress intensification) alters these properties, making
the iron behave like a more reactive metal. This
behavior was later confirmed by measuring the
growth rates of pits under different values of stress
(see Section 2.12.3.1.2).

The following sections of this chapter will address
the mechanisms and factors affecting the fatigue life
of various engineering alloys operating within corro-
sive environments.

2.12.2 Fundamentals of Fatigue
Failure

Before going on to discuss corrosion fatigue in detail, it
is worthwhile briefly outlining the basic fundamentals
of fatigue in the absence of an environment. Given this

understanding, it is considered that the reader will
better appreciate the role of the environment in the
corrosion fatigue process.

Fatigue damage is responsible for around 70–80%
of the rupture cases of mechanical engineering com-
ponents and structures in the world; therefore, an
understanding of how cracks initiate and propagate
would be useful when designing these structures.

It is generally accepted that purely elastic defor-
mations are totally reversible and do not induce
damage. Furthermore, it is accepted that fatigue rup-
ture is related to the localization of plastic defor-
mation,10 and during cyclic loading, the following
occurs11:

� cyclic softening or hardening: at constant strain
amplitude, the stress amplitude decreases or in-
creases respectively,

� crack development via surface intrusion and
extrusions,

� crack propagation.

The main site for crack initiation is generally the
material surface, as the surface grains may deform
plastically and crack more easily than other grains,
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because not only are they in contact with the envi-
ronment, which has a great role in fatigue damage,
but they are also the only ones not totally surrounded
by other grains, that is, unconstrained.

Initiation sites most frequently encountered in-
clude the material surface defects – stress concentra-
tions near notches, corners, holes, etc. In the case of
smooth specimens, without any macroscopic defects,
slip bands form at the surface on activated slip sys-
tems in grains favorably oriented. These slip bands are
associated with intrusions/extrusions, see Figure 2,
which may act as crack initiation sites.

For some materials, such as body-centered cubic
(bcc) alloys, initiation may be intergranular owing to
shape changes of the near surface; this leads to defor-
mation incompatibility which in turn contributes to
localized deformation irreversibility at the grain
boundaries. This effect has been attributed to the,
thermally activated, so-called asymmetric glide of
the screw dislocations in tension and compres-
sion.10,13 Also, crack initiation very often takes place
at interfaces such as inclusion/matrix or second
phase/matrix.

There appears to be no real distinction between
crack initiation and crack propagation, just as it is
difficult to know when a slip band becomes a crack.
Figure 3 presents a schematic of the development of
a crack from a free surface, while Figure 4 relates the
crack growth rate with the crack size and the relevant
crack growth regime.

Figure 3 shows that a crack initiates from the free
surface, usually in the largest grain along a shear slip
plane at 45� to the loading axis. Plasticity induced in
the grain drives the crack until a dislocation build-up
occurs as the crack tip approaches the grain boundary
between grains 1 and 2. As the crack tip approaches
the first grain boundary (d1), in Figure 4, the growth
rate of the crack decreases. There are now two possi-
ble outcomes depending upon the level of the applied
stress; if the stress is below the fatigue limit, the crack
decelerates and may arrest, and if the stress level is
above the fatigue limit, the crack grows into the next
grain and can continue to propagate throughout the
structure. A revised definition of the fatigue limit
might be ‘the stress level where a crack does not
propagate beyond a defining microstructural dimen-
sion.’ This dimension being one or several grains or a
value related to the microstructure, for example,
martensite lath size or prior austenite grain boundary
size. At and around the fatigue limit, the ‘short’ crack
growth behavior is very nonlinear. This nonlinear
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‘short crack’ growth behavior continues as the crack
propagates through the microstructure. However, as
the crack tip stress intensity increases with crack
length, the effective barrier resistance of the grain
structure diminishes until the crack growth is unaf-
fected by the microstructure. At this point, the ratio of
the crack tip plastic zone size to crack length is around
0.02, and the crack may be considered to fall within the
linear elastic fracture mechanics (LEFM) regime and
is described as a ‘long crack’ (see Section 2.12.4.2).

The first two crack growth stages (A and B) shown
in Figure 4 have ‘historically’ been considered as the
initiation stage, while the third regime (C) is the
representative of the propagation stage. The variables
affecting each of these stages are further discussed in
Section 2.12.4.

2.12.3 Corrosion Fatigue Regimes,
Mechanisms, and Modeling

The following section is aimed at addressing the
different regimes that contribute to the damage pro-
cesses of pit and crack development and subsequent
growth of corrosion fatigue cracks. The section is
divided into the growth of defects (pits and cracks)
from smooth surfaces and the growth of preexisting
long cracks. The examples given in this section relate
predominantly to steels actively corroding within
chloride environments; however, where appropriate,
work illustrating other metal/environment systems is
also discussed.

2.12.3.1 Initiation and Short Crack Growth

It has recently been recognized that cracks develop
very early in the lifetime of a component and that the
fatigue crack initiation period is considered to be a
negligible phase in the fatigue failure process.14,15

The premise is that fatigue cracks initiate below the
fatigue limit but the rate of propagation is controlled
by numerous factors and under some cases this rate is
sufficiently small to be considered negligible, leading
to infinite fatigue life. An important point here is that
if the conditions change, for example, a fatigue load
excursion above the fatigue limit stress, the propaga-
tion rate may change causing the crack to grow
beyond a critical threshold size.

The corrosion fatigue process may be considered
analogous to that of air fatigue, notably because dam-
age occurs very early in life and the defect, pit or

crack propagates at a rate governed by the loading/
environmental conditions. As will be discussed later,
processes such as passive film breakdown and pitting
play an important role in contributing to the early
stages of damage, Figure 5.

Figure 5 shows the typical development stages for
air and corrosion fatigue cracking. In air, a crack
develops on the surface at some defined size, ao,
often related to the surface roughness or a metallur-
gical feature such as an inclusion, and then grows up
to the major microstructural barrier. If the stress level
is not above the fatigue limit, crack arrest occurs and a
nonfailure condition exists. If the stress level is just
above the fatigue limit, the crack can grow beyond the
major microstructural barrier and a failure condition
exists. Under corrosion fatigue conditions, surface film
breakdown or local microgalvanic activity occurs lead-
ing to localization of corrosion (pitting). Subject to the
nature of the environment, pit growth continues until
a transition to cracking occurs. Environment-assisted
crack growth then ensues until failure occurs.

In terms of fatigue life, the most important
regimes are (a) in air, the stage I (shear) to stage II
(tensile) crack transition; Figure 3 and (b) in corro-
sion fatigue, the pit-crack transition. These regions
are highlighted in Figure 5. At this point, the crack is
propagating at its lowest rate. A similar feature is
observed for corrosion fatigue loading.7 In the case
of air fatigue, the microstructural barriers impede
crack growth; in corrosion fatigue, pit growth rate
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decreases (see Figure 8) as it is governed largely by
solution chemistry and electrochemistry, which
change as the pit size increases. Akid16 undertook a
comparison of these transition regimes in a high-
strength steel for fatigue in air and in 0.6M NaCl
(see Figure 6). The following main conclusion can be
drawn: the stage I to stage II transition in air takes
place at a greater fraction of lifetime and at defect
sizes larger than that of the pit/stage II transition (see
shaded regions). The implication of this result is that
stage II tensile cracking can be promoted by the
presence of a pit and occurs earlier in the lifetime of
a component subject to corrosion fatigue when com-
pared to identical loading conditions in the absence of
the environment, that is, air fatigue loading.

The term ‘crack initiation’ has generally been
considered as that period prior to the observation of
a crack. This leads to a problem, notably, ‘when is a
crack observable?’; hence quantification of the period
of initiation becomes subjective and dependent upon
the equipment being used to monitor the surface.
This problem was recognized by Ford17 whoproposed
that initiation, under environment-assisted cracking
conditions, comprises only the time required to form
a localized environment and as all surfaces contain
geometrical discontinuities, this period, relative to the
total lifetime, will comprise only a few percent. This is
in keeping with the premise that propagation domi-
nates the damage process.

2.12.3.1.1 Passive film breakdown and

pitting

Many commercial alloys contain inclusions, and these
can provide the sites for crack initiation in both
air and corrosion fatigue. Inclusions are chemically

different to the matrix in which they are contained
and therefore will have a different electrochemical
behavior to that of the matrix. Furthermore, the pas-
sive film developed over the site of an inclusion will
differ primarily in its chemistry and thickness from
the passive film formed on the matrix. The conse-
quence of this is that these sites are preferentially
attacked in the presence of depassivating agents such
as chloride ions; for example, AlCu-type inclusions in
AA2024 alloys suffer preferential chemical attack and
can promote pitting.18

The effect of pitting on a component’s fatigue life
was demonstrated in the early work of McAdam,5 and
Evans and Simnad8,9 in which it was shown that
prepitting a specimen prior to air fatigue testing
results in pits acting like notches, thereby lowering
the fatigue limit. However, prepitting tests differ
significantly from full immersion or cyclic immersion
corrosion fatigue tests, which will be discussed later.
Jack and Paterson19 concluded, in their work on three
turbine rotor shafts (2% Cr/Ni/Mo/V steel), that
cracks initiated at corrosion pits and grew by high
cycle fatigue. Metallographic examination of the
rotor shafts showed that pits were widely distributed
and some pits were present without cracks while all
the cracks had initiated at pits. This would seem to
imply that in these materials, cracking occurs after
the onset of pitting and not the reverse.

Conversely, Duquette and Uhlig20 argued that
initial pit formation is not a requirement for corro-
sion fatigue. Evidence from their research suggested
that the applied stress level determines whether
cracks develop from pits or from slip bands. At high-
stress levels, slip bands form quickly with insufficient
time for pit formation to take place; hence slip-band
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cracking dominates. It should be clarified that the
above study relates to the work carried out on 0.18%
C steel at pH values of 2–4. However, the develop-
ment of pits or slip-band dissolution was observed to
be dependent upon solution conditions as shown by
Akid21 who, using a similar steel, showed that pitting
was the preferred corrosion mechanism at near-
neutral pH values, while at pH 2, slip-band dissolu-
tion was the dominant process.

Magnin22 described the effects of the stress–
environment interaction on dislocations, illustrating
that such interactions increase the dislocation den-
sity at the crack tip causing a more localized form of
damage than would occur in the absence of the
environment.

From the above discussion, it is therefore clear
that substantial evidence exists for pitting to be one
of the principal mechanisms for the initiation of
corrosion fatigue cracks. Leis et al.23 summarized
some of the effects that are attributable to pitting,
suggesting that pitting may accelerate the initiation
process through a mechanical notch effect; pits may
concentrate aggressive chemical species in the envi-
ronment and that pits may serve to raise locally the
stress above yield in a nominally elastically loaded
material. The following section provides a summary
of the influence of different variables on the develop-
ment and growth of short cracks. From the results
of numerous tests conducted under a wide range of
conditions, a model is proposed for predicting corro-
sion fatigue lifetime.

Surface films and film breakdown

With the exception of some of the noble metals, the
majority of engineering metals and alloys exist with a
surface film that offers corrosion protection to a
greater or lesser degree. Classically, this is seen in
the range of alloys known as the stainless steels. Stain-
less steels contain greater than 12% Cr which, along
with other alloying elements, gives rise to a mixed
oxide surface film having a thickness of the order of
tens of nanometers. Similarly, the corrosion resis-
tance of Al and Al alloys is attributed to the presence
of a thin aluminum oxide film.

As previously discussed, fatigue and corrosion are
both highly localized surface phenomena. The nature
of the metal surface, in conjunction with the chemis-
try of the electrolyte, therefore plays a significant
role in establishing the type and degree of damage
arising during corrosion fatigue. As discussed above,
the inherent resistance of a material to corrosion is

based upon the properties of the surface film. Break-
down of this film leads to the separation of anode and
cathode sites and to the development of localized
corrosion, for example, pitting. The ability to over-
come this resistance to surface damage might therefore
be seen as a ‘primary threshold’ with pit growth occur-
ring above this threshold. A value for this threshold
would be dependent upon the nature of the oxide
film, notably its mechanical and chemical properties
and thickness,24 the nature of the electrolyte,25,26 and
the magnitude of applied stress to which the film
is subjected.26

Pitting

The association of pits as precursors to crack ini-
tiation was demonstrated over 70 years ago by
McAdam.5 Recent corrosion fatigue studies27–29

have shown that pitting is often associated with inclu-
sions or constituent particles lying within the matrix
of the alloy, for example, manganese sulfide in steel.
The chemical nature, size, and distribution of such
particles play an important role in the early stages of
corrosion fatigue damage.

Muller30 considered the influence of early fatigue
crack growth based on crack initiation as the failure
criteria. A model was proposed based on corrosion
kinetics and fracture mechanics featuring three dif-
ferent corrosion conditions: general, pitting, and pas-
sive corrosion. In the case of pitting corrosion, the
lifetime is determined by a critical pit depth from
which a fatigue crack can develop. In passive corro-
sion conditions, the lifetime is determined by slip
characteristics and repassivation kinetics leading to a
critical corrosion current below which no corrosion
fatigue cracks can initiate. Experimental results from
crack initiation tests on chromium–nickel steels
showed good correlation with the theoretical mod-
els. The model further proposed that all the three
modes of corrosion are dependent upon the applied
stress.

An extended discussion of the influence of stress
on pitting and pit growth rates can be found from
Akid.16 In summary, it is suggested that pit growth
rate is influenced by the degree of plasticity within
the grains surrounding the pit and that boundary
conditions exist for the effects of stress on pit growth
rate, these being the onset and saturation of plastic
deformation (see Figure 7). The pit growth rate
coefficient is based upon measurements of pit size
prior to the pit–crack transition. This influence of
stress on pit development/growth is supported by
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work recently conducted concerning the electro-
chemistry of deformed smooth surfaces.32

Pit/crack transition

It has been demonstrated above that pits act as sites
for crack initiation and that pit growth rate is a
function of material, environment, and loading con-
ditions. The transitional stage from a pitting (time-
dependent) dominated regime to that of a mechanical
(cycles-dependent) regime is a critical stage in the
corrosion fatigue process. Recent results33 have
shown that, not surprisingly, this transition stage
is dependent upon local solution chemistry, stress,
and time. Interestingly, during this study, which con-
cerned the corrosion fatigue of two thermo me-
chanically processed steels, one containing Mo/V
additions and one without, the transition times and
dependencies on stress were different; however, the
lifetimes were similar. This arose because the pit size
at which the transition occurred differed between the
two steels. Unfortunately this makes modeling of
corrosion fatigue slightly more complex than would
ideally be desired. However, given sufficient statisti-
cal confidence, it would be possible to develop a
model based upon a ‘process-competition’ approach
in which stages were assigned depending upon the
dominant process, that is, stress-assisted pitting and
dissolution-assisted cracking. Such an approach is
described in Akid.16

An example of the pit-to-crack transition from the
study by Ebera34 is given in Figure 8. Here, it can be
seen that a significant number of cycles elapses before
a crack initiates from the pit. Ebera found that the

maximum depth of the corrosion pit at the crack
initiation stage is 23.5 mm in plane bending at a stress
of 228MPa (N/Nf ¼ 0.968) and 17.8 mm in plane
bending at a stress of 280MPa (N/Nf ¼ 0.645). How-
ever, it should be noted that the test frequency used
in this study was 60Hz which gives times for the pit-
to-crack transition of 23 and 9 h, respectively for
stress levels of 228 and 280MPa.

The relationship between stress and time to the
pit–crack transition for Ebera follows the trend
observed by Akid31 who correlated data for a range
of steels tested in chloride environments under dif-
ferent loading conditions (see below) and found the
following trend:

tp=c ¼ ðA=sÞC

where tp/c is the time to pit–crack transition in sec-
onds, s is the applied stress in MPa, and A and C are
constants dependent upon material, environment,
loading mode, and test frequency.

Figure 9 presents the analysis of nine different
studies where the corrosion fatigue mechanism
involved a pit–crack transition. The numbers in
square brackets given in the figure refer to references
cited in Akid.16 These data represent steels tested
under torsion, uniaxial, rotating bending and 3 pt
bend loading at different frequencies within chloride
environments.

Physically short crack/long crack interface

It is well established for both air and CF cracking that
short cracks grow at rates many times that of ‘DK
equivalent’ long cracks.35 Subject to the limitations of
calculating DKvalues for small defect sizes, Figure 10
shows that conventional LEFManalyses are not appro-
priate for predicting the transition from pitting to
cracking. At longer crack lengths, there is a good cor-
relation between smooth specimen tests and LEFM
test data. The data in Figure 10 suggest that there is
a greater correlation between physically short cracks
and long cracks close to DKth and that the pit-to-crack
transition may be independent of the stress intensity
factor. This degree of correlation between short and
long crack growth rates shows the value of conducting
short crack corrosion fatigue tests, notably that infor-
mation on both microstructural short crack behavior
and ‘long crack’ thresholds can be obtained using short
crack test methods.

As discussed previously, in particular for passive
metals/alloys, the early stages of corrosion fatigue
often involve local breakdown of the passive film

140012001000800600
Stress range Δσ (MPa)

P
it 

gr
ow

th
 r

at
e 

co
ef

fic
ie

nt
 (μ

m
 s

) 10–2

10–3

10–4

Figure 7 Influence of stress on pit growth rate coefficient.
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data from reference. Reproduced from Wu, X. J. Ph.D.

Thesis, University of Sheffield, 1995.
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followed by active corrosion, that is, pitting. This time
dependent corrosion phase eventually gives way to
crack formation and a transfer into a ‘predominantly’
mechanical, fatigue-cycles dominated regime. The
characterization of these features, summarized in
Table 1, is based upon numerous studies during
which damage is monitored via a plastic replication
technique.28,33,36–40

An alternative model, appropriate for slip-band
cracking is given in eqn [3].

On the basis of these studies and equivalent tests
conducted in an air environment, the following simple
models have been proposed37,42 which account for the
individual stages identified in Table 1. These models
are either based upon a modified in-air short crack
growth model37 or on the degree of plasticity at the

crack tip,42 see eqns [1], [2], and [3], respectively.

da

dN
¼ Agaðd � aÞ MSC ½1�

da

dN
¼ Bgba � D PSC ½2�

where MSC and PSC represent the microstructural
short crack and physical short crack regimes, respec-
tively. A, B, a, and b are constants depending upon
material and environment; g is the shear strain, and
d is a microstructural dimension, for example, grain
size, a is the defect size, that is, pit size or crack length,
and D is the LEFM threshold crack growth rate.

Cycles elapsed; 
(a) 4.9503106

(b) 5.4503106

(c) 5.4803106

(d) 5.4853106

(e) 5.4953106

(f ) 5.5153106

(g) 5.5003106

(b)(a)

(c)

(e)

(f) (g)

(d)

Figure 8 CF crack development of a pit: 12% Cr stainless steel; 3.5% NaCl; stress level 228MPa (after 34); cycles
elapsed, (a) 4.950 � 106 (b) 5.450 � 106 (c) 5.480 � 106 (d) 5.485 � 106 (e) 5.495 � 106 (f) 5.515 � 106 (g) 5.500 � 106.
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da

dN
¼ CðrpÞm ½3�

Here, C and m are constants depending upon material
and environment, and rp is the size of the plastic zone.

31

Where the applied stress state differs from a uni-
axial loading condition, for example, fully reversed
torsion or tension, a modification is made to eqns [1],
[2], and [3] in which g is replaced by geq, an equiva-
lent strain based upon the multiaxial loading condi-
tion in which both the principal strain and the strain
normal to the shear plane are taken into account.43,44

Table 1 Designated damage regimes relating to the

early stages of corrosion fatigue

Damage
regime

Process Influential factors

1 Pitting Solution composition,

pH, applied stress

2 Pit/crack transition Pit shape/local pit

environment,
applied stress state

3 Environment-

assisted short

fatigue crack
growth

Local crack tip

chemistry, applied

stress state

4 Physically short

crack growth
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Figure 10 Comparison of short and long corrosion fatigue

crack growth rates for a C-steel (sy ¼ 500MPa). Conditions:

artificial seawater at OCP and uniaxial loading at a stress
ratio, R ¼ 0.1. Note open symbols represent data from

smooth specimen short crack tests and solid symbols

represent data from pre-cracked specimens. DK values for
short cracks are based upon an average crack shape

aspect ratio and geometry factor of 0.65–0.7 depending

upon crack size. Reproduced from Akid, R. In Effects of

Environment on the initiation of Crack Growth; Van der
Sluys, W. A. Piascik, R. S., Zawiercha, R., Eds.;

ASTM STP 1298, 1997, pp 1–17.
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Figure 9 Relationship between time to pit–crack transition and applied stress for various steels. Reproduced from Akid, R.

In Effects of Environment on the initiation of Crack Growth; Van der Sluys, W. A. Piascik, R. S., Zawiercha, R., Eds.;
ASTM STP 1298, 1997, pp 1–17.
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While this approach offers a number of advantages
in terms of the application of LEFM analyses, it does
not recognize that pit growth is influenced by the
microstructural state and that the transition from a
pit to a crack is influenced by plasticity. This latter
effect has significant implications for the application
of LEFM to such small defects. This can be seen in
Figure 10 which shows pit–crack transitions occur-
ring well below the LEFM threshold.

Modeling corrosion fatigue behavior, like model-
ing air fatigue, has fallen into two main categories
based upon the existence or otherwise on a defect.
Typically, the models address either the development
and growth of defects (initiation) or the propagation
of defects which fall under the boundary conditions
of LEFM.

2.12.3.1.2 Pitting corrosion fatigue models

As discussed in the previous section, initiation is
commonly referred to as the ‘nucleation stage,’ that
is, the beginning of defect development. Unfortu-
nately, this can cause uncertainty with the accuracy
in prediction of lifetime, as nucleation is somewhat
dependent upon the first observation of a defect
(crack or pit). Initiation might also be defined as
‘life to a certain detectable defect size.’ This subtle
distinction requires that designers carefully consider
the ‘inspectability’ or ‘detectability’ of a component or
structure. A number of researchers have also suggested
that stress intensity factor can be used to define specific
stages of the CF process.45, 46 Given that pitting corro-
sion is often a precursor to fatigue crack development,
this section will provide details on pitting corrosion
fatigue models developed to predict CF lifetime.
These models are based upon the damage mechanism
that consists of the formation of a pit and eventual

development of a crack from the pit site. A more
detailed review of this subject is given by Hagn.47

The models of Hoeppner,45 Lindley,48 Kawai,49

Kondo,50 and Chen51 rely on a transition from pitting
to cracking defined by a stress intensity threshold
value (DKth) or that the stress intensity associated
with a pit can be defined based upon its geometry,
often assuming the pit is hemispherical.Table 2 sum-
marizes the approaches adopted by these authors.

One major problem that has not been addressed
when applying a fracture mechanics approach to
corrosion fatigue lifetime prediction of nondefective
surfaces is the important point that LEFM analyses
tend to assume that cracks do not propagate below
the DKth value. Yet it is known that cracks do initiate
at pit sites below the threshold value (calculated
using the dimensions of the pit), as illustrated in
Figure 10 above. In considering the results shown
in Figure 10, the role of crack closure should be
considered. Corrosion may affect crack closure in
two ways, notably: corrosion can lead to oxide film
formation on the crack walls, leading to an increase in
closure, or corrosion can remove material by dissolu-
tion, leading to a reduction in crack closure. Crack
closure is associated more with long cracks than with
short cracks because of the limited crack opening
displacement of small defects.

2.12.3.2 Long Crack Growth

Differentiation of ‘short’ and ‘long’ crack growth is
normally made based upon the degree of yielding or
plasticity occurring at the crack tip. Knott52 has
shown that LEFM analysis is applicable when the
plastic zone size (rp) is less than one-fiftieth (1/50)
of the crack length.

Table 2 Summary of pitting corrosion fatigue models

Author Model Comments

Hoeppner45 K ¼ 1:1s
ffiffiffiffiffiffiffi
p aQ

q
and t ¼ d

c

� �
3

s = applied stress, a is pit length,Q is a function based on crack

shape, t is time to attain pit depth for corresponding threshold
value, d is pit depth, and c is a constant dependent upon

material and environment

Lindley48 Kth ¼ Ds
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðpaÞ½1:13� 0:07ða=cÞ0:5�

q
½1þ 1:47ða=cÞ1:64�0:5 Pits considered as semielliptical cracks. a is a minor and c is a

major axis of semielliptical crack
Kawai49 Ds ¼ DKall

F
ffiffiffiffiffiffiffiffiffiffiffiffiffi
phmax

p DKall determined from da/dN vs. DK plot. F is a geometry factor

and h is maximum pit depth

Kondo50 DKp ¼ 2:24sa
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pca=Q

p
and c ¼ CpðN=fÞ1=3 Assumes pit as a crack, sa is stress amplitude, a is aspect ratio

(assumed constant) andQ is a shape factor.C is pit radius,N,

number of fatigue cycles, and f is cyclic frequency

Chen51 DKtr ¼ 1:12ktDs
ffiffiffiffiffiffiffiffi
pctr

pð Þ=F¼DKth Kt is a stress concentration factor, c is half-pit diameter andF is

a shape factor determined by the pit diameter and depth
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For uniaxial loading, the size of the plastic zone is
given by eqn [4].

rp ¼ 1

2p
DKI

2sy

� �
½4�

where KI is the stress intensity factor (MPa √m) and
sy is the yield strength (MPa).

A bounding condition for LEFM applicability is
therefore the relationship between rp and the crack
length, as previously described.

Unlike the S–N tests, which use smooth ‘defect-
free’ specimens, LEFM test methods use a precracked
specimen, which is subject to fatigue cycling within
the desired environment. Measurements of crack
length are taken at selected intervals at a specified
stress ratio (minimum/maximum load). The results
of this type of test are presented in a fatigue crack
growth rate curve as shown in Figure 11. Here,
LEFM long crack growth is associated with the
stage II regime of the crack growth rate diagram
and is often called the ‘Paris’ region.53 This region is
defined by the empirical relationship given in eqn [5];

da

dN
¼ CðDK Þm ½5�

where DK = Kmax – Kmin, and A and m are material-,
temperature-, microstructure- and stress-ratio-
dependent constants. Values of m that have been
reported in the literature lie typically in the ranges
of values 2 � m � 5. This equation is widely used in
its integrated form to evaluate the lifetime of cracked
structures knowing the stress field, the threshold and
critical values of K and the constants A and m.

This empirical relation given in eqn [5] contains
the self-similarity of the fatigue crack growth process.
However, it is only valid within a so-called interme-
diate, medium-amplitude part of the fatigue kinetic
diagram (stage II), as shown in Figure 11.

A threshold effect is observed, DK0 (or DKth),
which occurs when the crack growth rate equals a
value of approximately the order of one atomic
spacing per cycle. Hence the plot is generally divided
into three regions. When the maximum stress inten-
sity factor becomes higher, the crack growth curve
deviates from linearity (the ‘Paris’ region), and crack
instability and rapid acceleration can occur terminat-
ing in failure (stage III).

In stage I, the crack growth rate is very low, and
experimental data have shown that the crack growth
in this region is greatly affected by microstructure,
environment, and stress ratio.54–57

The self-similitude concept postulates that cracks
of different lengthswill have the same stress and strain
fields, and hence the same crack growth rate if they
are subject to the same applied DK. This means
that cracks in specimens and structures can be direct-
ly compared. However, small-scale yielding (SYY)
conditions are assumed to prevail, where SYY is
dependent upon crack opening displacement and a
nonhardening material. This leads to the condition
that the limiting stress amplitude is less than one-
third of the yield stress. More generally, for this con-
cept to hold, low applied stress levels are required.

Substantial work on the relationship between DK
and the crack growth rate followed on from the work
of Paris and Erdogan, although it was not until the
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early 1970s that an international conference was
held58 to review the subject of corrosion fatigue.

As can be seen from the schematic in Figure 11,
the environment generally causes an increase in the
crack propagation rate for a given DK value. Further-
more, crack growth rate can be further augmented if
the material is also susceptible to stress corrosion
cracking within the test environment.

2.12.3.2.1 LEFM-based corrosion fatigue

models

There are numerous models cited in the literature
that attempt to quantify the contribution from both
electrochemistry and the mechanical loading condi-
tion. These models may be characterized under the
following categories: process superposition, process
competition, and process interaction.

Wei and Landes59 first proposed a process superpo-
sition model, which summed the stress corrosion com-
ponent of crack growth with that of air fatigue crack
growth. The model can be expressed as eqn [6].

ðda=dNÞcf ¼ ðda=dNÞr þ
ð
da=dt K ðtÞdt ½6�

where (da/dN )cf is the rate of fatigue crack growth in
an aggressive environment, (da/dN )r is the rate of
fatigue crack growth in an inert environment, and the
integral term is the environmental contribution
obtained from sustained load crack growth in the
same environment. This model takes no account of
any synergistic interactions between corrosion and
fatigue. Later refinements of this approach were pre-
dicated on the recognition that environmentally
assisted crack growth is the result of sequential pro-
cesses and is controlled by the slowest process in the
sequence.60

Austen and Walker61 proposed the process competi-

tion model on the basis that stress corrosion and fatigue
(or true corrosion fatigue) are mutually competitive
and not additive as postulated by Wei and Landes.
It is assumed that the crack will propagate by the
fastest available mechanism at the stress intensity
operative for a given crack length. The model is
given in eqn [7].

ðda=dNÞcf ¼ ðda=dNÞr þ ðda=dtÞ � 1=f ½7�
where the first two terms are as in eqn [6] and (da/dt)
1/f accounts for the stress corrosion contribution.

The process interaction modelwas developed to allow
interactions to occur, particularly in those systems
that exhibit a degree of susceptibility to SCC.62

This model has been used to predict corrosion
fatigue data for steel and aluminum in air and saline
environments. The model is given in eqn [8].

da

dN

� �
e

¼ m1ðDKeff Þm2 þ
ð1=f
0

AnKeffa dt ½8�

Here, DKeff is the effective stress intensity factor,
adjusted for blunting and crack branching, n accounts
for the influence of load cycle on stress corrosion
rate, f is the frequency, and m1, m2, A, and a are
experimentally determined constants.

The ability to predict fatigue lifetime relies upon
accurate information on defect size (cracks or pits),
shape, and orientation with respect to the applied
stress and local crack tip chemistry. Panasyuk et al.63

proposed the use of ‘invariant diagrams’ in order to
account simultaneously for the stress–strain state and
the electrochemical conditions at the crack tip. They
showed that for a range of alloys, including steel, Al
and Ti, the pH at the crack tip differed from that of
the bulk solution (NaCl, pH 6.5) by up to 5 pH
points, ranging from 0.8 to 3.5. Similar studies have
also been conducted by other researchers.64 In con-
trast to measurements made at the open circuit
potential, Turnbull assessed the crack tip pH and
potential changes when steel was subjected to cath-
odic overpolarization of �1100mV (SCE). He found
that the pH increased up to pH 13 and the potential
moved 120mV in the positive direction (i.e., towards
the free corrosion potential). Furthermore, knowl-
edge of the local stress–strain conditions at the
crack tip is critical. Novel techniques are now being
developed to obtain the geometrical shape of cracks
and pits, for example, 3-D synchrotron X-ray imag-
ing65 and light-interference microscopy.66 It should
be noted that some of the early studies which used
crack tip solution chemistry as a means to elucidate
the crack tip mechanisms suffered from the fact that
solutions oxidized before analysis could take place.

2.12.4 Variables Affecting Corrosion
Fatigue

The significance of environmental effects on corro-
sion fatigue life has been reported by various workers.
Evans and Simnad8,9 in their two stage tests showed
how removing the environment after a certain per-
centage of the expected life did not substantially
increase the fatigue life. Rollins et al.67 also concluded
that the action of the corrosive environment is of
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primary importance in the crack initiation stage.
Duquette and Uhlig20 suggested that a delay in
crack initiation or early propagation, attributed to a
reduction in dissolution by adopting a higher corro-
sion-resistant material, would lead to an improve-
ment in the fatigue life. However, many of the
earlier studies were devoted to assessing lifetime
rather than quantifying crack growth. In this respect,
relatively little attention has been paid to the anoma-
lous crack growth rates of short cracks in corrosion
fatigue even though they have been observed and
known to exist for some time.37,68 Such studies are
expected to increase as environment-assisted growth
of small fatigue cracks becomes increasingly recog-
nized as an important failure mode, often dominating
total life.69 As discussed, most corrosion fatigue life
prediction methods are dominated by the application
and analysis of long crack data.70 However, where
defects develop from smooth ‘engineering’ surfaces,
the application of linear elastic fracture mechanics
(LEFM) becomes limited. It is therefore necessary to
develop models that account for the development
and growth of pits and short cracks. Furthermore,
before such models can be applied, it is further nec-
essary to consider the factors which affect the devel-
opment of such small defects during the early stages.

Consideration of some of these factors is given
below.

2.12.4.1 Microstructure

It is widely recognized that the ‘in-air’ fatigue per-
formance of a material can be significantly influenced
by varying the grain size. The principal effect of grain
size on short, stage I – shear, crack growth is the
introduction, ahead of the crack, of physical barriers
whereby the grain boundary acts as a demarcation
between two grains having different slip orientations.
Therefore, by introducing a large number of barriers
into the system, that is, reducing the grain size, cracks
are required to orientate themselves along many dif-
ferent planes. The effect of this is one of crack speed
deceleration, and, where the stress level is below that
of the fatigue limit, crack arrest.

With respect to corrosion fatigue, there is cur-
rently no direct evidence to suggest a relationship
between grain size and corrosion performance, and
hence corrosion fatigue resistance. However, since
the environment can influence the ability of a crack
to surmount the microstructural barrier, it would not
be unreasonable to suggest that corrosion moderates
the influence of grain size on fatigue strength.

Furthermore, given that most engineering materi-
als contain metallurgical heterogeneities such as
intermetallic particles (IMPs) and second phase pre-
cipitates, which can give rise to sites for preferential
dissolution and pitting, it might sensibly be expected
that a change in corrosion fatigue response will occur
with changes in alloy chemistry. IMPs are particu-
larly influential on corrosion fatigue lifetime as they
lead to multisite damage and crack initiation. Fur-
thermore, IMP can bridge individual grains, thereby
reducing the influence of microstructure on crack
growth. Murtaza and Akid38 conducted intermit-
tent air fatigue–corrosion fatigue loading tests and
showed that the dominant microstructural feature in
the corrosion fatigue behavior of a high-strength
spring steel was the prior austenite grain size. Indi-
vidual microstructural phases can also influence the
initiation behavior, for example, duplex stainless steel
consists of almost equal fractions of ferrite and aus-
tenite. However, the pitting behavior of these two
phases is different with pitting being preferred in
the ferrite phase.26

2.12.4.2 Loading Frequency

The influence of loading frequency on ‘long-crack’
corrosion fatigue resistance is well documented,
being attributed to time-dependent effects of corro-
sion which are ascribed to mass transport and elec-
trochemical reaction rate limitations.71–73

The role of frequency on the development and
growth of short fatigue cracks is, however, less well
documented. Studies on smooth specimen fatigue
tests42 have shown that frequency influences short
fatigue crack growth rates (see Figure 12). The
most striking feature of this figure is that crack
growth rates are enhanced at a point where the
mechanical driving force is at a minimum, that is,
when a crack is small and below a critical size–aspect
ratio for the transfer from the stage I – shear to stage
II – tensile plane. This is not an unreasonable obser-
vation as the damage process moves from a ‘predom-
inantly’ time-dependent corrosion process to a
mechanical, cycles-dependent fatigue mechanism.
Figure 12 shows that the differences in lifetime for
tests at 10 and 0.01Hz, which account for a reduction
in life of 70%, occur during the growth of a defect
below a size of 200 mm. Here, it can be seen that crack
growth rates, based on measurements of surface
defect size with increasing number of fatigue cycles,
for 0.01Hz are around an order of magnitude
higher than at 10Hz for the same loading conditions.
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This accelerated growth at low frequency results
in fatigue lifetimes of 5000 and 20 000 cycles for
0.01 and 10Hz, respectively.

2.12.4.3 Solution/Electrochemical
Conditions

The corrosion resistance of a metal or alloy is nor-
mally derived from its ability or inability to form a
stable passive film. The majority of passive films are
based upon the formation of an oxide film and there-
fore the nature of the environment, that is, oxidizing
or reducing, has a marked affect on film formation.

Corrosion fatigue studies7 on polished carbon
steel BS4360 50D showed that neutral pH chloride
solutions promoted pitting, while low pH, acidic
chloride solutions promoted slip-band dissolution.
These differences were attributed, respectively, to
local weaknesses in the surface oxide film around
inclusions, hence pitting, and total dissolution of the
oxide film at low pH levels, allowing access to slip
bands within the grain and accelerated corrosion at
these sites. The effect of these differences, in terms of
fatigue behavior, is such that multiple site damage
(cracking) occurred in an acidic solution, followed by
coalescence of cracks and a subsequent reduction in
fatigue lifetime when compared to near-neutral solu-
tion conditions.

Where solution conditions were modified to
increase the thickness of the passive film,24 the time

to pit formation was increased. A decrease in the
propensity for local corrosion (pitting) can also be
affected by modifying the solution conditions, that is,
by using inhibitors. Such effects have been observed
under corrosion fatigue conditions25; here, corrosion
fatigue lifetimes increase on the addition of an oxi-
dizing inhibitor, sodium nitrite (NaNO2). The
improved CF performance is attributed to a delay
in pitting and therefore an increase in time prior to
crack formation.

Where electrochemical conditions are controlled
to eliminate the effects of anodic dissolution, that is,
cathodic polarization (CP), it is observed that the
corrosion fatigue resistance is restored towards that
observed for identical tests in air. It should be noted
that CP may not be effective where a component or
structure contains cracks that can propagate under
LEFM conditions. For ‘smooth’ surfaces, a nonfailure
condition was observed for fatigue tests carried out
below the in-air fatigue limit in NaCl with CP, com-
pared to very early failure in the absence of CP
(see Figure 13).73 The effect of polarization on
crack growth rate requires an understanding of the
crack tip electrochemistry as this controls the disso-
lution, repassivation, and hydrogen evolution kinet-
ics. The trends are also subject to the nature of the
material tested, and suppression of the metal dissolu-
tion reaction through the application of a negative
potential is not effective for all metals. For example,
applying a negative potential to Al and its alloys can
lead to corrosion because the cathodic reaction pro-
motes the formation of a high-pH solution, and as
aluminum is amphoteric it can undergo dissolution at
both high- and low-pH values.

2.12.4.4 Surface Condition

As previously discussed, fatigue is the consequence of
an extremely localized surface phenomenon. It is
therefore not unreasonable that changes in the sur-
face condition of a material have a marked effect on
fatigue performance. Furthermore, it is well docu-
mented that fatigue lifetime decreases on increasing
the surface roughness.74 This reduction in lifetime is
attributed to the presence of ‘micronotches’ asso-
ciated with the peaks and troughs of the surface
profile.

Changing the nature of the surface condition,
notably stress state and microstructural condition,
through the application of shot peening is a method
adopted to improve fatigue performance. Here, the
surface is deformed by impingement of glass or metal
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beads which impart a compressive residual stress in
the surface layers of the metal. The interpretation of
increased lifetime has, previously, been attributed
solely to residual stress effects. However, it has been
shown7 that the resulting distortion of the micro-
structure also has a significant effect on the short
fatigue crack growth. Figure 14 provides an exam-
ple of the reduction in fatigue crack growth rate
(FCGR) that occurs on the application of shot peen-
ing. Here, the FCGR under peened conditions is
compared with predicted FCGR data derived from

air tests conducted on unpeened samples at the same
stress level.

Figure 14 further shows that FCG rates are
decreased by an average of two orders of magnitude
for both air and corrosion fatigue tests, respectively,
and that despite testing in 0.6M NaCl the fatigue
crack growth rates of peened specimens are signifi-
cantly lower than the predicted in-air growth rates of
specimens peened to the same Almen intensity. Com-
parison of the fatigue lives, as given in the caption of
Figure 14, shows that shot peening gives an improve-
ment in fatigue lifetime of 13 and 2.5� for air and
corrosion fatigue, respectively.
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2.12.4.5 Stress State

Many studies have been devoted to assessing the
fatigue performance of materials through the appli-
cation of simple stress–life (S–N) type testing.
Such an experimental approach often adopts a sim-
ple (uniaxial) loading condition and an ‘inert’ (air)
environment. However, engineering structures and
components are often subjected to nonuniform,
asymmetrical loading within environments of vary-
ing aggressivity.

The implication of adopting a simple uniaxial
constant-load test condition is that a crack may prop-
agate, in shear, and fail to transfer to a fatal mode I,
tensile crack. Where a multiaxial loading condition
applies, both the maximum shear strain and strain
normal to the maximum shear plane govern whether
or not a crack will arrest (nonpropagating crack) or
grow to failure.75

Recent multiaxial ‘in-air’ fatigue tests75 have
shown that, for mixed tension–torsion testing, the
application of a static tensile stress, superimposed
on a cyclic torsional load, significantly reduces the
fatigue lifetime. Conversely, a compressive stress
increases the lifetime, such effects being attributed
to the relationship of the orientation of crack and
stress state, and its relationship to the microstruc-
ture. Corrosion fatigue tests conducted under iden-
tical conditions75 showed that the environment
eliminates the effects of the stress state and the
early stages of damage (see Figure 15(a)), are con-
trolled by the environment, via a pitting mechanism,
with fatigue lifetime becoming independent of biax-
ial stress state (see Figure 15(b)). As the crack size
increases, environmental effects are more dominant
for negative biaxial stress states; while at positive
biaxial stress states, the mechanics dominate crack
growth.

Additional corrosion fatigue studies concerned
with block loading sequences, that is, damage accu-
mulation (DA) loading76 have also shown that corro-
sion fatigue lifetime is primarily governed by the
ability to develop a small defect, that is, a pit, which
transforms to a stage I, tensile crack. In this respect,
there are two distinct regimes of damage; notably,
a time-dependent corrosion regime, governed prin-
cipally by solution chemistry, followed by a cycle
dependent fatigue regime, governed by the magni-
tude of stress and mode of loading. Where appropri-
ate conditions apply, that is, crack size and stress
state,73 the ability to generate hydrogen capable of
being adsorbed into the metal matrix ahead of the

crack tip will also play a part in controlling damage
and hence lifetime.

2.12.5 Corrosion Fatigue of Specific
Alloys

2.12.5.1 Ferrous Alloys

Carbon steel is the highest tonnage alloy used within
the engineering sector. It is, however, an alloy
with limited corrosion resistance and therefore its
application where both stress and corrosion may
operate in combination needs careful consideration.
In an attempt to extend the service life of steel
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structures, carbon steels are often subjected to
cathodic protection (CP), for example, in oil and gas
exploration applications. In some cases, these materi-
als are also painted to reduce the current demand
from the CP system. CP reduces the operating elec-
trode potential of the steel to typically more negative
than �850mV (vs. Ag/AgCl), that is, below its natu-
ral open circuit potential. Where CP is used, careful
material selection is required in order to prevent any
possible hydrogen embrittlement (HE) problems.
Typically, steels having yield strengths of less than
about 700MPa are considered to be immune from
HE, although this is affected by the loading condi-
tions and hydrogen concentration.

Given that chloride is very aggressive towards
ferrous based materials and that many structures are
located either offshore or in coastal regions, it is not
surprising that many studies have been devoted to
the corrosion fatigue behavior of steels in seawater or
artificial seawater environments.

The 1970 and early 1980s saw significant research
activity devoted to the corrosion fatigue resistance of
offshore structural steels and pressure vessel
steels55,57,61,77 and more latterly to steels having
refined microstructures such as roller quench temper
(RTP) grades.33,42

Barsom78,79 demonstrated the effects of frequency
and cyclic waveform, identifying crack growth re-
gimes above and below the threshold stress intensity
factor for stress corrosion cracking. He observed that
low loading rates (negative sawtooth) were more
detrimental than high loading rates (positive saw-
tooth) and attributed this to the time available for
corrosion and crack extension during the loading part
of the cycle. Scott80 in a separate study illustrated the
effects of stress ratio on crack growth rate and
cathodic protection on the evolution of a SCC pla-
teau region. The plateau region exhibits an indepen-
dence of crack growth on the stress intensity value,
suggesting that a rate-limiting process is operative. In
this case, the rate determining step was attributed to
hydrogen evolution and transport at the crack tip.

The specific mechanism(s) leading to corrosion
fatigue remain(s) in debate. Gangloff 81 summarized
the possible processes that lead to enhanced fatigue
crack growth under CF loading suggesting the fol-
lowing mechanisms may be involved: hydrogen
embrittlement, film rupture, dissolution, and repassi-
vation; enhanced localized plasticity and interactions
of dislocations with surface dissolution, films, or
adsorbed atoms.

The dominant mechanism is controlled by both
the nature of the materials and the electrochemical
conditions at the crack tip. Metals with high yield
strength are susceptible to HE unless the local crack
tip pH values are alkaline which then lead to charge
transfer controlled dissolution process governing
crack growth. Wei82 showed, for an X-70 pipeline
steel in a carbonate–bicarbonate solution at pH¼ 9,
that changing cyclic frequency and temperature led
to changes in fatigue crack growth rate, indicating the
important role of dissolution kinetics.

Environment also has a role to play in the cracking
of a high-strength low-alloy (HSLA) steel. Recent
work has been conducted by Ritter83 who studied
the CF crack growth behavior of different RPV steels
over a wide range of environmental (temperature,
electrochemical potential, dissolved oxygen, SO2�

4 ,
Cl�), loading (DK, R) and material (S, MnS, micro-
structure) parameters in oxygenated or hydrogenated
high temperature water, applying cyclic load tests
with precracked fracture mechanics specimens. The
application of hydrogenated water was always found
to result in a reduction of low-frequency CF crack
growth rates (CGRs) by at least one order of magni-
tude with respect to oxygenated conditions. A few
hours after changing from oxidizing to reducing con-
ditions, the CGRs dropped below the corresponding
ASME crack growth curves.

Ford also showed the importance of passive film
rupture and transient anodic dissolution for pres-
sure vessel steels for high temperature pure-water
environments.84 Faraday’s law was employed to
determine the metal loss during active dissolution,
the total metal loss being an integral of the current–
time transient response of the metal. The contribu-
tion from anodic dissolution was shown to be strain
rate and cyclic frequency dependent.

The microstructure of the material has also been
shown to play an important role in the resistance to CF
cracking. Using a superposition model for a high-
purity FeCrNi alloy, Gao85 assessed the role of mi-
crostructure in hydrogen-assisted corrosion fatigue
crack growth. He concluded that the environmentally
assisted crack growth rate in a-martensite was only
twice as high as that in vacuum, while the rate through
the austenite grain and twin boundaries is more than
one order of magnitude faster. He suggested that the
results indicated that strain-induced a-martensite for-
mation is not a principal contributor to the environ-
mental enhancement of corrosion fatigue crack growth
and is not necessary for hydrogen embrittlement.
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Mechanical factors also influence the nature of
the cracking mechanism. Wu86 studied the influ-
ence of strain rate on the low-cycle fatigue resis-
tance of ASTM A 533B low-alloy pressure vessel
steel in simulated BWR water. At strain rates above
0.001% s�1, the fatigue life decreased almost linearly
with decrease in the strain rate on a log–log plot with
environmental effects tended to become saturated at
strain rates below 0.001% s�1. It was suggested that
the change in strain rate leads to a change in the
environment-assisted cracking (EAC) mechanism
from hydrogen-induced cracking to a film-rupture–
slip-dissolution-controlled process, mainly influen-
cing the rupture rate of oxide film at the crack tip,
and mass transfer and local electrochemistry pro-
cesses in the system. It was also proposed that MnS
inclusions play an important role in fatigue crack
initiation and propagation where dissolution of the
inclusions in the high temperature water environ-
ment results in H2S formation which may enhance
the hydrogen-induced cracking process.

While there is general agreement on the role of
hydrogen in EAC for high- and low-strength steels in
aqueous low temperature environments, it remains
debated as to the exact mechanisms operative at high
temperatures.

2.12.5.2 Stainless Steels

The susceptibility of stainless steels to CF is dependent
upon the steel grade, notably ferritic, martensitic, aus-
tenitic, or duplex, the strength level, and environmen-
tal conditions.

Stainless steels are renowned for their superior
corrosion resistance when compared to low-alloy
carbon steels. However, where the prevailing en-
vironmental conditions lead to pitting corrosion
the fatigue strength of the stainless steel grades is
often not appreciably greater than the nonalloyed
steel counterparts, assuming equivalent mechanical
strength levels.

An example of the reductions in fatigue strength
of a range of stainless steel grades is given inTable 3.
The data represent rotating bending test results
(stress ratio equal to �1) in air and for samples
moistened in 3% NaCl solution.

It can be seen from Table 3 that there is a sig-
nificant reduction in endurance limit of the ferritic
and martensitic grades, being some 30–50% of the in-
air limit. Increasing the corrosion resistance to an
austenitic grade improves the CF resistance, while a
combination of high mechanical strength and good

corrosion resistance can be obtained by moving to a
duplex grade.

The nature of the CF mechanism operative in
stainless steels remains in debate. While it is recog-
nized that active dissolution takes place when the
passive film is broken, it is not entirely clear whether
hydrogen, generated as a result of metal ion hydroly-
sis, further contributes to the crack propagation rate.

Using long focal length video optical microscopy
to measure hydrogen bubble diameters at the crack
mouth, Olive87 conducted in situ monitoring of
natural cracks. A boundary condition of the hydro-
gen evolution inside a crack was obtained and, by
considering the electrochemical reactions occurring
inside a crack, a minimum volume of metal dissolved
per cycle at the crack tip was proposed. No comment
was made as to any synergistic effect of hydrogen
adsorption and any consequential changes in embrit-
tlement ahead of the crack tip.

Magnin88 studied the corrosion fatigue damage
mechanisms leading to crack initiation in high-purity
ferritic stainless steels (Fe–26Cr–1Mo wt%) in a
3.5% NaCl solution at 300 K and an imposed anodic
corrosion potential. Particular attention was paid to
the influence of strain rate on both the plastic defor-
mation mechanisms and dissolution characteristics,
which govern the crack initiation process. In sum-
mary, it was found that:

� At high strain rates (about 10�2 s�1), pencil glide
induces strain localization at grain boundaries;
dissolution is localized at grain boundaries; crack
initiation is intergranular, and lifetimes are
reduced in comparison with those in air.

Table 3 Rotating bending fatigue test results for differ-

ent stainless steel grades

Steel grade Yield
strength
(0.2%,
MPa)

Air
fatigue
limit
(MPa)

CF
endurance
limit (MPa)

410

(martensitic)

440 340 130

12% Cr Mo

(ferritic)

55 415 140

Precipitation-

hardened
martensitic

1060 550 230

304 (austenitic) 326 260 230

316 (austenitic) 223 270 260

Duplex 475 450 355

Reproduced from Shrier, 3rd ed.
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� At intermediate strain rates (about 10�3 s�1), dis-
solution is entirely localized at grain boundaries
because of pencil glide; crack initiation is inter-
granular, and fatigue lifetimes are shorter than at
high strain rates.

� At low strain rates (less than 10�4 s�1), the amount
of dissolution is lower than the critical value for
corrosion fatigue damage; crack initiation is trans-
granular, and fatigue lifetimes are similar in air and
in the corrosive solution.

Nyström89 presented a study showing the effects
of heat treatment and resulting changes in micro-
structural condition on the low-cycle CF resistance
of 25% ferrite and 75% austenite duplex stainless
steel. He and his coworker pointed out a major
drawback of duplex stainless steel, being that of the
susceptibility of the ferritic phase to 475 �C em-
brittlement; potentially limiting the use of duplex
stainless steel to temperatures below 250 �C. The
mechanical properties of duplex stainless steel were
compared to those of an austenitic stainless steel. The
results indicate that the fatigue properties of the
duplex grade are little affected by annealing at
475 �C for 100 h. In addition, after annealing, the
impact toughness remained high at 130 J. The austen-
itic grade has the same nominal fatigue crack growth
threshold as the duplex grade; however, the effective
crack growth threshold, related to the (intrinsic)
internal resistance of the material to crack extension
and the (extrinsic) level of crack closure, of the duplex
grade is higher than that of the austenitic grade.

2.12.5.3 Aluminum Alloys

Aluminum alloys may be classed as either heat-treat-
able or nonheat-treatable, providing a range of alloys
with different properties. The main industrial alloys
include the Al–Cu; 2xxx series, Al–Zn–Mg 5xxx
series, and Al–Mg–Zn 7xxx series. Heat treatment
of these alloys produces precipitation hardening
which can be controlled to alter the tensile and
yield strength. This in turn affects the sensitivity of
the alloys to environment sensitive cracking and loca-
lized corrosion. Like the high-strength steels, the
high-strength 2xxx and 7xxx series have reduced
resistance to stress corrosion cracking, hydrogen
embrittlement, and corrosion fatigue. Furthermore,
it has been shown that small fatigue cracks grow
faster than, and below the thresholds of, long cracks
in both active (air at 60% relative humidity) and inert
(vacuum and dry nitrogen) environments.90

Of major interest to the aerospace industry is the
role of intermetallic precipitates in the development
of pitting and subsequent crack initiation. Inclusions
may be either anodic or cathodic with respect to the
surrounding matrix. In either case, a microgalvanic
cell is established which leads to local corrosion. Pit-
like features act as stress concentration sites where
crack initiation can take place. Metal ion hydrolysis
leads to the formation of a low-pH solution within
the pit. In turn, this can lead to hydrogen embrittle-
ment or advancement of the crack via metal dissolu-
tion. The heat-treatable alloys tend to be more
susceptible to EAC because the heat-treatment age-
ing process has a marked influence on the resulting
microstructure of the material. Kumai et al.91 showed
that ageing of the Al–Li and Al–Li–Cu alloys can
lead to precipitate free zones along the grain bound-
aries, affecting the corrosion resistance of the alloys.
In another study, it was shown that where the addi-
tion of Li promotes the formation of a passive film,
the corrosion resistance of the alloy was increased.92

Ro et al.93 showed that the LEFM-regime fatigue
crack growth kinetics for an Al–Cu–Mg/Li alloy
were dependent not only on DK and stress ratio,
R but also on the factor PH2O/f, namely, the ratio of
water vapor pressure to cyclic frequency. It was
observed that the water vapor exposure dependence
of da/dN exhibits four regimes of behavior and that
there is no exposure effect below a threshold PH2O/f
of 0.01 Pa s. At moderate water vapor exposures
(0.02–2 Pa s), impeded molecular flow governs
da/dN, whereas hydrogen diffusion rate limitation
and surface reaction saturation intervene to reduce
the da/dN dependence on PH2O/f at higher expo-
sures. A plateau growth rate response was observed
above 100–1000 Pa s.

The importance of mechanical loading effects
on AA7075-T651, notably periodic overloads, was
shown by Chlistovsky et al.94 for smooth specimens.
They concluded that the effect of periodic over-
loads was limited at high-cyclic amplitude loads
(DS values) between 100 and 450MPa, but below
this value fatigue life was significantly reduced (see
Figure 16).

It was concluded that the reduction was due to
premature crack initiation from surface pitting.

Further clarification of the role of overloads
may be gained by considering their role in the devel-
opment of short fatigue crack growth. Akid’s study
on damage accumulation under corrosion fatigue
conditions76 showed that cracks grow faster when
subject to a low–high stress sequence in comparison
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to that of a high–low stress sequence. This observa-
tion was rationalized on the basis that during low
stress cycling (below the in-air fatigue limit), the
corrosion component is more damaging than the
fatigue component. Where tests are conducted at an
initial high stress (above the in-air fatigue limit), the
contribution from corrosion is small compared to that
from fatigue. In the case of Chlistovsky’s study, the
maximum effect of overloads was seen for corrosion
fatigue below the in-air fatigue limit. Here, corrosion
can progress the defect up to the microstructural
barrier where, in principle, a single overlaod can
propagate the defect beyond the barrier. When the
stress level is restored to below the in-air fatigue
limit, the crack progresses assisted by corrosion up
to the next major microstructural barrier.

The presence of preexisting corrosion pits on the
fatigue behavior of notched 7075-T7351 was studied
by Pao et al.95 Corrosion damage was produced by
immersion in 3.5wt% NaCl solution for 336 h. They
observed that pitting shortens the fatigue crack initia-
tion life in air by a factor of two to three and decreases
the fatigue crack initiation threshold, (DK/√r)th, by
about 50%, where r is the notch root radius. Fatigue
cracks in polished blunt-notched specimens often
initiated from large constituent particles.

2.12.5.4 Titanium Alloys

Titanium has found important uses in a range of
sectors, including aerospace, offshore and biomedical
because of its good fatigue strength, low specific
weight, and good corrosion resistance. Its high corro-
sion resistance is attributed to the instantaneous

formation of an inert Ti oxide surface layer. However,
low wear resistance and the poor tribological proper-
ties of titanium and its alloys are of concern. This is of
particular importance in the case of metal release
within the body and potential poor performance
where there is a combination of fretting, fatigue,
and a corrosive environment that is not conducive
to the repassivation of the alloy.

Titanium alloys can be classified into three main
groups depending upon themicrostructural condition
of the alloy, namely, a, a/b, or metastable b. The
microstructural condition and state of alloying pro-
vide Ti alloys with a wide range of mechanical prop-
erties, notably yield strengths up to 1400MPa. This in
turn gives a range of fatigue strength for these alloys.

Ti alloys have been shown to be susceptible to both
corrosion fatigue and stress corrosion cracking.96

As with other alloys that show this combination,
there can be a marked increase in crack growth rates
when the loading–defect size combination leads to
stress intensity values above KISCC. These were
obtained using precracked specimens, and the
increase in crack growth rate has been attributed to
hydrogen embrittlement. Shipilov97 reported that,
depending upon the nature of the environment used,
cathodic and anodic polarization excursions may or
may not accelerate or retard crack growth in VT20
and TS6 alloys. It is of interest to note that the effects
of cathodic polarization, notably retardation in crack
growth, can depend upon the nature of the material
and the size of the crack; for these Ti alloys, crack
growth is retarded, while for high strength steel,
as shown in Figure 13, the development of pits and
subsequent short fatigue cracks was retarded.
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Figure 16 Periodic overload sequence and fatigue life data for 7075-T651 aluminum alloy in air, and simulated seawater.

Reproduced from Chlistovsky, R. M.; Heffernan, P. J.; DuQuesnay, D. L. Int. J. Fatigue 2007, 29, 1941–1949.
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Goa showed that the fatigue response of Ti alloys
in water vapor is identical to that of Al alloys98 where
crack growth rates increased with increasing water
vapor pressure up to the saturation pressure. Fre-
quency effects were also studied, and it was observed
that crack growth rates increased with decreasing
frequency and reached a maximum that depended
upon DK after which growth rates decreased to
those comparable with rates observed in vacuum or
other inert environments.

With the recent increase in the use of Ti alloys for
prosthetic devices, there has been a significant
amount of research on the fatigue and corrosion
behavior of alloys, such as Ti4V6Al, in actual and
simulated body environments. Leinebach et al.99

investigated the cyclic deformation behavior of the
binary titanium alloys Ti–6Al–4V and Ti–6Al–7Nb
under axial stress-controlled constant amplitude and
increasing load tests as well as in loading sequences
based on gait patterns from human walking. They
concluded that slight differences in the materials’
microstructures result in differences of the fatigue
and cyclic deformation behavior. In comparison to
the results of constant loading rate tests, the standard
walking gait pattern tests revealed shorter lifetimes
for identical maximum stresses. It was also noted that
the fatigue strength was also decreased by corundum
grit blasting, that is, increase in surface roughness.

Papakyriacou et al. similarly conducted long-term
corrosion fatigue tests comparing potential skeletal
implant materials, namely cold-worked c.p. niobium
and commercially pure (c.p.) tantalum with titanium
andTi–6Al–7Nb alloy.100 Constant amplitude fatigue
experiments (S–N curves) were performed at an ultra-
sonic frequency of 20 kHz with two different surface
structures (ground surface and blasted and shot-
peened surface) in ambient air and in a corrosive
fluid similar to the body fluid in the oral cavity.
They recorded a decrease in fatigue limit of 5–20%
at 20 million cycles and a detrimental effect of surface
finish on the Ti alloys compared to the Nb and Ta
candidate materials. However, while this study shows
that the Ti alloys can suffer from corrosion fatigue, it
should be noted that the extreme high-cyclic test
frequency used is not representative of typical
implant loading conditions. Given that CF is more
pronounced at low test frequencies, the results
obtained in this study are likely to be conservative.

Titanium alloys are also gaining increased use in
aerospace applications and are used in aircraft gas
turbine engine blades and discs as well as in highly
stressed components such as forged wing structures

and landing gear components. In this type of applica-
tion, there is also the possibility that an additional
damage mechanism may be operative, notably that of
fretting. Fretting is the surface damage that occurs
when contacting surfaces between mating bodies
experience an oscillatory motion of small amplitude.
The combination of this motion between two surfaces
that are subject to loading is termed ‘fretting fatigue.’
Fretting fatigue increases the tensile and shear stres-
ses at the contact surface producing surface defects
which can act as stress concentration sites. Lietch
et al.101 investigated the fretting fatigue behavior of
Ti–6Al–4V in ambient laboratory air and under a
controlled environment consisting of synthetic sea-
water. Tests were performed over a wide range of the
maximum axial stresses, ranging from 380 to
760MPa, to examine both low- and high-cycle
fatigue regimes. They concluded that seawater had
a deleterious effect on fretting fatigue life in the low-
cycle fatigue regime but improved the life in the
high-cycle fatigue regime. S–N data showed marginal
differences between the fatigue limit in air and in
seawater, although there were limited data points and
a high degree of scatter. The results of Leitch (Ti
alloy) differ from those obtained by Shaluf,102 work-
ing on a high-strength steel, in which Shaluf showed
that fretting under corrosion fatigue conditions
reduced the fatigue life at all stress levels.

2.12.6 Prevention of Corrosion
Fatigue

Prevention of corrosion fatigue relies upon simple
strategies such as lowering the fatigue stress level,
adoptingmore corrosion-resistant alloys or eliminating
the corrosion activity, in this case, by either forming
a barrier on the surface of the substrate or by apply-
ing a negative electrode potential to suppress the
anodic dissolution reaction. The former of these
strategies, notably reducing the stress, is by far the
easiest approach; however, this will reduce the
operating loads that can be applied to a given com-
ponent or structure. Consequently, this approach is
rarely used.

2.12.6.1 Prevention by Barrier Coatings
and Surface Treatments

Historically, barrier coatings have been used to pro-
tect substrates from reacting with the environment.
Metallic and nonmetallic coatings, for example, hot-
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dip galvanizing and paints offer differing benefits
such as cost and ease of applicability, wear resistance,
increased corrosion resistance, etc. However, there
have been mixed benefits of applying coatings with
respect to the enhancement of fatigue lifetime. The
principle philosophy behind this approach is that the
coating system will prevent contact of the corrosive
media, and hence the material will essentially act as if
it was under stress within a benign environment. This
does, however, rely on the barrier remaining intact
and not suffering failure from fatigue itself. Where
coating breakdown does occur, there are several pos-
sible outcomes. With nonmetallic coatings, localized
corrosion may take place at the coating failure site,
thereby leading to a local stress concentration. In
the case of a metallic coating, it is possible that the
coating acts in a sacrificial manner and protects the
underlying substrate, for example, Zn and Al coatings
on steel. However, it should be pointed out that when
the electrochemical potential of a coating is signifi-
cantly lower than that of the substrate these types of
coatings can liberate hydrogen during the dissolution
process. This in turn can be adsorbed into the metal
and, subject to the nature of the substrate, lead to
hydrogen embrittlement. Alternatively, where a me-
tallic coating is noble to the underlying substrate,
failure of the coating can lead to accelerated localized
corrosion due to galvanic action between the two
dissimilar metals and subsequent crack initiation.
A further consideration is that of crack initiation in
the coating. This is particularly relevant for hard
coatings that lack ductility, for example, chromium
and nickel. The effects on fatigue life of crack initia-
tion can be compounded if the coating is noble to the
substrate, for example, Ni on steel. The initiation of a
crack can lead to solution ingress to the substrate and
the formation of a local galvanic cell whereby the
underlying steel substrate is attacked locally leading
to pitting and the formation of a stress concentrating
feature.

As previously discussed, both shot peening and
surface coatings can influence the fatigue perfor-
mance of a material. Asquith et al.103 assessed the
combination of shot peening and a plasma electro-
lytic oxidation (PEO) treatment on the corrosion
performance of a 2024 aluminum alloy. Shot peening
was found to decrease the corrosion resistance, as
assessed by electrochemical impedance spectroscopy,
while shot peening followed by PEO improved the
corrosion resistance. Marin de Camargo et al.104

assessed the effects of coating residual stresses on
the fatigue performance of a 7070 Al alloy. They

concluded that a 17% Co thermally sprayed coating
improved the axial fatigue resistance, while different
anodizing treatments decreased fatigue resistance.
Shot peening of anodized layers improved the fatigue
life over that of nonshot-peened surfaces.

Alternative surface treatments that influence the
surface metallurgy, and hence the localized corrosion
performance have also been investigated. Wu et al.105

evaluated the effects of laser surface melting (in air
and in N2), using an excimer laser, to improve the
resistance to fatigue cracking of aluminum alloy 6013
induced by pitting corrosion. Analysis of the electro-
chemical impedance measurements showed that the
laser-formed AlN and/or Al2O3 layer can greatly
reduce the rate of electrochemical reaction. The cor-
rosion fatigue lives of the air-treated and the N2-
treated specimens were found to increase by two
and four times compared to the untreated specimens.
Furthermore, the corrosion current for the laser-
treated specimens (measured during the fatigue
test) was considerably lower than that for the
untreated specimens, the improvement in lifetime
being considered to be due to the excellent initiation
resistance to pitting corrosion of the laser-treated
specimens.

2.12.6.2 Prevention by Cathodic
Protection

Cathodic protection operates on the principle of
lowering the potential of the metal to a value below
its normal open-circuit potential. This topic is cov-
ered elsewhere in this book and therefore will not be
discussed in detail. However, its relevance to corro-
sion fatigue is that the cathodic partial reaction can
lead to the generation of atomic hydrogen which
in turn can give rise to hydrogen embrittlement of
high-strength alloys. A typical rule of thumb when
protecting steel is to prevent the potential becoming
more negative than �900mV (Ag/AgCl) and use
alloys that have a yield strength less than 700MPa.

2.12.7 Summary

This chapter has considered the role of corrosion on
the fatigue performance of a range of engineering
materials. Specific attention has been given to discuss-
ing the early stages of corrosion fatigue for damage
emanating at nominally ‘defect’ free surfaces. This
stage has traditionally been referred to as ‘initiation.’
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Corrosion fatigue damage of alloys in aggres-
sive solutions progresses through several stages includ-
ing surface film breakdown, localized dissolution/
pitting at slip bands or nonmetallic inclusion, transfer
from corrosion-dominated growth to fatigue cycles-
dependent cracking and subsequent transfer to, environ-
mentally-assisted microstructurally independent crack-
ing in a ‘continuum mechanics’ growth regime.

A number of factors have been shown to influence
individual stages of the corrosion fatigue process;
including atmospheric or solution conditions, elec-
trochemical potential, applied stress state, loading
frequency, surface stress state and microstructural
condition.

The ‘free corrosion’ fatigue lifetime of ‘smooth’
specimens is considered to be dominated by the
ability to grow a defect, that is, a pit or crack, beyond
crack-arresting microstructural barriers inherent
within the material. Given the appropriate solution
and loading conditions, this early dissolution domi-
nated regime, along with the transition of a pit to a
crack, has a major effect on the fatigue lifetime of a
material. The major factors, which are known to con-
trol smooth specimen lifetime under in-air fatigue
loading, notably microstructure, loading mode and bi-
axial stress state, play a less significant role under
corrosion fatigue conditions. Test frequency, however,
is a dominant factor in controlling smooth specimen
corrosion fatigue lifetime. Overall it is considered that
the environment, in particular, anodic dissolution
plays a major part in controlling fatigue lifetime for
stress levels below the in-air fatigue limit.

In the case of corrosion fatigue of structures con-
taining preexisting defects, the most important factors
include solution chemistry, test frequency, load ratio,
and crack tip stress intensity. Of particular concern for
cracked components is hydrogen embrittlement,
especially when high-strength alloys are employed
in conjunction with cathodic protection. A similar
problem can arise if these materials are cleaned in
acidic solutions or electroplated.

The nature of the surface is especially important, as
corrosion fatigue is predominantly a surface phenom-
enon. Controlling the surface residual stress state,
surface roughness, electrode potential and applying
coatings have a marked effect on performance. Coat-
ings, in particular, can be a low-cost strategy to
exclude contact between the substrate and the envi-
ronment and, in effect, simulate an inert environment
for the material. Caution is required where the coating
is brittle and noble to the substrate as this may accel-
erate damage and decrease fatigue lifetime.
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Abbreviations
EB Emeraldine base

EPMA Electron micro-probe analysis

ES Emeraldine salt

FFC Filiform corrosion

H-CS Camphor sulfonic acid

H2-PP Phenyl phosphonic acid

H-pTS para-Toluene sulfonic acid

HDG Hot-dip galvanized steel

ICP Intrinsically conducting polymer

LB Leucoemeraldine base

PVB Polyvinyl butyral

PAni Polyaniline

SHE Standard hydrogen electrode

SIMS Secondary ion mass spectrometry

SKP Scanning kelvin probe

SKPFM Scanning kelvin probe force microscope

XPS X-ray photoelectron spectroscopy

Symbols
Ecorr Free corrosion potential (V)

Eintact Free corrosion potential of an intact polymer

coated metal (V)

pKa Acid dissociation constant

xdel Delamination distance (mm)

tdel Delamination time since electrolyte contact (min)

ti Delamination initiation period (min)

fsc Strontium chromate pigment volume fraction

fpa Polyaniline pigment volume fraction

2.14.1 Introduction

Corrosion-driven organic coating delamination, in
which the more-or-less intact coating becomes phys-
ically separated from the underlying substrate, is a
key failure process affecting painted, lacquered and
otherwise organically coated metal products, and the
subject has been reviewed elsewhere.1–6 Here, we will
attempt a brief overview and update of the topic. In
so doing, we will concentrate on two processes of
corrosion-driven coating delamination, which have
been extensively characterized and have reasonably
well-defined mechanisms, namely cathodic delamina-

tion and filiform corrosion (FFC). Both of these phe-
nomena tend to propagate from preexisting breaks or
penetrative defects in the organic coating, which act
to admit species from an external electrolyte. In the
case of cathodic delamination, separation of the
organic coating is linked to the cathodic reaction in
a localized corrosion cell. In the case of FFC, sep-
aration of the organic coating is frequently linked to
the anodic reaction. As such, cathodic delamination
and FFC are closely related to the phenomena of
cathodic blistering and anodic blistering.7–10 It is
not our intention to further describe or discuss
blistering as a separate phenomenon. Neither is it
our intention to describe or discuss the processes
by which ions from an external electrolyte diffuse
or migrate through a nominally intact organic
coating.11–13 We will restrict our comments to situa-
tions in which electrolyte species have penetrated
through a penetrating defect and describe the
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corrosion processes that then ensue at the defect and
beneath the organic coating.

2.14.2 Cathodic Delamination

One of the most common and therefore economically
important mechanisms of coating delamination on
iron (mild steel) and zinc (galvanized) surfaces in-
volves so-called cathodic delamination.1,3,4,14–24 This
process can occur wherever the metallic substrate
becomes exposed to scratches or cut edges during
manufacturing or through in-service damage. Numer-
ous studies have indicated that when iron or zinc
substrates are exposed to aqueous electrolyte through
penetrative defects in an organic coating, a cathodic

delamination cell may become established. In this cell,
a thin layer of electrolyte, which penetrates beneath a
region of already delaminated coating, acts to couple
anodic metal dissolution occurring at the coating
defect to cathodic oxygen reduction occurring at the
site of coating disbondment. An alkaline environment
forms at the cathode, and suggested mechanisms of
coating disbondment include the dissolution of an
amphoteric metal oxide film at the metal–coating
interface (in the case of zinc), base-catalyzed polymer
degradation, base-catalyzed hydrolysis of interfacial
bonds, and attack on the polymer by hydrogen per-
oxide and other reactive intermediates in cathodic
oxygen reduction.

Koehler showed that cathodic delamination
(which he called halo detachment) occurred only
when group I (alkali metal) cations were available to
act as counter ions to cathodically generated OH�.14

This is because only group I cations possess the
hydrolytic stability and solubility at high pH neces-
sary to support a strongly alkaline electrolyte.
Ammonium salts do not produce cathodic delamina-
tion because the ammonium cation (NH4

+, pKa 9.3)
decomposes to ammonia (NH3) at high pH.14,21

Group II (alkaline earth) salts do not produce
cathodic delamination because of the limited solubil-
ity of group II hydroxides.14,21,25 When group
I cations are present, a very high local pH can be
produced. In a work involving cellulose nitrate
coatings on iron, Ritter and Kruger measured a
pH approaching 14 beneath the delaminated
coating for a natural corrosion situation with
0.05M NaCl.26 However, from their accompanying
ellipsometric measurements, it seems most likely
that actual delamination took place when the pH
was �11.

Two possible routes exist for species undergoing
transport to the cathodic site, (vertically) through the
coating or (horizontally) along the polymer–substrate
interface. Leidheiser et al. showed that water transport
occurs through the coating.1,18 They also showed that
oxygen transport occurs predominantly through the
coating in nonpigmented coatings, with a minor
contribution from interfacial transport. Water and
oxygen transport are not usually the rate controlling
processes in cathodic delamination.1,18 However, in
pigmented coatings, where the pigment hinders
through-coating diffusion, interfacial oxygen trans-
port can become important and rate limiting.21 Leid-
heiser identified a linear relationship between cation
diffusion coefficient in aqueous solution and cathodic
delamination rate for a range of group I chloride salts.
This suggested that cation transport occurred princi-
pally through migration along the interface. However,
because delamination rates also showed a strong dep-
endence on film thickness, through-coating transport
could not be ruled out.27 The notion of interfacial
cation migration was further supported by the work
of Castle and Watts.28 They used electron probe
micro-analysis (EPMA) to show that Na+ cations
superficially penetrated the delaminated coating
from both bulk solution and the interface, but detected
no Na+ within the interior of the coating, thus ruling
out the possibility of through-coating transport. They
also found that delamination rate decreased with
increasing substrate surface roughness and, therefore,
increasing tortuosity of the coating–substrate interface.
This finding is also consistent with the notion of
interfacial cation migration as the rate controlling step.

Probably the most systematic recent work on the
cathodic delamination of organic coatings from
iron29–31 and the zinc surface of electrogalvanized
steel32–34 was carried out by Stratmann et al. in a
series of experiments designed to preclude the possi-
bility of through-coating cation transport. They
prepared their samples and used a scanning Kelvin
probe (SKP) apparatus in a configuration similar to
that shown in Figure 1. Under these circumstances, a
cathodic delamination cell becomes established, and
a thin layer of electrolyte ingresses beneath the dela-
minated coating in the manner shown schematically
in the lower part of Figure 2. The SKP is calibrated
to record the local free corrosion potential (Ecorr) as
a function of distance (x) from the edge of the organic
coating defect. As delamination proceeds, Ecorr(x)
profiles develop as shown schematically in the
upper part of Figure 2. These may be approximately
resolved into four characteristic regions as follows:
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1. The region immediately next to the defect where
Ecorr is low and ultimately becomes similar to that
of the freely corroding metal.

2. A region of Ecorr gradient linking region (I) with
region (III) below and resulting, at least in part,
from ohmic resistance to ionic current flow in the
thin under-coating electrolyte layer.

3. A region of sharp transition in Ecorr corresponding
to the cathodic delamination front where coating
disbondment takes place.

4. A region of as yet undelaminated polymer where
oxygen can diffuse to the metal surface but
electrolyte is not present and metal cannot

corrode. Here, Ecorr (or the intact potential Eintact)
is high.

Stratmann’s technique is robust and reproducible.
Figure 3 shows SKP derived Ecorr(x) profiles ob-
tained, by ourselves, from unpigmented 30 mm poly-
vinyl butyral (PVB) coatings on the zinc surface of
(hot dip) galvanized steel (HDG), undergoing cathodic
delamination with 5% aqueous NaCl in contact with
the coating defect. The location of the delamination
front can be determined from the point of maximum
dEcorr(x)/dx gradient.

30 The distance (xdel) over which
delamination has occurred is related to the time since
electrolyte contact (tdel) by,

xdel ¼ kdðtdel � tiÞ‰ ½1�
where kd is a parabolic rate constant and ti is the
initiation period – that is the time delay between
electrolyte contact and the onset of cathodic delami-
nation. Initially, the substrate–coating interface is
intact, and anions and cation ingress simultaneously
by diffusion. Because the coating is fully hydrated
at the time of electrolyte contact, ti was taken to be
the time required for interfacial ionic concentration to
rise to a level capable of supporting cathodic O2

reduction.30 Below a concentration threshold of
0.05M inside the defect, delamination was not
observed, implying that a minimum interfacial ionic

Defect (II)(I)
Ecorr

x
O2

O2+ 2H2OFe Fe2+
e–

PVB

Iron

Electrolyte
Na+ Cl–

(III) (IV)

Na+ OH–

4OH–

Figure 2 Schematic representation of the corrosion-
driven delamination cell showing correspondence with

various regions of the time-dependent Ecorr(x) profile.

Adhesive tape

Metal substrate

Scanning kelvin
probe tip

Electrolyte
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Adhesive
tape/coating barrier
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Figure 1 Schematic diagram showing (a) sample preparation and (b) experimental procedure for a typical

delamination experiment.
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concentration is required. Once interfacial O2 reduc-
tion begins, cations migrate towards the underfilm
cathode, and anions migrate towards the defect
anode, that is, anions from the experimental electro-
lyte are excluded from the electrolyte layer forming
beneath the delaminated coating.30

In agreement with the earlier findings of Leidhei-
ser1,27 the value of kd in eqn [1] was found to increase
with the aqueous diffusion coefficient of the group
I cation used in the experimental electrolyte, that is,
in the order Liþ < Naþ < Kþ < Csþ. The identity
of the counter anion (Br�, F�, Cl� ClO�

4 ) was found to
have no influence on kd, and the absence of anions in
the under-film region was confirmed by Auger analy-
sis.30 The electrolyte layer forming beneath the dela-
minated coating was found to be 2–3mm thick.
However, the diffusion coefficients calculated for
cations migrating in this layer were calculated to be
more than 10 times smaller than in aqueous solution. It
was therefore proposed that the electrolyte layer takes
the form of a gel comprising highly oxidized polymer
in water.30

On the basis of the above, it would seem clear that
the rate determining step in cathodic delamination is
typically the transport of cations from the external
electrolyte along the interface between the organic
coating and the metal substrate. However, this notion
should be regarded with caution because the coated

metal systems used to study the intrinsic kinetics of
cathodic delamination have largely been ‘model’ sys-
tems comprising unpigmented polymer films coated
onto metals which are good electrocatalysts for
cathodic O2 reduction, and with no prior application
of any chemical ‘pretreatment’ or ‘conversion coating’
to influence adhesion and/or rates of interfacial elec-
tron transfer. The rate determining step in any com-
plex process is always the slowest step. In practical
coated systems pigments capable of inhibiting cath-
odic oxygen reduction may be added to the organic
coating, an inhibitory pretreatment applied to the
metal substrate, or the elemental composition of the
metal surface modified to reduce activity for oxygen
reduction. Under these circumstances, the rates of
cathodic delamination may be greatly diminished
without any obvious influence on the facility of inter-
facial cation transport – as will be discussed further
under preventing cathodic delamination given below.

2.14.2.1 Disbondment Mechanism

A question arises as to exactly how the presence of
cathodic O2 reduction and an alkaline environment
produces disbondment of an organic coating from
the underlying substrate. We should say immediately
that it is very unlikely that any single, unique and
universal disbondment mechanism exists. More
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Figure 3 Time-dependent Ecorr (versus standard hydrogen electrode, SHE) as a function of distance (x) from the defect
edge profiles recorded for unpigmented 30 mm polyvinyl butyral (PVB) coatings on HDG zinc substrate. Electrolyte in contact

with the defect is 0.86mol dm�3 NaCl: curve (a) ¼ 120min, (b) ¼ 240min, (c–e) at 120min intervals.
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probably, there are a number of possible mechanisms
that may occur alone or in combination depending on
the nature of the coated metal system under consider-
ation. In any particular system, the relevant mecha-
nism will be that which proceeds at the fastest rate.
Modifying the system to inhibit a particular mecha-
nism may reduce the rate of cathodic delamination,
but not prevent it completely if another mechanism is
available.

The first possible mechanism is the alkaline disso-
lution of a preexisting (air-formed) oxide layer at the
substrate–coating interface. In the case of metals such
as zinc with strongly amphoteric oxides, which dis-
solve at moderately high pH, this would seem a rea-
sonable hypothesis. Stratmann et al. have shown that
the oxide layer on zinc actually thickens in the dela-
minated zone, but that this occurs via a dissolution-
reprecipitation mechanism.32 However, iron III oxides
are only weakly amphoteric and dissolve only at very
high pH (approaching 14). Consequently, the iron sur-
face tends to remain passive in the delaminated zone.29

Reduction of iron III to a more soluble iron II oxide is
possible as potentials decrease.35 However, Castle and
Watts used X-ray photoelectron spectroscopy (XPS) to
show that iron oxide within the delaminated region
only became reduced in localized patches and that the
delaminated region extended well beyond these.36

They concluded that oxide dissolution is not a signifi-
cant factor in cathodic delamination on iron.

The second possibility is that alkaline electrolyte
physically displaces the coating at the substrate–
coating interface.14 Aqueous displacement was first
suggested by Evans in terms of the ability of alkaline
solution to creep over the metal surface.37 The ‘wet-
ability’ of an electrode surface increases with decreas-
ing (electrolyte–electrode) interfacial energy and
latter reaches a maximum at the potential of zero
charge.38,39 On this basis it has been pointed out that
the affinity for water of an oxide covered metal surface
will tend to increase as the pH becomes increasingly
removed from the isoelectric point (pH point of zero
charge) of that oxide.40 If it is assumed that the iso-
electric point lies near or below neutral pH, a compet-
itive displacement of the coating by water will be
promoted as pH, and therefore water affinity is
increased. It has also been argued that competitive
displacement may occur when oxide-polymer acid–
base interactions make a significant contribution to
coating adhesion.41

The third possibility is that alkaline electrolyte
reacts directly with the coating polymer in such a
way as to break covalent chemical bonds existing

within the coating or between the substrate and the
coating. Carboxylic esters are known to undergo
alkaline hydrolysis (saponification), and this process
has long been thought of as important in cathodic
delamination.36 Many polyesters, epoxy esters, alkyd
resins and other polymers bearing ester functionality
are susceptible to hydrolysis; and so are polymers
bearing urethane and urea linkages. It has been
shown using XPS that coatings based on melamine–
formaldehyde and urea–formaldehyde coatings cross
linked with epoxy resin oligomers cathodically dela-
minating from steel in 5% aqueous NaCl showed
chemical change consistent with hydrolysis of ester,
urethane, and/or urea linkages.42,43 The same studies
also showed that the delaminated steel surface was
covered with an organic residue indicative of cohe-
sive failure within the coating. Conversely, for cross
linked polybutadiene coatings, which develop only
very limited quantities of carboxylic and ester func-
tionality during oxidative curing, evidence of hydro-
lysis damage is limited to a layer of more highly
oxidized polymer immediately adjacent to the sub-
strate surface.44 Castle and Watts concluded that,
whilst there is no universally applicable mechanism
of cathodic disbondment, the more resistant the coat-
ing polymer is to alkaline hydrolysis the more likely
is an interfacial separation rather than a cohesive
failure due to coating degradation.45

Stratmann et al. have pointed out that OH� is not
the only cathodically produced species capable
of destroying iron–oxygen–polymer bonds such as
Fe–O–CO–R (were R¼organic).31 Many short lived
intermediates of O2 reduction, such as O

��
2 ;HO�

2;HO�
2 ,

H2O2, and HO�may bemore reactive than OH� itself.
The same authors go on to show that an epoxy coated
iron exposed to 1M aqueous NaOH through a coating
defect delaminates six times more slowly than the
same system exposed to 1M aqueous NaCl and held
in the presence of air.31 The intermediates of cathodic
O2 reduction are capable of reacting with a wide range
of organic functionalities (particularly in the case of
HO�). Consequently, in their presence, carboxylic
ester functionality and/or other functionalities sus-
ceptible to alkaline hydrolysis are not required for
polymer degradation or disbondment to occur.

2.14.2.2 Preventing Cathodic Delamination

Under circumstances where disbondment occurs
through physical displacement of the coating it might
reasonably be assumed that disbondment could be dis-
couraged by promoting coating adhesion. Funke has
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described adhesion as the most important and decisive
property of a coating.46–48 Functionalized silanes have
been widely used as reactive coupling agents for im-
proving the adhesion of organic coatings to steel.
Examples include vinyl silanes for improving wet
adhesion of alkyd coatings,49 amino and epoxy silanes
for epoxy/polyamide and polyurethane coatings,48 and
various other silanes for improving adhesion of auto-
motive electrocoats.50 Marsh et al. treated steel sub-
strates with prehydrolyzed allyltriethoxysilane prior
to coating with unpigmented alkyd resin.51 They
found that silanization improved both wet and dry
adhesion but subsequently found no relationship bet-
ween adhesion and rates of cathodic delamination.
Leidheiser did find that treating an iron surface with
silane prior to coating with polybutadiene resulted in
significantly reduced rates of cathodic delamination.1

However, it is not clear that this effect had anything to
do with adhesion because impedance measurements on
silane treated iron also showed large increases in charge
transfer resistance and, therefore, decreased electro-
chemical activity for cathodic oxygen reduction.1

Overall, it would seem that improving coating adhesion
alone may not improve resistance to cathodic delami-
nation if an alternative disbondment mechanism, such
as hydrolysis of the coating polymer, is available.52

Inorganic pretreatments or conversion coatings are
frequently applied to metal substrates prior to coating
with paint or lacquer as a means of both promoting
adhesion and chemically inhibiting corrosion.53 Pre-
treatments based on phosphoric or chromic acids
react electrochemically with the metal and substan-
tially replace the air-formed oxide film with a layer of
metal phosphate or mixed chromium oxide.53 Such a
layer may disfavor cathodic delamination if it is more
resistant to alkaline dissolution than the original oxide
layer, and/or if it inhibits cathodic O2 reduction. It has
long been proposed that resistance to alkaline dissolu-
tion determines resistance to cathodic delamination in
the case of metal phosphate pretreatment layers.54,55

A recent study has similarly concluded that interfacial
stability is strongly influenced by the chemical stabil-
ity of conversion layers to hydroxide generated by
cathodic O2 reduction.56 However, SKP studies of
thin phosphate-based conversion coatings on zinc (gal-
vanized steel) have shown that these also inhibit
cathodic O2 reduction and produce a corresponding
cathodic (negative) shift in the potential of the poly-
mer coated surface.57 This effect is attributed to the
replacement of n-semiconducting zinc oxide with an
electrically insulating zinc phosphate layer that obvi-
ously reduces the driving force for cathodic

delamination. Similarly, SKP studies of chromate con-
version coatings on galvanized steel have shown a
cathodic potential shift relative to the unmodified
zinc surface.58 This finding might seem paradoxical
at first given the oxidizing nature of chromium VI
species. However, cathodic inhibition by chromate
has been reported by a number of authors.59–61

Corrosion inhibitor pigments based on sparingly
soluble salts or ion-exchange solids are often dis-
persed in paint coatings with the aim of preventing
or retarding corrosion-driven coating failure. The
SKP technique has been used to study the influence
of strontium chromate (SrCrO4) pigment on the
kinetics of cathodic delamination affecting polyvi-
nylbutyral coatings adherent to the intact zinc sur-
face of hot dip galvanized steel.62 When the defective
electrolyte was saturated with SrCrO4, CrO

2�
4 anions

were excluded from the under-film electrolyte layer
by the delamination cell electric field, and delamina-
tion rates were reduced by less than 25%. In contrast,
dispersions of SrCrO4 pigment in the PVB coating
allowed CrO2�

4 diffusion directly into the under-film
electrolyte layer. Figure 4(a) shows a series of xdel
versus (tdel� ti)

1/2 plots for various values of pigment
volume fraction (fSC). The slopes of these plots
decrease as fSC increases and deviations from linearity
consistent with departure from pure cation migration
control occur for fSC �0.049. The dependence of kd
values, obtained from initial xdel versus (tdel� ti)

½

slopes, on fSC is given in Figure 4(b), which shows
that kd tends to zero for fSC¼ 0.064. On the basis of
these findings, it was proposed that replacement of
under-film O2 reduction by a self-limiting reduction
of CrO4

2� to insoluble Cr(III) (hydr)oxide is the most
significant factor in decreasing delamination rates.62

When the same SKP approach was used to study
dispersions of silica and bentonite based rare earth
(Ce3+), cation-exchange pigments in a PVB coating
on zinc (galvanized steel) Ce(aq)

3+ was found to exchange
directly into the under-film electrolyte and signi-
ficantly retard coating delamination.63 On a nonpre-
treated zinc surface, delamination was not halted
completely because the under-film exchange of Na+

by Ce3+ was itself incomplete. The resulting precipi-
tation of Ce(OH)3 increased the under-film electro-
lyte layer resistivity, but, unlike the Cr(III) (hydr)oxide
described above, Ce(OH)3 did not form a coherent
surface film capable of stifling O2 reduction at the
cathodic delamination front.27 However, when the
same cation-exchange pigments were used in conjunc-
tion with a chromate based pretreatment this appeared
to influence the surface nucleation of Ce(OH)3 to
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produce a coherent film, stifling O2 reduction and
producing a profound inhibition of cathodic delami-
nation.64 Lyon et al. have reported a similar synergistic
activity between zinc–phosphate and commercial Ca2+

cation-exchanged silica (Shieldex™).65

There has been recent interest in the use of in-
trinsically conducting polymers (ICPs) for corrosion
control and the topic has been subject to review.66,67

Many studies have focused on polyaniline (PAni).68–70

PAni exists in various states interrelated by the redox
and acid–base equilibria71,72 but it is the emeraldine

salt (ES) which is electronically conductive and most
widely used for corrosion control. The ES is produced
by protonating or ‘doping’ the partially oxidized PAni
emeraldine base (EB) using Bronsted acids.73–76

PAni ES may be applied to metal surfaces directly by
electrodeposition77,78 or deposition of water-borne
dispersions.79 However, PAni ES particles may also
be dispersed in a conventional polymer binder.80,81

The protection of carbon steel by PAni ES has been
variously ascribed to substrate ennoblement, the for-
mation of a passive oxide film and anodic inhibition
through precipitation of an insoluble metal salt of
the dopant anion.66,67 The ES/LB (leuco base) redox
couple is generally regarded as being responsible
for establishing substrate potentials in the passive
regime.67,69,72,82 Furthermore, it has been suggested
that PAni ES becoming reduced to LB is cyclically
reoxidized by the atmospheric O2, thus extending the
period of ennoblement.67,69,71,72,83,84 It has also been
proposed that the displacement of cathodic oxygen
reduction away from the metal–coating interface acts
to suppress cathodic delamination.66,82,85

This last notion has been investigated using
coatings comprising various volume fractions of par-
ticulate polyaniline (PAni) dispersed in a polyvinylbu-
tyral binder applied to iron substrates.86,87 SKP was
used to measure substrate potentials in air and follow
corrosion-driven cathodic delaminationwhen 5% (w/v)
(0.86M) aqueous NaCl was brought into contact with
a coating defect. Pani EB was found to have no effect
on either substrate potential or delamination kinetics.
Figure 5 shows delamination kinetics for various
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volume fractions (fpa) of p-toluene sulfonic acid doped
Pani ES (Pani-pTS). It may be seen that when fpa

�0.05 the xdel increases linearly with tdel and not para-
bolically according to eqn [1]. Delamination rate
(dxdel/dtdel) decreases monotonically from 12.8 to
0.83mmmin�1 as fpa is increased from 0.05 to 0.25, a
finding summarized in curve (ii) of Figure 6. Curve (i)
of Figure 6 shows the mean Eintact (potential of unde-
laminated surface) values plotted versusfpa. The criti-
cal volume fraction required for long-range electrical
conduction in a percolating network is �0.1788 and
Eintact appears to become constant and determined by
the PAni ES/EB couple for fpa� 0.2.

PAni ES doped using p-toluenesulfonic (H-pTS),
camphorsulfonic (H-CS), phosphoric (H3PO4) and
phenylphosphonic (H2-PP) acids increased sub-
strate potentials by up to 0.36 V and inhibited
cathodic delamination, with the efficiency order
H-pTS < H-CS < H3PO4 ¼ H2-PP.

87 Conversely,
dopant sodium salts added to the corrosive electrolyte
when the coating did not contain PAni were not found
to inhibit delamination. On this basis, it is concluded
that, on iron, the inhibition of cathodic delamination
by polyaniline did arise primarily from cathodic O2

reduction becoming relocated from the ennobled sub-
strate onto the coating ES. However, Fe3(PO4)2 and
FePP salt films formed through redox reactions at the
ES–substrate interface also contributed by hindering
electron transfer at the substrate surface. Without
these ‘chemical’ contributions to inhibition, ES could

only slow up cathodic delamination on iron and not
prevent it.86,87 It should also be noted that the reoxida-
tion of LB to ES is only likely to occur at significant
rates when the coating is in contact with air, that is
under nonimmersion conditions. PAni is therefore
unlikely to be of significant benefit when a coated
metal is immersed in aqueous electrolyte.

2.14.2.3 Modifying Metal Composition

Metals differ considerably in their electrocatalytic
activity for cathodic oxygen reduction. Pure alumi-
num, for example, is virtually inactive as an oxygen
cathode.89 This inert behavior probably reflects the
electronic properties of the surface aluminum oxide
that, as an electrical insulator with a wide band gap,
disfavors interfacial electron transfer. Ion implantation
of aluminum or titanium into iron has been shown to
reduce both surface activity and rates of cathodic
delamination.1,90 Hydrated oxide or hydroxide layers
produced through the interaction of group II (alkaline
earth) metal cations with hydroxide anions are simi-
larly known to act as effective blockers of cathodic O2

reduction.91 On this basis, alloying with aluminum
and/or group II elements might reasonably be
expected to reduce the susceptibility of a given metal
to cathodic delamination. In structural metals, the
scope for alloy development is limited by the need to
preserve the mechanical properties. In metallic coat-
ings, there is greater freedom, and significant advances
have been seen in the field of zinc-based (galvanized)
coatings for steel.92

Souto and Scantlebury have shown that hot dip
galvanized steels in which the zinc layer is alloyed
with 5%aluminum (Galfan) and 55% aluminum (Alu-
zinc) exhibit a much increased resistance to cathodic
delamination relative to a conventional (zinc only)
system.93 Paradoxically, when the same Zn and Zn–Al
alloy coatings were studied using a rotating disc elec-
trode all three were found to be highly active O2

cathodes.21 This suggests that the improved delamina-
tion resistance exhibited by the Zn–Al alloy coatings
results from a fragmentation of cathodic sites rather
than general surface deactivation. That is to say the
heterogeneous microstructure of the Zn–Al alloy coat-
ings, consisting as it does of interlocking zinc-rich and
aluminum-rich phases, is reflected in local composition
of the interfacial oxide layer. Blocking of electron
transfer over aluminum-rich oxide regions would
then disfavor the formation of a continuous delamina-
tion front and prevent the front from advancing from
one zinc-rich region to the next.
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Stratmann et al. used SKP to show that cathodic
delamination occurred rapidly on zinc (electrogalva-
nized steel) but not on the zinc-rich intermetallic
phase MgZn2, which frequently forms in Zn–Mg
alloy coatings.94 The potential of the intact MgZn2–
oxide–polymer interface was found to be�0.7V more
negative than the corresponding Zn–oxide–polymer
interface. This increase in cathodic polarization was
attributed to a large band gap in the MgZn2 interfacial
oxide, resembling that of MgO. Dissolution of magne-
sium oxide under cathodic conditions is unlikely
because group II oxides are basic and become more
insoluble as pH increases. However, MgZn2 exposed
to neutral aqueous NaCl at an organic coating defect
was found to become rapidly dealloyed through Mg
dissolution. In so doing, the defect potential rose to
resemble freely corroding zinc (�0.7 V vs SHE).
Potentials in the defect were actually higher than
those in the intact coated area and no driving force
existed for cathodic delamination.94

2.14.3 Filiform Corrosion

An underfilm corrosion phenomenon, producing ‘hair-
like’ corrosion tracks on lacquer-coated steel, was first
reported in the scientific literature by Sharman in
1944,95 who used the phrase FFC to describe these
features. FFC is regarded as a type of atmospheric
corrosion, principally affecting organic-coated iron
(steel) and aluminum surfaces, initiating at penetrative
coating defects and producing characteristic thread-like
under-film deposits of corrosion product. An example
of the typical appearance of corrosion filaments on
organic coated aerospace aluminum alloy is given in
Figure 7. Although FFC attack is largely considered to
be superficial in nature, it is aesthetically unpleasant
and hence undesirable in modern organic-coated metal
products.

Much of the research carried out in FFC prior to
1995 has been comprehensively reviewed elsewhere.5,6

It is not our intention to recover the same ground, but
rather to give a general overview of FFC and a
subsequent outline of recent developments in the field.

2.14.3.1 General FFC Characteristics

It is generally accepted that FFC initiates when
aggressive species, such as chloride ions, permeate
through an organic coating, usually at a defect or
weakness in the coating and accumulate at the
metal–coating interface. FFC only occurs in the pres-
ence of atmospheric oxygen and high humidity,
although the humidity range over which corrosion
is observed is dependent upon the metal studied.
Slabaugh et al. 96 observed FFC occurrence over a
30–95% relative humidity range for common aero-
space aluminum alloys coated with a range of organic
coating types, while FFC activity on iron (steel)
samples is reported to cease at humidity levels
below 60%.5 The motion of individual corrosion
filaments is largely directionally stable, propagating
in relatively straight lines for appreciable distances. It
has also been reported that filaments growing on
aluminum alloy surfaces do so preferentially along
the rolling or extrusion axis.6,97 Such behavior is
thought to arise from corrosion filaments following
a ‘path of least resistance’ formed by lines of interme-
tallic precipitates present at the elongated grain
boundaries of the rolled/extruded alloy microstruc-
ture. Corrosion filaments do not generally cross each
other, nor do they propagate through a break in the
surface coating.5

Corrosion filaments consist of a mobile, electro-
lyte-filled head, containing metal cations and aggres-
sive anions (such as Cl�), and a tail of dry, porous
corrosion product. FFC head regions typically
exhibit a low pH towards their leading edge (as low
as pH 1) as a consequence of cation hydrolysis. The
primary driving force for filament advancement is
thought to be differential aeration, arising from facile
mass transport of gaseous O2 through the filament-
tail. The oxygen concentration cell formed directs
anodic metal dissolution towards the leading-edge
of the filament-head, while the principal site of
cathodic oxygen reduction lies towards the trailing-
edge of the active head. Aggressive anions (Cl�) and
water are conserved in the filament head electrolyte
and corrosion filaments are reported to continue
propagating for long periods of time (months or
years). Although these general principles are consid-
ered to hold true for FFC on both aluminum and iron
surfaces, there are notable mechanistic differences,

Figure 7 Filiform corrosion observed on aluminum alloy

AA2024-T3 coated with a clear film of PVB.
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and these will be discussed separately for each type of
surface in the following sections.

It should also be noted that there are several anec-
dotal reports of FFC observed on coated magnesium
surfaces.5,6,98,99 However, magnesium underfilm corro-
sion has received relatively little in the way of scientific
study and a description of FFC remains limited
to observations of vigorous H2 evolution and a low
pH (2–3) within electrolyte filled head regions.99 In
fact, there seems to be a degree of confusion regarding
magnesium FFC, as the term is commonly used to
describe a type of localized corrosion observed when
magnesium and its alloys are immersed in bulk
chloride-containing electrolyte.100,101

2.14.3.2 FFC on Aluminum Surfaces

Filiform activity on aluminum has been shown to
initiate at a range of different coating discontinuity
sites such as cut edges,5,96 scratches6,96–98,102 and rivet
heads.6,99 At such defects, the presence of contami-
nating salts, such as chlorides will have resulted in
production of AlCl3 and Al(III) oxychloride salts (Al
(OH)2Cl and Al(OH)Cl2) at the exposed aluminum
surface. The dissolution of these salts in the adsorbed
humidity film present at high humidity subsequently
produces an aqueous electrolyte capable of support-
ing corrosion. Chloride is known to disrupt the pas-
sivity of aluminum by reacting with the protective
aluminum (hydr)oxide film to produce water soluble
aluminum (III) oxychloride complexes. The passive
layer breakdown is usually local in nature, resulting
in the initiation of highly localized sites of anodic
metal dissolution and producing pit-like excavations
of the aluminum surface. The generation of the active
heads of propagating FFC filaments probably results
from the migration of such sites beneath coated
regions adjacent to a penetrative defect. Figure 8(a)
shows a possible mechanism by which corrosion fila-
ments may become initiated through the presence of
differential aeration. In this scheme, it is assumed that
oxygen transport to the metal surface through the
thin adsorbed electrolyte film at the exposed alumi-
num surface is significantly easier than through a
relatively thick organic coating. Hence cathodic oxy-
gen reduction is favored on the bare metal while
anodic aluminum dissolution will tend to become
concentrated at the O2-deficient metal–electrolyte–
coating interface. Correspondingly, the coating will
become undercut while Cl� ions will migrate
beneath the delaminated coating to preserve

electroneutrality and water will be drawn in by osmo-
sis to produce an electrolyte droplet.

Once initiated, corrosion filaments propagate
away from the coating defect, under the influence of
an O2 concentration cell of the type represented
schematically in Figure 8(b). Aluminum (III) cations
produced by anodic dissolution at the leading edge of
the filament head migrate towards a cathodic region
at the trailing edge of the active head and combine
with OH� anions generated by cathodic oxygen
reduction. Stepwise hydrolysis of Al3+ (or more
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Figure 8 Schematic diagram showing the processes
involved during (a) initiation and (b) propagation of a

corrosion filament. A SKP-derived free corrosion potential

distribution, measured along the length of a propagating

filament on organic-coated AA2024-T3, showing typical
Ecorr values in each separate region is also given in (b).
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correctly ½AlðH2OÞ6�3þ) cations eventually leads to
the precipitation of the water insoluble corrosion
product Al(OH)3. Figure 8(b) also includes an
empirically-derived free corrosion potential (Ecorr)
profile, obtained along the length of a propagating
filament on aluminum by SKP potentiometry.103 The
profile shows that Ecorr values tend to be lower
towards the leading edge of the FFC active head
and higher towards the trailing edge. This is consis-
tent with the extent of anodic depolarization, and
hence anodic dissolution, being greatest at the lead-
ing edge.

Constant migration of Cl� anions toward the
anodic leading edge results in the retention of all
water-soluble ions and, through osmosis, all liquid
water within the FFC active head. Several authors
have used surface analysis techniques such as second-
ary ion mass spectrometry (SIMS)103 and X-ray emis-
sion104 to demonstrate that Cl� ions applied at a
penetrative defect are conserved within the filament
head, with little evidence of entrapment in defect or
tail regions of the FFC-affected surface. The high Ecorr
values observed in the tail region of the FFC filament
represented in Figure 2(b) is due to the deposition of
a thick, substantially dry, hydrated aluminum (III)
oxide (Al2O3�xH2O) layer, formed as an Al(OH)3 cor-
rosion product left behind in the wake of the advancing
filament head slowly losing water. Relatively easy O2

diffusion through the porous Al2O3�xH2O deposit
allows the FFC differential aeration cell, and hence
filament propagation, to be maintained over significant
distances. The high Ecorr values observed in the FFC
tail imply increased passivity in these regions, which
may help to explain empirical observations that indi-
vidual corrosion filaments generally avoid intersecting
others.6 Such highly passive areas would tend to dis-
favor further anodic activity, and an encroaching FFC
head region would be forced to redirect onto adjacent
uncorroded areas.

Several authors have observed the formation of
hydrogen gas bubbles within filament heads produced
on aluminum surfaces6,96,105 Hoch employed pH indi-
cator dyes incorporated within organic coatings to
determine pH values of 2–3 at leading edges of alumi-
num filament head.99 Such levels of acidity will tend to
maintain active aluminum dissolution in these regions.
A combination of low pH, caused by proton release via
partial hydrolysis of [Al(H2O)6]

3+ cations, negative
Ecorr values of ��0.5V versus SHE,103 along with
oxygen deficiency at the leading edge of the filament
head are thought to result in a secondary cathodic
reaction involving hydrogen evolution.

Experimental support for an anodic disbondment
mechanism of FFC on aluminum is principally
derived from the observations of FFC behavior
under different O2 transport regimes. Ruggieri and
Beck5 showed that FFC advancement ceased when
filament tails were sealed in such a way as to halt the
ingress of air. They also demonstrated that stationary
filaments became reactivated when organic coatings
above tail regions were cut open. Lenderink102 prov-
ided further support for the importance of through-
tail O2 diffusion by reporting that FFC propagation
rates remained unaffected on samples where a metal
foil had been deposited over the organic coating to
obstruct through-coating O2 transport.

The use of conventional electrochemical techni-
ques to study FFC has routinely been limited by the
absence of bulk electrolyte, the presence of highly
resistive organic coatings and the small size of the
local corrosion cell. However, in the last decade,
significant developments in the SKP have greatly
facilitated the quantitative electrochemical investiga-
tion of FFC. It has been shown that SKP is capable of
visualizing the free corrosion potential (Ecorr) distri-
butions associated with individual corrosion fila-
ments.106–108 In situ, SKP scanning has also been
used to generate a series of time-dependent Ecorr
distribution patterns that provide information on fil-
ament initiation, propagation, and termination rates
within a filament population.97,103 FFC propagation
rates on AA2024-T3, quantified by SKP,103 are shown
to be strongly dependent on the quantity of the
initiating chloride, confirming that the ability to con-
trol the quantity of chloride ion entering a filament-
head population is critical to the reproducibility of
any quantitative FFC test procedure. Other in situ

techniques, such as Fourier transform infrared
(FTIR) microspectroscopy, have also been used in
conjunction with SKP scanning to give additional
information regarding the constituent salts present
within propagating electrolyte-filled FFC heads.109

The same in situ techniques have also been
employed to study inhibition of FFC by in-coating
pigments based on both conventional Cr(VI) che-
mistry110 and novel anion-exchange hydotalcite
minerals.111–113 Previous ex situ studies, using a com-
bination of electron microscopy and X-ray and SIMS
techniques, showed that Cr(VI) species inhibit FFC
on copper-containing AA2024 primarily by stifling
S-phase particle dealloying and subsequent cathodic
O2 reduction. In situ SKP studies confirmed this
finding, but in addition demonstrated that a signifi-
cant depression in Ecorr of the intact coated metal
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surface resulted from a reversible, nonfaradaic
adsorption of Cr(VI) species, which also contributed
to FFC inhibition.110

2.14.3.3 Surface-Active FFC on Aluminum

Within the last decade it has been established that
thermo-mechanical processing and/or shear defor-
mation of aluminum alloys can produce a surface
microstructure which differs considerably from the
bulk.114–123 Deformed aluminum alloy surface layers
are typically up to a few micrometers thick, consist-
ing of fine, submicron grain sizes where the presence
of second phase particles stabilize grain boundaries
and prevent recrystallization. Many researchers have
so far demonstrated that a strong correlation exists
between the presence of a deformed surface layer
and susceptibility of painted alloy samples to
FFC.114–123 In several cases, the severity of FFC
attack is increased by heat treatment, and attributed
to thermally-promoted precipitation of intermetallic
particles in the surface layer. The morphology of
FFC on surface-activated samples is considered to
differ from that discussed in the previous section and
shown in Figure 7. FFC attack on samples compris-
ing a deformed surface layer proceeds rapidly and is
highly cosmetic and superficial in nature, limited
only to the depth of the surface layer itself. Fre-
quently FFC takes the form of numerous narrow
filaments, propagating on a parallel course and sepa-
rated laterally by only small distances, giving the
impression of a single coalesced corrosion front.
Figure 9 shows this type of cosmetic FFC affecting
automotive alloy AA6016-T4 coated with a clear

organic film, where corrosion was initiated by con-
trolled application of aqueous hydrochloric acid to a
penetrative coating defect.

Surface-active FFC has been reported on a wide
range of alloys, ranging from model Al–Fe–Mg–Si123

and binary Al–X (X¼Fe, Cu, Mn and Mg)120 systems
through to automotive and architectural 5000118,122

and 8000114–116 series alloys. However, the majority of
research in this area has concentrated on 3000
(Al–Mn)114–119,121 and 6000 (Al–Mg–Si)124–128 series
alloys designed for automotive panel applications. The
increased FFC susceptibility of AA3005 samples com-
prising damaged surface layers is thought to derive
from preferential precipitation of noble Mn and Fe
rich intermetallics,119 leading to a cathodic activation
of the surface layer with respect to the bulk alloy.
Several authors have confirmed that when the surface
layer is removed, the extent of FFC is considerably
reduced and the type of attack is restricted to a much
slower ‘deep pitting’ mode of corrosion,117,122

more closely resembling the type of features shown
in Figure 7.

In situ SKP potentiometry has recently been used
to follow the kinetics of FFC propagation and measure
underfilm corrosion potentials associated with head
and tail regions of surface-active FFC affecting
organic-coated AA6016.125 The authors report that
for this alloy, surface abrasion and subsequent heat-
treatment produces a significant depression in surface
potential compared with the bulk material and this
forms an additional thermodynamic driving force for
rapid ‘surface-active’ corrosion. They conclude that
although differential aeration remains a major driving
force for FFC propagation, the filament cell potential
will also contain a contribution arising from the dis-
similar electrochemical characteristics of the surface
deformed layer present at the leading edge of the FFC
head and bulk alloy exposed by layer dissolution.
A schematic representation of the mechanism of
‘surface-active’ FFC, where the deformed layer reacts
as a sacrificial anode with respect to bulk AA6016, is
given in Figure 10. Also included is a representation
of the expected relationship of corrosion potential
with distance across the FFC cell, confirmed empiri-
cally by in situ SKP measurements.125

Several authors have shown that problems of
increased FFC susceptibility, through the introduc-
tion of a damaged layer by thermomechanical alloy
processing, can be controlled by etching the surface
using acid or alkali cleaner prior to coating.117,122,125

However, automotive manufacturers frequently rectify
surface defects in formed panels by mechanical

Figure 9 Filiform corrosion observed on aluminum alloy

AA6016-T4 overcoated using PVB. Courtesy of A. Coleman.
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grinding immediately prior to pretreatment and paint-
ing. This procedure reintroduces a deformed layer,
subsequently reactivating the surface with respect to
FFC and is liable to serious underfilm cosmetic failure.
To avoid the introduction of a costly postgrinding etch
or cleaning process, researchers are investigating new
coating and/or pretreatment technologies which are
capable of inhibiting FFC attack on surface-damaged
alloys. To date, coatings based on phenylphosphonic
acid dissolved in a polyvinylbutyral matrix are among
the most promising candidates, demonstrating pro-
found inhibition of FFC on AA6111-T4 automotive
alloy samples comprising shear-deformed surface
active layers.126

2.14.3.4 FFC on Iron (Steel) Surfaces

The general consensus regarding the mechanism of
FFC on iron is that filament advance remains driven
by differential aeration,5,6 arising from facile mass
transport of atmospheric O2 through the filament-
tail. As in the case of aluminum, cathodic oxygen
reduction is considered to be localized at the droplet
trailing-edge and anodic metal dissolution located at

the leading-edge of the electrolyte filled head. How-
ever, although this anodic disbondment mechanism is
largely accepted for FFC on aluminum, there persists
some controversy regarding the location of the
anodic and cathodic sites for corrosion filaments pro-
pagating on a coated iron surface. Since, as discussed
in the preceding section, organic-coated iron surfaces
are well known to undergo corrosion-driven delami-
nation via a cathodic disbondment route, several
authors have suggested that a similar process plays a
major role in the mechanism of FFC on iron. In this
alternative mechanism, cathodic activity is proposed
to occur in a narrow area in the front part of the
filament head,6,102,129 although it has also been sug-
gested that a site of cathodic activity exists a small
distance in front of the filament leading edge.130,131

Drawing on observations previously noted for blister
formation on steel, Funke130,131 proposes a mecha-
nism whereby FFC is characterized by the develop-
ment of an underfilm cathode, which precedes the
head electrolyte droplet. This cathodic region
appears at some distance from the front of the head
and grows due to the generation of underfilm
hydroxyl ions, up to a point where the trailing fili-
form head draws near and the two regions merge. At
this point OH� ions migrate towards the anode while
metal cations present within the head electrolyte
migrate forward in the direction of the preceding
cathode. This results in a polarity reversal where the
previously cathodic front region is transformed to
become the anodic leading edge of the filiform head.
The whole process is then repeated and is considered
to be consistent with both the observed saltatory
(jumping) movement of FFC on iron and the seg-
mented appearance of corrosion tracks. A schematic
representation of this theory is shown in Figure 11.

Ruggieri and Beck5 dispute this hypothesis, point-
ing out that the model is inconsistent with asymmet-
ric separation of the cathodic and anodic zones in the
corrosion cell, and that previous studies had shown
no experimental evidence of cathodic detachment in
the vicinity of the propagating filaments. In addition,
since the preceding cathode directs the FFC, it is
implicit that ionic current must flow from the anode
through the coating. The size of the cathode would
thus be limited by the high resistance of an adherent
metal–coating interface. It could however be argued
that diffusion of ions from the preceding cathodic
area to the head might occur through a layer of
adsorbed water existing at the coating–metal inter-
face. Ruggeri and Beck calculate that the thickness of
the aqueous layer required would be 3.5�10�5 mm,5
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which would tend to indicate a region of coating
disbondment. As mentioned previously, the lack of
empirical observation of the regions of coating dis-
bondment preceding a propagating filiform head is
taken as a further argument for rejecting the cathodic
disbondment FFC mechanism.

Another point of debate concerns the role of the
cation associated with the initiating anion (usually
chloride). Several authors argue that although initi-
ating anions are conserved in the filament head elec-
trolyte, the corresponding cations present consist
solely of Fe2+ and Fe3+ produced by the metallic
corrosion process.132,133 X-ray spectroscopic and
SIMS evidence are presented showing that filament
heads do not contain the cation of the initiating salt.
Therefore, if corrosion is initiated by applying a salt
such as a group (I) chloride to a penetrative coating
defect, then a question mark arises as to the eventual
fate of the group (I) cations.

To address this issue Williams and McMurray133

used a combination of in situ SKP and ex situ imaging
SIMS measurements to elucidate the role of group (I)
cations in the initiation of FFC on iron by aqueous
group (I) chloride salts and to additionally deter-
mine the contribution of cathodic disbondment pro-
cesses in filament propagation. It was demonstrated
that group (I) chloride – initiated FFC proceeded
via a two stage mechanism. Phase 1 of the underfilm
corrosion process comprised the radial growth of
a depassivated, roughly circular area surrounding
the penetrative defect onto which a controlled quan-
tity of initiating group (I) chloride was originally
applied, indicating localized anodic iron dissolution
at the defect site coupled to cathodic delamination
of the surrounding coating. Imaging SIMS con-
firmed that the area was abundant in the group (I)
cation associated with the initiating salt, showing
that phase 1 consisted of group (I) cation migration
beneath the delaminating coating to form an alka-
line under-film electrolyte layer. As phase 1
continued, group (I) cations became progressively
replaced in the vicinity of the defect site by Fe2+

cations, which in turn were prevented from entering
the alkaline under-film layer due to the insolubility
of Fe(II) hydroxide. Once group (I) cations were
exhausted in the defect region, phase 1 cathodic
delamination ceased and phase II commenced,
where a polarity reversal occurred in which anodic
activity was driven beneath the delaminated coating.
Underfilm anodic fragments formed corrosion fila-
ment heads which propagated across the well-
defined circular zone of cathodically delaminated
coating left by phase 1 at a constant speed of �0.3
mmmin�1. Filaments were also shown to propagate
beyond this zone with only a minimal decrease in
velocity. For these filaments no evidence of cathodic
activity preceding the head region was observed. The
entire process is exemplified by the selection of Ecorr
distribution maps, obtained by in situ SKP scanning of
a PVB-coated iron sample after initiation of under-
film corrosion using a controlled quantity of NaCl,
given in Figure 12. When FeCl2 was substituted for
NaCl as the initiating salt, a cathodic delamination
phase was not observed, although FFC occurred as
before and propagation rates similar to those initiated
with group (I) chlorides were measured. Because
filament velocities were similar beneath cathodically
delaminated and intact coatings, it was concluded
that cathodic delamination cannot be a rate deter-
mining step in the propagation of FFC on organic-
coated iron.133
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The findings of this work imply that the hydro-
lytic instability of ferrous ions, generated by under-
film anodic activity, precludes Fe2+ cations from
coupling with remote cathode sites in both phases
of the corrosion process. However, the possibility of
short range coupling over distances of <0.1mm, that
is, less than the lateral resolution of the SKP used in
this study, cannot be ruled out. Indeed a subsequent
higher resolution scanning Kelvin probe force micro-
scope (SKPFM) investigation of iron FFC identified
a possible cathodic area �10–20 mm in front of the
principally anodic leading edge of the head electro-
lyte. A recent time-lapse photographic investigation
of individual corrosion filaments propagating on iron
has shown that dark rings of a similar dimension form
at the anterior of electrolyte filled heads,134 and are
associated with the saltatory motion of FFC.
A photographic image showing this phenomenon,
recorded using an optical microscope under reflective
illumination, is given in Figure 13. It is considered
that an increase in local pH at the head perimeter,
caused by facile through-coating oxygen ingress at this
point is responsible for the ring formation. When
oxygen was excluded from the environment in contact
with the filament head, but allowed to ingress through
the porous tail, filaments continued to propagate at the
same rate measured in air. However, under these con-
ditions, neither ring formation nor filament saltation
was observed and the filament advancement was
steady in nature. The authors conclude that this
apparent anterior cathodic activity is not a rate deter-
mining process in FFC on iron, but is an important
factor in constraining the lateral spread of filament
head electrolyte.134

200 μm

Figure 13 Magnified optical image of the head region of a
corrosion filament propagating on a coated iron substrate in

humid air, showing the formation of ‘cathodic’ corrosion

product rings. Courtesy of T. Watson.
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Figure 12 Surface maps showing Ecorr distributions

measured over a PVB coated iron surface at t ¼ (a) 16,

(b) 130, and (c) 240 h, following initiation of underfilm
corrosion at a penetrative coating defect using 2 ml of
10�3mol dm�3 NaCl (aq). (a) shows an initial cathodic

disbondment process (phase 1), while (b) and (c)
respectively demonstrate the propagation of

corrosion filaments both within and beyond the

boundary of the well defined, cathodically delaminated

zone (phase II).
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Abbreviations
DRAs Drag-reducing agents

FEC Flow enhanced corrosion

FED Freak energy density

FILC Flow-induced localized corrosion

Symbols
a Exponent (constant)

A Amplitude of the noise current density from the

polynomial fitting (Am2)

b Microelectrode width (m)

c0, c* Solution concentration at the electrode

surface (molm�3)

cbulk Bulk solution concentration (molm�3)

cS Concentration at the entrance of the pores

(molm�3)

d Diameter of the pipe/characteristic diameter/

thickness layer (m)

dN Nernst diffusion layer thickness (m)

D Diffusion coefficient (m2 s�1)

DPr Diffusion coefficient in the Prandtl

layer (m2 s�1)
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DS Diffusion coefficient in the pores of the scale

(m2 s�1)

ED Hydrodynamic energy density (Pa)

EF
D Freak energy density (Pa)

F Faraday constant (96 485) (Cmol�1)

Fr Froude number

g Acceleration due to gravity (m s�2)

heff Effective height of the liquid film (m)

jc Corrosion current density (Am�2)

jD Diffusion controlled current density (Am�2)

k Mass transport coefficient (m s�1)

k Constant on the Léveque equation (Nm4A�3)

k1, k2, k3 Constants

K Average height of all roughness peaks

l Tube or channel length/microelectrode length (m)

L Characteristic length (m)

mPr Mass transport rate in the Prandtl’s boundary

layer (molm�2 s�1)

mS Mass transport rate in the pores of the scale

(molm�2 s�1)

n Exponent (depends on Re)

Pe Dimensionless Peclet number

R Inner radius of the pipe (m)

rRC Radius of the rotated cage (m)

Re Dimensionless Reynolds number

ReRC Dimensionless Reynolds number in rotated

cage

Sc Dimensionless Schmidt number

Sh Dimensionless Sherwood number

Ta Dimensionless Taylor number

uþ Normalized (dimensionless) flow velocity

ub Bulk flow velocity (m s�1)

uc Velocity at the pipe centreline (ms�1)

ucrit Critical flow velocity (m s�1)

up Particle velocity (m s�1)

ur Axial velocity (m s�1)

uSL Superficial liquid velocity (m s�1)

uSG Superficial gas velocity (m s�1)

ut Translational velocity of the slug front (m s�1)

uf Average velocity of the liquid film (m s�1)

ux Shear velocity (m s�1)

U Average fluid velocity in the pipe (m s�1)

U0 Flow velocity at the boundary layer (m s�1)

v Corrosion rate (gm�2 h)

w Energy density/mass transport rate/corrosion

rate (Pa/molm�2 s�1/gm�2 h)

wer Mass loss rate in erosion corrosion (gm�2 h)

Y Axial position/distance from the wall (m)

yþ Normalized (dimensionless) wall distance

Z Number of charges

dPr Prandtl’s boundary layer thickness

Dc Concentration gradient (molm�3)

Dp, DP Pressure loss (Pa)

e Relative roughness

l Tube friction factor

m Hydrodynamic viscosity (Pa s)

n Kinematic viscosity of flowing fluid (m2 s�1)

v Wave frequency/rotational speed (s�1)

Fdestruct Rate of scale destruction

Fscale Rate of scale formation

r Density (kgm�3)

sB Fracture stress of the scales (Pa)

tRC Wall shear stress in rotated cage (Pa, Nm�2)

tw Wall shear stress (Pa, Nm�2)

2.13.1 Introduction

Flowing media are encountered in nearly all techni-
cal systems, for example, in heat exchangers, pumps,
hydraulic machines, steam generators, different com-
ponents of power stations, chemical plants, and the
oil and gas industry, and in many cases, corrosion
failures occurred due to flow effects. Understanding
the mechanisms involved needs a detailed knowledge
of both corrosion (specifically electrochemical corro-
sion) and fluid dynamics.

On the corrosion side, the type of material and the
status of its surface (scale-free or scale-covered) are
decisive. On the fluid dynamics side, the type of flow
regime must be considered (developed laminar and
turbulent flow; disturbed flow; one-phase, two-phase,
multiphase flow without and with solid particles; and
in the case of multiphase flow, horizontal, inclined,
and vertical flow).1–11

2.13.2 Flow Dynamic Basics

2.13.2.1 Laminar and Turbulent Flow

The intensity of flow can be characterized as either
laminar or turbulent. In laminar pipe flow, the profile
of the local flow velocity, ur , is parabolic (Figure 1(a))
and can be calculated according to eqn [1].12

ur ¼ uc½1� ðy=RÞ2� ½1�
where ur is the axial velocity, uc is the velocity at the
pipe centerline, y is the axial position, and R is the
inner radius of the pipe. Equation [1] is an analytical
solution of the Navier–Stokes equation and the con-
tinuity equations of the fluid flow.
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In turbulent pipe flow, the profile of the local flow
velocity, ur, is logarithmic (Figure 1(b)) and can be
calculated according to eqn [2].12

ur ¼ uc½1� ðy=RÞ�1=n ½2�
where n depends on the Reynolds number (Re). Equa-
tion [2] is based on extensive experimental analysis,
because no exact solution of the Navier–Stokes equa-
tion can be given for turbulent pipe flow.

The dimensionless Re is commonly used to char-
acterize the nature of fluid flow. For liquid flow
through pipes, Re is defined according to eqn [3].12

Re ¼ uL

n
¼ urL

m
½3�

where u is the average fluid velocity in the pipe
(m s�1), L, the characteristic length (for pipe flow
the diameter, d, of the pipe) (m), and n, the kinematic
viscosity of flowing fluid (m2 s�1), which can be
expressed as the ratio of the hydrodynamic viscosity m
(Pa s) and the density r (kgm�3).

From the Re, the flow regime can be derived. For
Newtonian liquids, pipe flow is in the:

� developed laminar flow regime, if Re< 2300;
� transition (buffer) flow regime, if 2300<

Re< 4000;
� turbulent flow regime, if Re> 4000.

In flow systems with real liquids, energy losses occur
as a result of friction at the solid wall and due to
eddies (vortices) in the near-wall region. In the lami-
nar flow regime, the pressure loss in a pipe or channel
is proportional to the average flow velocity, u, and can
be quantified according to the Hagen–Poiseuille
equation (eqn [4]).13

Dp
l
¼ 32mu

1

d 2
½4�

where Dp is the pressure loss, l is the tube or channel
length, and d is the characteristic diameter. However,
in technical systems, the surface roughness has to be
considered with a tube friction factor l (eqn [5]),

which depends on both the surface roughness and
the flow regime (Re).13

Dp ¼ l
l

d

u2

2
r ½5�

For laminar flow (Re< 2300), the friction factor is a
direct function of the Re (eqn [6]):

l ¼ 64

Re
½6�

In the case of turbulent flow, the friction factor is
strongly dependent on the Re, and Dp will increase
proportional to u2. For 2300� Re� 105, the following
relationship was found by Blasius for smooth surfaces
(eqn [7]):

l ¼ 0:3164

Re1=4
½7�

In the case of small Re, the thickness of the boundary
layer may be sufficient to cover all roughness peaks.
The pressure loss will be slightly greater than in the
case of smooth walls. However, it occurs according to
the same physical laws relevant to the laminar region.
With increasing Re, the boundary layer becomes thin-
ner and thinner, and the roughness elements pene-
trate through the boundary layer into the main flow
stream resulting in considerable drag and pressure
loss. Thus, with increasing flow velocity, the pressure
loss becomes more dependent on the surface rough-
ness. At high roughness, the viscous forces in the
near-wall boundary layer become negligible.

Regardless of the multitude of roughness forms
and their distribution, a relative roughness, e, is
defined according to eqn [8]:

e ¼ K

d
½8�

where K is the average height of all roughness peaks.
Equation [8] also indicates that wall effects decrease
with increasing pipe diameter. In the case of fully
developed flow, the friction factor l becomes

(a)

u

(b)

u

Figure 1 Velocity profile in (a) laminar flow and (b) turbulent flow.
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independent of the Re and can be calculated according
to eqn [9] (Prandtl, Karman).14

l�1=2 ¼ 2 log
d

K
þ 1:14 ½9�

These equations are empirical in nature.However, they
clearly indicate that pressure losses in pipes strongly
depend on the flow velocity (more general: the Re) and
on fluid–wall interactions, which depend on the surface
roughness on the solid side and on the nature of the
boundary layer on the fluid side. In the following
section, the nature of the boundary layer is looked at
in more detail.

2.13.2.2 The Boundary Layer

The boundary layer is a near-wall region with non-
uniform flow in a small layer between the bulk flow
and the solid wall. This small layer is not constant
over a greater length, but develops gradually in the
flow direction. All friction effects occur within this
layer, while in the bulk region, the flow is friction-
free in the ideal case.

The development of the boundary layer is shown
schematically in Figure 2. A thin plate is hit by a free
flow with the velocity U0. A boundary layer starts
forming at the plate surface. The gradient of flow

velocity, u(y) – with y giving the distance from the
plate surface – changes over the length of the plate.
The thickness of the boundary layer increases with
the distance, x, from the front of the plate. The
Prandtl’s boundary layer, dPr, is defined as the dis-
tance y where the local flow velocity is only 1%
smaller than the bulk velocity (eqn [10]).15

dPr ¼ yðUy¼0:99U0Þ ½10�
The flow in the boundary layer can be laminar or
turbulent. In a small region after the leading edge of
the plate where the boundary layer thickness is still
small, the flow regime is laminar. With increasing
thickness of the boundary layer along the plate, the
boundary layer becomes increasingly unstable and
turbulences are formed. The region where laminar
flow changes to turbulent flow is called the transition
region. The thickness of the boundary layer increases
step-like along the plate. The time-averaged velocity
profiles are shown in Figure 2. In the laminar region,
the wall shear stresses, tw, decrease up to the transition
region. There wall shear stresses tw increase sponta-
neously because the ratio between the change of flow
velocity, du, and the distance, dy , from the plate
increases spontaneously. However, tw decreases grad-
ually along the plate length, x.
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Figure 2 Boundary layer along a thin plate.
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The properties of the boundary layer can be char-
acterized by local Re, which are related either to the
layer thickness, dPr, or to the distance, x, from the
front of the plate (eqns [11] and [12]).15

RedPr ¼
U0dPr
m

½11�

Rex ¼ U0x

m
½12�

Laminar boundary layer : The layer thickness, dPr,
increases with the distance from the leading edge
of the plate and decreases with the flow velocity,
U0. This can be expressed by the Blasius equation
(eqn [13]).15

dPr ¼ 5:0

ffiffiffiffiffi
ux
U0

r
¼ 5:0xffiffiffiffiffiffiffi

Rex
p ½13�

The wall shear stress, tw, is directly related to the
gradient of the flow velocity (eqn [14]).

tW ¼ m
dU

dy

� �
y¼0

¼ 0:332 m
U0

x

ffiffiffiffiffiffi
Rey

p ½14�

where m is the hydrodynamic viscosity (Pa s).
Turbulent boundary layer: The turbulent boundary

layer exhibits a much more complex structure than the
laminar boundary layer. The major part of the bound-
ary layer consists of the turbulent zone (Figure 3) with
a chaotic turbulence activity and permanently chang-
ing flow pattern. The turbulent zone is again divided
into an outer zone and an inner zone (often called
buffer zone). Only in the inner zone are viscous effects
encountered.16,17

Close to the wall, in the inner zone (Figure 3), the
fluctuations are damped, resulting in a viscous sub-
layer with laminar flow profile. In general, the flow
pattern in the viscous sublayer is taken as quasi-static.
However, it has been shown experimentally that tur-
bulences in the outer and, specifically, in the buffer
zone can affect the flow situation in the viscous sub-
layer, causing fluctuations of the thickness and the
flow pattern in the viscous sublayer.18–20

The three regions of the turbulent boundary layer
can be mathematically resolved using the normalized
(dimensionless) flow velocity, uþ (eqn [15]), and the
normalized (dimensionless) wall distance, yþ (eqn
[16]).

uþ ¼ u

ux
½15�

u is mean velocity in turbulent boundary layer (m s�1)

yþ ¼ yux

n
½16�

where y is distance from the wall (m), ux ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiðtw=rÞ

p
is

shear velocity (m s�1), n, the kinematic viscosity
(m2 s�1), tw, the wall shear stress (Nm�2 or Pa), and
r, the fluid density (kgm�3).

The velocity distribution in the viscous sublayer
(yþ< 5), in the buffer region (5< yþ< 30–40), and
the outer turbulent zone (30–40< yþ< 100) can be
calculated according to the equations given in the
semilogarithmic plot in Figure 4.18

The local flow velocity in the viscous sublayer can
be calculated according to eqn [17]:

u ¼ tw
m
y ½17�

y

U0

y = dpr

u(y) Outer zone without
viscous effect

Inner zone 
with viscous effect

Viscous sublayer

Boundary layer

Bulk flow

tw

Figure 3 Turbulent boundary layer.
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2.13.2.3 Flow Patterns

The interaction intensity between flowing media and
solid walls depends on the number of phases and on the
magnitude and relative ratio of the superficial velocities
of each phase involved. (The superficial velocity is
calculated separately for each phase assuming that no
other phase is present). The easiest-to-describe flow
pattern is the undisturbed, developed single phase
flow. Much more complicated and more dangerous,
with respect to flow-induced localized corrosion,
(FILC) is the disturbed single phase flow as encoun-
tered downstream of weld beads, pipe fittings, valves,
orifice plates, at pipe joints, upsets, bends, tees, elbows,
or tube inlets of heat exchangers. The hydrodynamic
description becomes even more challenging in the
case of two-phase flow (liquid–liquid, liquid–gas, liq-
uid–solid) and multiphase flow (liquid–liquid–gas,
liquid–liquid–solid, liquid–gas–solid, liquid–liquid–
gas–solid) in horizontal, inclined, or vertical flow sys-
tems, not to mention additional conditions of surface or
flow directional disturbances. Figures 5–7 give exam-
ples of mixed phase flow patterns.9,21,22

What makes exact hydrodynamic descriptions so
difficult is the fact that a multitude of fluid–wall
interactions can take place, including mass transfer,
heat transfer, fluctuating shear stresses parallel to the
surface, fluctuating energy densities (fluctuating pres-
sures) perpendicular to the surface, particle impact
(erosion), and near-wall gas bubble collapse

(cavitation) (Figure 8). Besides these kinds of inter-
actions, the nature of the wall (surface roughness,
hardness, ductility, and fracture toughness, presence
of protective layers like films, coatings, or scales) plays
a significant role. This is the reason why predictive
mathematical models in flow-assisted corrosion are
available only for relatively simple flow systems.
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Figure 4 Structure of the turbulent boundary layer and distance-related velocity distribution. Reproduced from Davies, J. T.

In Turbulence Phenomena; Academic Press: New York, 1972; Chapter 2, pp 121–143.
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2.13.3 Corrosion Aspects

Flow can enhance uniform corrosion or initiate and
propagate localized corrosion. The first case is mostly
encountered when the material’s surface is bare

(i.e., scale free) or is covered with a very porous and
thus nonprotective scale. This case will be described
as flow-enhanced corrosion (FEC). In contrast the
acronym FILC will be used to describe flow-induced
localized corrosion generally found under corrosion
conditions when more or less protective scales cover
the material’s surface and are destructed by flow
effects.23–26

2.13.3.1 Scale-free Surfaces

Under free corrosion conditions, the corrosion rate is
flow dependent when the rest potential, UR, is in the
potential range of the mass transport (diffusion)-
controlled region of the cathodic partial current
density–potential curve j� (Figure 9). U*(Me) and
U*(CA) are the equilibrium potential of the metal–
metal ion redox reaction and the cathodic redox
reaction, respectively. The corrosion current density,
jc, is then equal to the diffusion current density, jD, of
the cathodic partial current density–potential curve
j�, and jD depends on the flow, according to the
Fick’s law (eqn [18]).27

jD ¼ zFDDc
dN

½18�

where D is the diffusion coefficient of the cathodi-
cally active species (m2 s�1), z , the number of charges
exchanged in the cathodic reaction, F, Faraday’s con-
stant (96 485Cmol�1), dN, the Nernst diffusion layer
thickness (m), and Dc, the concentration gradient of
the cathodically active species between the bulk solu-
tion (cbulk) and the electrode surface (c*). Under dif-
fusion controlled conditions, c* is equal to zero
(Figure 10).

In laminar flow regimes, dN ranges between 1 and
100 mm and depends on the bulk flow velocity, u0,
according to eqn [19], where n can take values
between 0.5 and 1.17

dN ¼ 1

un0
½19�

The hydrodynamic layers next to the metal surface
will exhibit a transition from pure diffusion and
migration immediately next to the surface to a con-
vection-dominated region further away from the sur-
face. It is mathematically convenient to consider a
simplified model of the interface that consists of a
layer in which only diffusion and migration occur,
known as the Nernst diffusion layer, in direct contact
with bulk solution, which has a constant composition.
The thickness, dN, of the Nernst diffusion layer is
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proportional to the thickness of the Prandtl boundary
layer, dPr (eqn [20]).

dN � D

n

� �1=3

dPr ½20�

For aqueous solutions with kinematic viscosities, n, in
the order of 10�2 cm2 s�1 and diffusion coefficients in
the order of 10�5 cm2 s�1, dN ranges in the order of
10% of the Prandtl boundary layer.

The ratio between the kinematic viscosity and the
diffusion coefficient is also called Schmidt number, Sc
(eqn [21]).17

Sc ¼ n
D
¼ u0l

D

� ��
u0l

n

� �
¼ Pe

Re
½21�

Pe is the Peclet number (=u0l/D). When the flow
becomes turbulent (high Re, rough surfaces), the trans-
port conditions become more complicated and can be
expressed only semiquantitatively. For Sc in the order
of 103, the diffusion boundary layer thickness is of the
order of 1/6 of the thickness of the viscous sublayer.
Thus, the diffusion boundary layer reacts directly to
changes in the thickness of the viscous sublayer.
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For turbulent flow, a general equation exists for mass
transport correlations at different flowpatterns, based on
the dimensionless parameters Re, Sc, and Sh (eqn [22]).28

Sh ¼ aScbRec ½22�
The Sherwood number, Sh, describes the ratio of total
mass transport to mass transport by molecular diffusion
(eqn [23]).29

Sh ¼ kL

D
½23�

where k=D/dN is themass transport coefficient (m s�1),
and L, the characteristic length (m). The constants a, b
and c in eqn [22] are given inTable 1 for different flow
devices.

2.13.3.2 Scale-Covered Surfaces

At scale-covered metal surfaces, molecular pore diffu-
sion becomes the rate-determining step (Figure 11).
This depends, of course, on the pore size and density.

In general, the corrosion rate becomes nearly indepen-
dent of flow under the assumption that the thickness or
the existence of the scale is not influenced by the flow-
ing medium, for example, due to enhanced dissolution
or cracking and subsequent spalling. The major concen-
tration gradient of electro-active species (transported to
or from the metal surface at the bottom of the pores)
occurs in the pores.9,30 The flow intensity at the scale-
covered surface will influence only the convective dif-
fusion of electro-active species in the Prandtl boundary
layer to the entrance of the pores, which generally re-
sults in only a small concentration gradient (Figure 11).

The mass transport in the laminar Prandtl bound-
ary layer, dPr, and in the pores of the scale can be
described by Fick’s law (eqns [24] and [25]):

mPr ¼DPr
cbulk� cs

dPr
ðDiffusion in Prandtl layerÞ ½24�

ms ¼Ds
cs� c0

ds
ðPore diffusionÞ ½25�

Table 1 Mass transport relationships for important flow systems

Flow system Power law Sh ¼ aScbRec Range of validity Characteristic length and Re

Free rotated disc

Laminar flow 0:60Sc1=3Re1=2 102 < Re < 105 L ¼ r;Re ¼ or2

n
Turbulent flow 0:011Sc1=3Re0:87 Re > 106

Rotated disc in front of wall

Laminar flow 17:3Sc1=3Re0:34 9� 104 < Re < 6� 105 L ¼ r;Re ¼ or2

n
Turbulent flow 0:05Sc1=3Re0:78 Re > 6� 105

Free rotated cylinder
Turbulent flow 0:079Sc0:35Re0:7 102 << Re < 4� 105 L ¼ r;Re ¼ or2

n

Coaxial cylinder 0:0027Sc1=3Re Re < 2:7� 105 L ¼ r;Re ¼ or2

n

Flat plate in channel and tube flow

Laminar flow 2:54Sc1=3Reðde=lÞ1=3 Re < 2300
L ¼ de;Re ¼ deu

�
Turbulent flow 0:079Sc0:35Re0:7 Re <2300

de ¼ 4� cross section are

perimeter

Flat plate in free area

Laminar flow 0:34Sc1=3Re1=2 Re < 5� 105 L ¼ l;Re ¼ lu

n

Rotated cage
Turbulent NA NA ReRC ¼ or2RC

n

Impinging Jet

Region A (laminar) 1:51Re0:5Sc0:33
H

d

� ��0:054

Re < 2000 L ¼ d;Re ¼ du

n
Region B (transition)

1:12Re0:5Sc0:33
H

d

� ��0:054 d: nozzle diameter

4000<Re< 16000 u: flow velocity in nozzle

Source: DIN 50920, Corrosion of Metals, Part I. Corrosion Testing in Flowing Liquids; General, (in German); Beuth Verlag: Berlin,
Germany,1985; Papavinasam, S.; Revie, R.W.; Attard, M.; Demoz, A.; Sun, H.; Donini, J.C.; Michaelian, K. In Inhibitor Selection for Internal
Corrosion Control of Pipelines: 1. Laboratory Methodologies, Corrosion’99; NACE International: Houston, TX, 1999; Paper no. 1;
Poulson, B. Corros. Sci. 1983, 23(4), 391–430; Poulson, B.; Robinson, R. Corros. Sci. 1986, 26(4), 265–280.
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where mPr is the mass transport rate in the Prandtl
boundary layer (molm�2 s�1); mS is the mass transport
rate in the pores (molm�2 s�1); D is the diffusion
coefficient of the electro-active species (i) under con-
vective diffusion in thePrandtl layer (DPr) and (ii) in the
pores of the scale (DS); c, the concentration (molm�3)
of the electro-active species (i) in the bulk (cbulk), (ii) at
the entrance of the pores (cS), and (iii) at the metal
surface (c0); and dS is the thickness of the layer (m).

The kinetics of corrosion processes at scale-
covered materials results from a combination of the
following simplified partial processes:

1. Transport of corrosive species to the scale
(eqn [26])9:

v1 ¼ k1 cbulk � csð Þ ½26�

This process is controlled by the combination of
convection and diffusion. The coefficient k1 is flow-
dependent.

2. Transport of electro-active species through the
pores of the scale (eqn [27]):

v2 ¼ k2 cbulk � csð Þ ½27�

This process is mainly controlled by diffusion. The
coefficient k2 is strongly dependent on the pore struc-
ture of the scale but is not flow-dependent.

3. Interface reaction (eqn [28]):

v3 ¼ k3c0 ½28�

The coefficient k3 is potential-dependent, but not
flow-dependent. Under conditions of stationary
mass transport rate, the following equations are
valid (eqns [29] and [30]):

cbulk ¼ ðcbulk � csÞ þ ðcs � c0Þ þ c0 ½29�
or

v ¼ v1 þ v2 þ v3 ½30�
Regarding eqns [26]–[28] and the assumptions in
eqns [29] and [30], the following relationships will
result (eqns [31] and [32]):

cbulk ¼ v

k1
þ v

k2
þ v

k3
½31�

with

v ¼ v1 þ v2 þ v3 ¼ cbulk

ð1=k1Þ þ ð1=k2Þ þ ð1=k3Þ ½32�

where v is the corrosion rate (gm�2 h); k1, k2, k3 are
coefficients, where only k1 is flow-dependent. k2 and
k3 depend on the pore structure (size, density). As the
scale is growing and the porosity is decreasing, that is,
k2!0, the flow velocity effect will decrease.

The rate of scale formation, Fscale, is proportional
to the mass conversion rate (corrosion rate) according
to eqn [33]:

Fscale ¼ K1v ½33�
The rate of scale destruction is influenced by the flow
intensity, which is expressed mostly in terms of wall
shear stress, tw (eqn [34]):

Metal Scale Pores

Corrosive
species

d (μm)

Corrosion
products

Bulk
solution

CBulk

CS

C0

(a) (b)

3 3

C
(mol l−1)

2 12
ds ds

dPr dPr

1

Figure 11 (a) Corrosion process on scale-covered metal surfaces and (b) concentration gradient of electro-active species

from the bulk solution to the metal surface.
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Fdestruct ¼ K2taw ½34�
The proportionality factor, K2, is mainly influenced by
the binding forces between the particles (e.g., crystal-
lites) forming the scale and the adhesion between scale
and base material. The exponent, a, relates to the flow
pattern and the contribution of erosion and cavitation.
For a dynamic equilibrium (Fscale ¼ Fdestruct), it fol-
lows that

K1v ¼ K2taw ½35�
v ¼ K2

K1
taw ¼ K3taw ½36�

These equations (eqns [35] and [36]) describe the
relation between the mass conversion rate (corrosion
rate) and the flow intensity, expressed in terms of wall
shear stress, tw. The proportionality factor, K3,
describes the density of the scale, its porosity, the
binding forces between the particles forming the
scale, and finally its fracture stress.30–32

2.13.3.2.1 Scale destruction

For each corrosion system, a critical flow intensity Icrit
can be identified above which the scale is destroyed
and its protectiveness is lost (Figure 12). The corro-
sion rate increases abruptly and finally becomes
purely mass transport controlled according to the
boundary conditions of a scale-free system.25,30

The classic mechanism of scale destruction above
the critical flow intensity is sketched inFigure 13. It is
assumed that near-wall microturbulences cause local
thinning of the scale, which locally becomes porous
and finally is completely carried away by the flow.
Once a scale-free, unprotected local surface area has
formed, the local flow intensity prevents the

reformation of the protective scale, and local penetra-
tions start producing the characteristic pattern of
FILC. While it is possible that the scale is destroyed
particle by particle and crystal by crystal during inter-
action with the flowing media, more recent observa-
tions revealed that scales of oxides, carbonates,
phosphates, and sulfides rather crack and spall.33,34 Fig-
ures 14 and 15 give examples of iron carbonate and
iron sulfide scales from which parts of the scales
experienced cracking and spalling. The fracture stres-
ses of such scales have been measured33–35 and range
in the order of 75–720MPa for iron carbonate scale
from CO2 corrosion of steel and 50–150MPa for iron
sulfides from H2S corrosion of steel. The fracture
stresses are influenced by the porosity and thickness
of the scale and increase dramatically when formed in
the presence of effective corrosion inhibitors.36,37 Fig-
ure 16 shows the failure mode diagram of corrosion-
produced iron carbonate scales in the absence and
presence of corrosion inhibitor. The corrosion inhibitor
decreases the scale thickness, and hence, increases
the critical fracture strain. The data were used to eval-
uate the surface fracture stress of iron carbonates
(Figure 17).34,38

In view of the magnitude of the fracture stresses
and adhesion strengths measured for corrosion prod-
uct scales,34,35,38 which number in the MPa range
(Table 2), it appears difficult to understand that
wall shear stresses in the range of 10–100 Pa (techni-
cal systems) or at maximum up to 103–104 Pa
(extreme local flow intensities) can cause cracking
and spalling of scales.
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Figure 12 Dependence of corrosion rate on flow intensity.
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Figure 13 Classic mechanism for initiation of FILC.
Reproduced from Pini, G.; Weber, J. Technische

Rundschau Sulzer (in German) 1979, 2, 69.
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As it is clearly proven that flow-induced fluid
dynamic forces can destroy protective layers, it is
necessary to define such forces, which obviously act
not parallel to the surface (as the wall shear stress) but
rather perpendicular to the surface (Figure 18). This
hydrodynamic force perpendicular to the wall shall be
called hydrodynamic energy density, ED (Pa). For the
initiation of FILC, the hydrodynamic energy density

must be, at least locally, equal or greater than the
fracture stress of the scales, sB (Pa) (eqn [37]).

ED � sB ½37�
While the wall shear stress, tw (Pa), has been clearly
defined (eqn [14]) and measured for a long time, the
hydrodynamic energy density, ED (Pa), has been
defined only recently39,40 during investigations,
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Sulfide scale

100 μm

Figure 15 Cracking and spalling of iron sulfide scale

during flow experiments. Reproduced from Schmitt, G.;

Bosch, C.; Pankoke, U.; Bruckhoff, W.; Siegmund, G. In

Evaluation of Critical Flow Intensities for FILC in Sour Gas
Production, Corrosion’98, NACE International: Houston, TX,

1998; Paper no. 46.

Carbonate scale 

500 μm

Figure 14 Cracking and spalling of iron carbonate scale

during flow experiments. Reproduced from Schmitt, G.;

Mueller, M.; Papenfuss, M.; Strobel-Effertz, E. In

Understanding Localized CO2 Corrosion of Carbon Steel
from Physical Properties of Iron Carbonate Scales,

Corrosion’99; NACE International: Houston, TX, 1999;

Paper no. 38.
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aiming at identifying the interaction energy of singly
near-wall turbulence elements via microelectro-
chemical flow measurements.

This approach used the Léveque equation41(eqn
[38]), which correlates the wall shear stress with the
diffusion current density of a tracer redox system at a
microelectrode (diameter 15–200 mm) under defined
flow conditions.

tw ¼ k½ jD�3 ½38�

with

k ¼ m
0:813z3c0l2b3D2

½39�

where k is a constant depending on the dynamic
viscosity, m (Pa s), of the electro-active species, the
number z of electrons exchanged in the tracer redox
system, the concentration, c0 (molm�3), and diffusion
coefficient, D (m2 s�1), of the redox system, and the
geometry of the microelectrode: the length, l (m), and
the width, b (m).

The measured flow dependent parameter is jD
(Am�2), the diffusion current density of the mass
transport-controlled redox reaction. Most commonly,
the hexacyano-ferrate(II/III) redox system (eqn [40])
is used as tracer redox system in such measurements,
because of its simple one-electron transfer and
known system parameters.

½FeðCNÞ6�3� þ e� ! ½FeðCNÞ6�4� ½40�
Under turbulent flow conditions, the diffusion-con-
trolled current densities, jD(t), measured at microelec-
trodes are fluctuating with time (Figure 19) due to
fluctuations in the Nernst diffusion layer, which is
caused by turbulence elements disturbing the viscous
sublayer of the turbulent boundary layer. In order to
evaluate the information contained in the noise of the
diffusion current densities, the noise data (after sub-
traction of the DC part) have been subjected to a
Wavelet transform, which yields the signal amplitudes
in the frequency and time domain (Figure 20).

For each time resolution, an amplitude/frequency
spectrum is obtained. It appears that at different times

Table 2 Comparison of system forces

Forces Magnitude (Pa)

Wall shear stress

Technical systems 100–102

Extreme flow intensities 103–104

Adherence of scales 106–107

Fracture stress of scales

High porosity 107–108

Low porosity 108–109

Source: Schmitt, G.; Mueller, M.; Papenfuss, M.; Strobel-Effertz,
E. In Understanding Localized CO2 Corrosion of Carbon Steel
from Physical Properties of Iron Carbonate Scales, Corrosion’99;
NACE International: Houston, TX, 1999; Paper no. 38; Schmitt, G.;
Bosch, C.; Pankoke, U.; Bruckhoff, W.; Siegmund, G. In
Evaluation of Critical Flow Intensities for FILC in Sour Gas
Production, Corrosion’98; NACE International: Houston, TX,
1998; Paper no. 46; Schmitt, G.; Bosch, C.; Mueller, M.;
Siegmund, G. In A Probabilistic Model for Flow Induced Localized
Corrosion, Corrosion’2000; NACE International: Houston, TX,
2000; Paper no. 49; Schmitt, G.; Mueller, M. In Critical Wall Shear
Stresses in CO2 Corrosion of Carbon Steel, Corrosion’99; NACE
International: Houston, TX, 1999; Paper no. 44.
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Wall shear stress
parallel to the wall
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+ 

X+

Hydrodynamic energy density
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Scale Scale

Figure 18 Interaction of hydrodynamic forces with scales.
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different amplitude fluctuations are encountered.
Furthermore, no discrete frequency spectra are
observed even at very high time resolution. Based on
this, broad frequency range simulations have been
performed with the aim of investigating whether the
frequency spectra obtained can provoke high-inten-
sity singularities, which significantly exceed the gen-
eral noise level. The simulation was performed
according to the algorithm expressed in eqn [41].39,40

jDðtÞ ¼
X
o

AðoÞsinðotÞt0 ½41�

At an arbitrarily chosen time (e.g., at the time 0.5 s,
Figure 20), the corresponding amplitude/frequency
spectrum is obtained (Figure 21). If all amplitudes at
all frequencies in the selected frequency range are
added for this specific time according to eqn [41], a
singularity arises that represents the same singular

situation when oceanic ‘freak waves’ (Rogue
Waves)42,43 are formed. In this case, a group of surface
waveswith different wave heights (amplitudes) travels
in the same direction, but with different velocities.
When all waves of this group are phased in for a single
moment, that is, when they meet at the same time, a
single wave is formed that piles up orders of magni-
tude higher than the average height of the group of
waves. This singularity contains the power of all waves
included, and the volume elements of this singular
wave contain the highest energy density possible
under these conditions.

In order to apply the same algorithm on the
amplitude/frequency profile chosen in the example
according to Figure 21, the amplitude/frequency
function is fitted with a polynomial equation, which
is inserted in eqn [41] for the amplitude A. The
summing-up range shall include the relevant fre-
quency range (e.g., 1–2500Hz; see Figure 21). Within
a unit time of 1 s, the summing-up procedure will
be repeated in very small time steps, for example,
1/250 000 s.39,40

The results of this calculation are presented in
Figure 22. A singularity is found in the time range
close to t=1 s, the amplitude of which exceeds the
general noise level by orders of magnitude. Taking
into account that the amplitudes represent diffusion
current densities, the maximum in Figure 22 repre-
sents a fictive maximum diffusion current density in
the order of 500.000mA cm�2. This phenomenon
repeats at all unit time intervals.

The physical meaning of this maximum current
density (called ‘freak current density’) is that, at the
time of this ‘freak’ event, volume elements of the
‘freak wave’ in a near-wall turbulence element close

A
m

p
lit

ud
e 

(m
A

cm
–2

)

Fitted polynome

Data
extracted from

wavelet transform

Area of summation

Frequency (Hz)
5000

0

50

100

150

200

250

1000 1500 2000 2500

Figure 21 Polynomial fitting (fourth grade) for time cut in

Wavelet data.

D
iff

us
io

n 
cu

rr
en

t
d

en
si

ty
 (m

A
cm

–2
)

Noise current
density (mA cm–2)

Potential (V)

jD

Time (s)

Wavelet
transform

(linear, logarithmic)

Current density
fluctuation jD(t)

[Fe(CN)6]3−+ e− [Fe(CN)6]3−

0 0.2 0.4 0.6 0.8 1.0 1.2
−30

30

0

Figure 19 Evaluation of diffusion controlled current

density noises.

A
m

p
lit

ud
e 

(m
A

cm
–2

)

Fr
eq

ue
nc

y (
Hz)

Time (s) 0

0

0.5

1.0

0

100

200

2000

1000

Figure 20 Linear wavelet transform of current noise

signal.

Flow Assisted Corrosion 967

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



to the viscous sublayer is accelerated perpendicular
toward the solid surface (Figure 23), reaching
through the viscous sublayer down to the solid. If a
microelectrode is present on the surface, the viscous
sublayer, and hence, the Nernst diffusion layer is
deformed for a very short time (in the range of milli-
seconds) to thicknesses that allow extreme high mass
transport rates.

The energy density, ED, of a freak wave volume
element accelerated toward the surface can be

expressed according to classic wave dynamics with
eqn [42].44

w ¼ dE

dV
¼ 1

2
rA2o2 ½42�

where w is energy density (Pa), r is density (kgm�3), A
is wave amplitude (m), and o is wave frequency (s�1).
Both energy density and wall shear stress have the unit
Pascal. It is, therefore, assumed that the same relation
used in the Léveque equation can be used to calculate
the ‘freak’ energy density, EF

D, from the freak current
density, j FD (eqn [43]):

wF ¼ tF ¼ EF
D ¼ kred=ox½j FDðtÞ�3 ½43�

or by using eqn [41]:

tF ¼ EF
D ¼ kred=ox

X
o

AðoÞ sinðotF Þ
 !3

½44�

kred/ox is a calibration factor which relates to the redox
system used for measuring the diffusion-controlled
current noise fluctuations. For the hexacyanoferrate
redox system, this calibration factor has been evalu-
ated to45:

kred=ox ¼ 2:14� 10�8 ðNm4A�3Þ ½45�
A freak amplitude of 500 000mAcm�2 (Figure 22)
would then amount to a freak energy density (FED)
of �3GPa, which is by far enough to crack any pro-
tective scale. For comparison, the fracture stress of iron
carbonate single crystals have been estimated to range
in the order of 1.4GPa, while fracture stresses of iron
carbonate layers from CO2 corrosion of steel have
been measured to range in the order of 0.075–
0.72GPa.34

Thus, the critical flow intensity, which can cause
cracking and subsequent spalling of protective scales,
and therefore, will initiate FILC that can be deter-
mined with eqn [43] using mass transfer-controlled
current density noise data from flush-mounted
microelectrodes with subsequent Wavelet transform
treatment.

Based on this FED model, the effect of additives
(inhibitors, drag reducers/flow improvers) on the
prevention of FILC can easily be understood. Assum-
ing that the critical fracture stress of an iron carbon-
ate scale is 200MPa (Figure 24), a FED of about
3000MPa encountered under given flow conditions
in a CO2 corrosion system is by far enough to crack
the scale. Addition of 1mM C12-quat(PEGmod)
(polyethylenglycol-modified C12-quaternary alkyl-
ammonium halide) reduces the FED significantly

Freak
amplitude

Viscous sublayer

Scale

Metal

Accelerated
volume element

Turbulent boundary
layer

Figure 23 Model of freak wave impact on protective
scales. Reproduced from Schmitt, G.; Werner, C.; Bakalli, M.

In Evaluation of Local Energy Densities in Disturbed Flow:

A New Approach to Characterize Inhibitor Efficiencies to

Mitigate Erosion Corrosion, Proceedings of European
Conference, EUROCORR‘2004, Nice, France, Sept 12–16,

2004; European Federation of Corrosion, The Institute of

Materials, London, 2004.
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Figure 22 Simulation of the noise current density based

on Wavelet transform data. Phasing-in of amplitudes in the

unit time region. Reproduced from Schmitt, G.; Werner, C.;
Bakalli, M. In Evaluation of Local Energy Densities in

Disturbed Flow: A New Approach to Characterize Inhibitor
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under otherwise constant conditions, and cannot,
however, reduce it below the fracture stress of the
scale. Only with 1mMC14-quat (tetradecyltrimethyl-
ammonium bromide) could the freak energy density
be reduced significantly below the fracture stresses
of the scale, and thus, the onset of FILC be
prevented.39,40

The effect of C14-Quat concentrations at differ-
ent jet nozzle velocities on the maximum (freak)

energy densities encountered in aqueous liquids
with kinematic viscosities in the order of 1mPa s is
very significant and consistent and supports the FED
approach.

2.13.3.2.2 Corrosion intensity after scale
destruction

After flow-induced local destruction of protective
scales, layers, or films, the surface of the base material
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Figure 24 Effect of additives on freak energy densities. Reproduced from Schmitt, G.; Werner, C.; Bakalli, M. In Fluid

Mechanical Interactions of Turbulent Flowing Liquids with the Wall – Revisited with a New Electrochemical Tool,
Corrosion’2005; NACE International: Houston, TX, 2005; Paper no. 344.
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is attacked like a bare metal surface, depending on the
environmental conditions, that is, depending on the
relative contributions of the corrosion and the ero-
sion part to the rate of materials loss. These contribu-
tions can be estimated from the exponent a in eqn
[46], which aims to relate the mass loss rate, wer, in
erosion corrosion to the bulk flow velocity, ub.

4

wer / uab ½46�
For mass control of the corrosion reaction, the expo-
nent a is 0.33 for laminar flow and 0.8–1.0 for devel-
oped turbulent flow. It is zero for charge transfer
(activation) control and somewhere between 0 and
1 under mixed control. The exponent a is 1 also for
materials with passive films under activation/repas-
sivation control. If erosive effects are contributing, a
is >1, for example, 2–3 in the case of solid particle
impingement or even 5–8 in the case of cavitation
attack or liquid droplet impingement in high-speed
gas flow.

While the bulk flow velocity in full bore flow or
superficial flow velocities of the phases in question are
readily measured and controlled, it is appreciated
that, specifically, in disturbed flow, the flow character-
istics in the direct vicinity of the wall are much more
important than the bulk flow situation. Therefore, the
trend is increasing to evaluate at least the existing wall
shear stresses. However, bulk parameters are still used
to characterize a given flow system.

2.13.3.3 Tools for Investigating
Flow-Assisted Corrosion

A great variety of laboratory tools is available for
investigating flow-assisted corrosion.46 Lab tools
used include (Figures 26–28)28,47–50:

� rotated probes;
� pipes and channels; and
� jet impingement.

Rotated probes with axial symmetry include the free-
rotated disc, the disc in front of a wall, the free-rotated
cylinder, and the coaxial cylinder (Figure 26).28

Another set-up of rotated probes is the rotated
cage (Figure 27), which contains coupons arranged
between holders in such a way that the outer surface
of the coupons forms parts of the surfaces of a rotating
cylinder.48

The industrially prevalent type of flow exists in
pipes. Therefore, flow studies with tubes/pipes and
channels (Figure 26) are performed in those cases
where a direct correlation with real flow situations in
pipes is needed.

A very powerful tool is the impinging jet
(Figure 28), which is specifically suitable to investi-
gate susceptibilities of materials to FILC under
severe flow intensities and to study the efficiency of
corrosion mitigation, for example, the application of
corrosion inhibitors under such conditions. A newly

Free
rotated disc

Rot. disc in
front of wall

Free rotated
cylinder

Coaxial
cylinder

Channel flow Tube flow

Figure 26 Standardized tools to investigate flow-assisted corrosion. Reproduced from DIN 50920, Corrosion of Metals,
Part I; In Corrosion Testing in Flowing Liquids; General (in German); Beuth Verlag: Berlin, Germany, 1985.
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developed modification is the gas-pulsed impinging
jet (Figure 29), which can simulate the damaging
effect of slug flow without using a slug flow loop.46

Mass transport relationships available for the dif-
ferent experimental tools are listed in Table 1. The
merits and limitations of each tool are discussed in
the literature.46 Here, the authors clearly differenti-
ate between corrosion experiments (where corrosion
rates are directly calculated from time and surface
related mass loss measurements and where localized
corrosion can be observed by visual inspection of the
corroded specimens) and electrochemical experi-
ments, which may give information on corrosion
rates as well, but should rather be used for mechanis-
tic investigations, specifically to determine the nature
of rate-determining steps in corrosion mechanisms.

2.13.3.3.1 Rotating disc electrode

The rotating disc electrode (RDE) is preferentially
used to investigate mass transport phenomena in
laminar flow conditions. According to the Levich
equation (eqn [47]),51 the mass transport rate, w , in
a mass transport-controlled system is constant over
the disk surface and proportional to the square root of
the angular velocity, o, of the disc:

w ¼ k
ffiffiffiffi
o

p ½47�
where w is the mass transport rate, for example,
expressed in terms of mass loss rates (gm�2 h�1), o
is the angular velocity in radian per second, and k is
the constant, containing the diffusion coefficient, D,
of the rate-determining diffusing species (m2 s�1), its
concentration, Cbulk, in the bulk solution (molm�3),
and the kinematic viscosity, n, of the solution inves-
tigated (m2 s�1) (eqn [48]).

k ¼ 0:6205D2=3n�1=6Cbulk ½48�
The mass transport rate can also be studied electro-
chemically. In the case of mass transport control, the
diffusion-limited current density measured at a
rotated disc electrode is proportional to the square
root of the angular velocity, o (eqn [49]):

jD ¼ 0:6205nFD0:66n�0:167o0:5Cbulk ½49�
with the number of electrons n exchanged in the
specific electrode reaction, F (96 485Cmol�1), and
the other parameters as defined earlier.

A graph of jD versus
ffiffiffiffi
o

p
or w versus

ffiffiffiffi
o

p
(Figure 30) should give a straight line going through
the origin if the electrode reaction in question is purely

PTPE

Trailing
edge

Probe

Leading
edge

Figure 27 Rotated cage arrangement. Reproduced from
Schmitt, G.; Bruckhoff, W. In Relevance of Laboratory

Experiments for Investigation and Mitigation of Flow

Induced Corrosion in Gas Production, Corrosion’88; NACE
International: Houston, TX, 1988; Paper no. 357.
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Figure 28 Hydrodynamic flow pattern at the submerged

impinging jet. Reproduced fromDawson, J. L.; Shih, C. C. In

Corrosion’90; NACE International: Houston, TX, 1990;
Paper no. 21.

Liquid inlet

Gas
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Gas pulsed jet 
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d = 1 mm

Figure 29 Gas-pulsed impinging jet. Reproduced from
Schmitt, G.; Bakalli, M. In A Critical Review of Measuring

Techniques for Corrosion Rates under Flow Conditions,

Corrosion’2006; NACE International: Houston, TX, 2006;
Paper no. 593.

Flow Assisted Corrosion 971

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



diffusion controlled. If the straight line cuts the ordinate
according to the equation w ¼ a þ k

ffiffiffiffi
o

p
, there are

either experimental problems (e.g., shaft wobbling, for-
mation of vortices, entrainment of gas bubbles, etc.)
or there is an additional electrode reaction involved
that is not diffusion limited. From the slope of the
straight line in the jD versus

ffiffiffiffi
o

p
diagram, the diffusion

coefficient of the species determining the electrode
reaction can be measured very accurately (eqn [49]).
The flow pattern at the surface of the rotated disc can
be described in terms of dimensionless parameters
(Table 1).

2.13.3.3.2 Rotating cylinder electrode

The rotating cylinder electrode (RCE) has the advan-
tage that the complete flow regime from laminar to
turbulent can be tested in the same arrangement.
Three flow regimes can be differentiated52,53:

1. Laminar flow at low rotational speeds of the cylin-
der (the velocity profile is tangential).

2. Laminar flow superimposed with some turbulent
vortices in radial and axial motion above a critical
Taylor number (Ta ¼ Re½ðro � r iÞ=r i�, where Ta

is dimensionless Taylor number, Re is Reynolds
number, ro is outer cylinder radius (static), ri is
inner cylinder radius (rotating)).

3. Fully turbulent flow above critical Re.

The transition from laminar to turbulent flow is
�200. Below this critical Re, the Sh is constant
(Sh¼ 37) and independent of Re.54 At Re> 200, that
is, in the turbulent region, the following dimensionless

equation can be used for the system rotating inner
cylinder/static outer cylinder (eqn [50])55:

Sh ¼ 0:00791Re0:7Sc0:356 ½50�
This equation correlates with data from mass transfer,
heat transfer, and friction measurements at cylinders
rotating in liquids. The flow intensity at the cylinder
wall can be calculated from eqn [51]56:

tw ¼ 0:0791Re�0:3rr 2o2 ½51�
where tw is the wall shear stress (Pa), r is the solution
density (kgm�3), r is the cylinder radius (m), and o is
the rotational speed (s�1).

Corrosion rate at a rotating cylinder is correlated
with wall shear stresses using eqn [52].

w ¼ atb ½52�
where w is the corrosion rate (mm a�1), t is the wall
shear stress (Pa), and a and b are constants depending
on solution parameters, chemistry, and corrosion
product film and require definition.

2.13.3.3.3 Rotating cage

The rotating cage (Figure 27) is commonly used to
screen the susceptibility of materials to FILC and
to evaluate corrosion inhibitors for their efficiency to
prevent initiation of FILC. Due to the many experi-
mental advantages and the successful use of rotated
cage data in service, attempts have been made to
quantify the flow intensities encountered at coupons
rotated in the rotated cage. Equation [53] was devel-
oped as an approximation to estimate the wall shear
stress at coupons in the rotated cage57,58:

tRC ¼ 0:0791Re�0:3
RC rr 2RCo

2:3 ½53�

where tRC is the wall shear stress in rotated cage (Pa),
ReRC is the Reynolds number of rotated cage�
ReRC ¼ or 2RC=n

�
, rRC is the radius of the rotated

cage (m), r is the solution density (kgm�3), and o
is the rotational speed (s�1).

This equation is valid only for a certain geometry
of the rotated cage with a certain number of coupons
in a certain position. Comparison of critical wall
shear stresses obtained from both rotated cage and
impinging jet experiments for initiation of FILC in
different corrosion systems revealed that the critical
wall shear stresses calculated according to eqn [53]
are about a factor of 2 higher than the values received
via eqn [56] for the impinging jet.59

jD
or
w

Mixed
control

Diffusion
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Figure 30 Levich plot for diffusion controlled and mixed

controlled corrosion rate at rotated disc.

972 Types of Corrosion in Liquids

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



2.13.3.3.4 Pipe and channel flow
Flow experiments in tubes (pipes) or channels are rated
asmost service-related andmost predictive, because the
flow pattern in pipes and channels is encountered in
technical plants and is well defined by equations for
mass, heat, and momentum transfer. In the lab, pipe and
channel flow experiments are generally performed in
flow loops. The corrosion-relevant flow intensity at
pipe or channel walls is best defined by the wall shear
stress, tw, which can be measured as a pressure dropDP
along a given length DL of the pipe with a diameter d
(eqn [54])13,15:

tw ¼ DP
DL

� �
d

4

� �
½54�

The wall shear stress can also be measured electro-
chemically at microelectrodes flush mounted in pipe
walls using the Léveque Equation (eqn [38]).41

For a microelectrode with disc-shaped elec-
trode surface (diameter 15–60 mm) located in the
region of highest turbulence of an impinging jet
with a hexacyanoferrate (II/III) solution, a factor
k ¼ 3� 10�8 Nm4A�3 (eqn [38]) was obtained.39,40

This value is given here for orientation on its range of
magnitude. The microelectrode approach offers the
advantage of measuring local wall shear stresses also
at sites of disturbed flow (at obstacles, steps, grooves,
etc.). Microelectrodes with diameters in the range of
the size of microturbulence elements (e.g.,	100 mm)
allow the mapping of local wall shear stresses at
surfaces with high lateral resolution.

The microelectrode approach was successfully
used to quantify local and maximum fluid–wall inter-
actions under slug flow intensities40,60 expressed in
terms of Froude numbers. The Froude number (Fr) is
defined according to eqn [55].61

Fr ¼ ut � ufffiffiffiffiffiffiffiffiffiffiffiffiffi
g 
 heff :

p ½55�

where ut is the translational velocity of the slug
front (m s�1), uf is the average velocity of the liquid
film (m s�1), g is the acceleration due to gravity
(m s�2), and heff is the effective height of the liquid
film (m). The higher the Fr, the higher the slug flow
intensity.

2.13.3.3.5 Impinging jet

The impinging jet, specifically, the submerged imping-
ing single phase jet (Figure 28), has proved its useful-
ness to investigate flow effects in corrosion systems,
specifically, the initiation of FILC. The flow pattern at

the impinged surface has been extensively studied and
several detailed mathematical expressions of the
hydrodynamics are available.62,63 On the impinged
surface, three hydrodynamic regions can be differen-
tiated (Figure 28): the stagnation region (region A), a
region with high turbulence intensities (region B), and
the wall jet region (region C). For region B, the wall
shear stress can be calculated according to eqn [56]47,63:

tw ¼ 0:0447 
 r 
 u20 
 Re�0:182 x

d

� 	�2

½56�

where tw is the wall shear stress (Pa), r is the fluid
density (kgm�3), d is the inner diameter of the jet
nozzle (m), u0 is the fluid velocity at the front of the
jet nozzle (m s�1), x is the radial distance from the jet
nozzle center line (m), Re is based on the dimensions of
the jet (Re ¼ u0d=n), and n is the kinematic viscosity
(m2 s�1). With microelectrodes flush mounted into the
impinged surface, local wall shear stresses can be
measured using the Léveque equation (eqn [38]). The
impinging jet is commonly used to test the efficiencies
of additives (inhibitors, flow improvers) for preventing
FILC.

A modification of the impinging single phase jet is
the gas-pulsed jet, which has been developed to test
under flow intensities exceeding slug flow conditions.
Figure 31 shows the wavelet transform plots of the
time-related frequency/amplitude distributions
obtained at microelectrodes impinged with a gas
pulsed jet (Figure 29)50,64 at a constant superficial
liquid velocity, vSL, of 12m s�1 (at the jet nozzle)
and two different superficial gas velocities, vSG
(Figure 31(a): 16m s�1 and Figure 31(b): 22.3m s�1)
at 1 gas pulse per secondwith a duration of 50ms. The
gas-pulsed impingement under conditions according
to Figure 31(b) yielded responses with considerable
intensities in a frequency range (>1000Hz) clearly
exceeding the typical range encountered in a moving
slug flow at Fr ¼ 13 (Figure 31(c)). The gas-pulsed
impinging jet is a new versatile and small-scale exper-
imental device to test flow-improving additives and
the efficiency of corrosion inhibitors under slug flow
conditions.

Equations for determining wall shear stresses and
limiting current densities in different experimental
set-ups are collected in Table 3.

2.13.3.3.6 Maximum local flow intensities

In most technical corrosion systems, the materials
applied are exposed to the flowing media with a
scale-covered surface. This makes scale cracking
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and spalling the prevailing mechanism of FILC initi-
ation. The evaluation of critical flow intensities,
therefore, needs the selection of the appropriate
experimental tools, which at acceptable experimental
flow conditions can produce maximum (local) flow
energy densities high enough to overcome the frac-
ture stresses of the scales involved. (Editor’s note: The
theory presented here is based on a hypothesis to
explain the creation of mechanical forces that are
sufficient to fracture and remove protective layers
and scales. While the hypothesis is plausible and
provides an explanation for a number of experimental
flow results, further work is needed to confirm this
hypothesis and to understand fully the mechanism of
scale removal.)

The maximum (freak) energy densities encoun-
tered in different flow systems have been quantified
by microelectrochemical current noise measurements

and subsequent Wavelet transform analysis using the
algorithm outlined elsewhere in this volume. The
maximum local flow intensities achieved with differ-
ent experimental flow devices under single-phase and
two-phase flow conditions are compared in Figure 32
with a logarithmic scale for liquids with viscosities in
the range of 0.8–1.1mPa s (e.g., aqueous solutions with
moderate concentrations of dissolved solids).39,40,45,67

The maximum energy densities encountered
under slug flow conditions range from 3MPa (Froude
number 5: uSL¼ 0.5m s�1; uSG¼ 2.0m s�1) to 30MPa
(Froudenumber 13: uSL¼ 1.5m s�1; uSG¼ 6.0m s�1).39,40

With the gas-pulsed impinging jet energy densities
can easily be achieved, which are 60–110 times higher
than under severe moving slug flow conditions
(Fr ¼ 13).67 It appears that the superficial liquidveloc-
ity (uSL) is more important for achieving high maxi-
mum (freak) energy densities than the superficial gas
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Figure 31 Flow intensities at surface impinged with the gas-pulsed jet (a, b) and treated with a moving horizontal slug (c).
Reproduced from Schmitt, G.; Al-Janabi, Y. T.; Plagemann, P.; Bakalli, M. Can the Gas-Pulsed Impinging Jet Simulate Slug

Flow?, Proceedings of European Conference, EUROCORR’2003, Budapest, Hungary, Sept 28–Oct 2, 2003; European

Federation of Corrosion, The Institute of Materials: London, 2003.
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Table 3 Equations for determining wall shear stresses and limiting current densities with different lab tools for investigation of flow-assisted corrosion

Exp. tool Method Wall shear stress Reference Limiting current density Reference

Mass loss Electrochemical

Rotating disk þ þ t ¼ 6:302 nro
ffiffiffiffiffiffi
Re

p
66 jD ¼ 0:6205 nFD0:66n�0:167 o0:5Cbulk 55

Rotating cylinder þ þ tRCE ¼ 0:0791 Re�0:3
c rr2co

2 58 jD ¼ 0:0791 nFCbulkðorÞ0:7ðr=nÞ�0:3ðn=DÞ�0:644 17

Rotating cage þ – tRC ¼ 0:0791 Re�0:3
RC rr2RCo

2:3 30 j3D � kt, Léveque equation at

t ¼ �k j3 þ 2k2c dj=dtÞ
�

(electrochemically)

67 microelectrodes under stationary condition 45, 70

Flow loop þ þ tw ¼ DP=DLð Þ d=4ð Þ 13, 15 (a) Tube: jD ¼ 0:320 nFD2=3n�1=6l�1=3r�1=3u0:33Cbulk 17, 71
l, r – tube electrode length and diameter, respectively 17

(b) Channel: jD ¼ 0:81 nFD2=3 n�1=6u1=2Cbulk

Impinging jet þ þ tw ¼ 0:0447ru20 Re�0=182x=d�2 65, 66 jD ¼ knFCbulk D2=3n�1=6ð0=637u=rÞ1=2 r: electrode

radius

71

j3D ¼ kt, Levêque equation, stationary condition 70
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velocity. In the gas-pulsed jet approach, the gas pulse
was injected once per second with duration of 50ms.
This indicates that the gas pulsed impinging jet can be
used as an alternative experimental tool to the space-,
time-, and cost-consuming slug flow loop, at least for
screening purposes.

In single phase flow, the jet impingement allows
the coverage of a wide range of maximum energy

densities under easily achieved flow conditions. Thus,
with the usual jet cell geometries, jet nozzle velocities
of 3 or 12m s�1 create maximum energy densities of
about 28 and 940MPa, respectively.45 The flow inten-
sities produced in the rotating cage are comparatively
smaller. At angular velocities as low as 10.5 rad s�1

(equivalent to 100 rpm), the maximum energy density
reaches only 0.14MPa. However, even at 100.5 rad s�1
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Figure 32 Maximum (freak) flow intensities in different flow systems. Adapted from Schmitt, G.; Werner, C.; Bakalli, M.

In Evaluation of Local Energy Densities in Disturbed Flow: A New Approach to Characterize Inhibitor Efficiencies to Mitigate

Erosion Corrosion, Proceedings of European Conference, EUROCORR’2004, Nice, France, Sept 12–16, 2004, European
Federation of Corrosion, The Institute of Materials: London, 2004; Schmitt, G.; Werner, C.; Bakalli, M. In Fluid Mechanical

Interactions of Turbulent Flowing Liquids with the Wall – Revisited with a New Electrochemical Tool, Corrosion’2005; NACE

International: Houston, TX, 2005; Paper no. 344; Schmitt, G.; Bakalli, M. In Quantification of Maximum Energy Densities

Between Flowing Liquids and Solid Walls – Effect of Flow Improving Additives, Proceedings of European Conference,
EUROCORR’2006, Maastricht, The Netherlands, Sept. 24–28, 2006, European Federation of Corrosion, The Institute of

Materials: London, 2006; Nakoryakov, V. E.; Kashinsky, O. N.; Kozmenko, B. K. In Measuring Techniques in Gas–Liquid

Flows; Delhaye, J. M., Cognet, C., Eds.; Springer: Heidelberg, 1984; pp 695–721.
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(equivalent to 1000 rpm), the maximum local flow
intensities amount only to 44MPa. In view of the
fracture stresses and adherence forces generally
encountered for scales formed under corrosion con-
ditions (Figure 33), the rotating cage finds its appli-
cation for the quantification of critical flow conditions
in the moderate range of flow intensities. The imping-
ing jet and, even more, the gas-pulsed impinging jet
can be used up to extreme fracture stresses of scales.
Figure 33 demonstrates once more the importance of
the FED approach for the understanding of the initi-
ation step of FILC.

2.13.3.4 Erosion Corrosion and
Cavitation Corrosion

Although FILC can occur already in single phase
liquid flow, localized material attack very often is
encountered in two-phase and multiphase flow.
Thus, solid particle impact in a liquid or gas
phase, liquid droplet impact in a gas phase, gas
bubble impact in a liquid phase, and near-wall
vapor bubble collapse in a liquid phase (Figure 8)
can damage material surfaces with a mechanical and
a corrosive contribution. While the material attack
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Figure 33 Comparison of mechanical and hydrodynamic forces. Adapted from Schmitt, G.; Mueller, M.; Papenfuss, M.;
Strobel-Effertz, E. In Understanding Localized CO2 Corrosion of Carbon Steel from Physical Properties of Iron Carbonate

Scales, Corrosion’99; NACE International: Houston, TX, 1999; Paper no. 38; Schmitt, G.; Bosch, C.; Pankoke, U.; Bruckhoff, W.;

Siegmund, G. In Evaluation of Critical Flow Intensities for FILC in Sour Gas Production, Corrosion’98; NACE International:

Houston, TX, 1998; Paper no. 46; Schmitt, G.; Bosch, C.; Mueller, M.; Siegmund, G. In A Probabilistic Model for Flow Induced
Localized Corrosion, Corrosion’2000; NACE International: Houston, TX, 2000; Paper no. 49; Schmitt, G.; Mueller, M. InCritical

Wall Shear Stresses in CO2 Corrosion of Carbon Steel, Corrosion’99; NACE International: Houston, TX, 1999; Paper no. 44;

Schmitt, G.; Werner, C.; Bakalli, M. In Evaluation of Local Energy Densities in Disturbed Flow: A New Approach to

Characterize Inhibitor Efficiencies to Mitigate Erosion Corrosion, Proceedings of European Conference,
EUROCORR’2004, Nice, France, Sept 12–16, 2004, European Federation of Corrosion, The Institute of Materials: London,

2004; Schmitt, G.; Werner, C.; Bakalli, M. In Fluid Mechanical Interactions of Turbulent Flowing Liquids with the Wall –

Revisited with a New Electrochemical Tool, Corrosion’2005; NACE International: Houston, TX, 2005; Paper no. 344; Schmitt,
G.; Bakalli, M. In Quantification of Maximum Energy Densities Between Flowing Liquids and Solid Walls – Effect of Flow

Improving Additives, Proceedings of European Conference, EUROCORR’2006, Maastricht, The Netherlands, Sept. 24–28,

2006, European Federation of Corrosion, The Institute of Materials: London, 2006; Nakoryakov, V. E.; Kashinsky, O. N.;

Kozmenko, B. K. InMeasuring Techniques in Gas–Liquid Flows; Delhaye, J. M., Cognet, C., Eds.; Springer: Heidelberg, 1984;
pp 695–721.
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produced by the first three cases of impingement is
generally termed erosion or – in the case of corro-
sive contributions – erosion corrosion, the material
damage by near-wall vapor bubble collapse is called
cavitation or – in the case of corrosive contributions –
cavitation corrosion. Typical examples of ero-
sion corrosion and cavitation corrosion are given in
Figures 34–36.

2.13.3.4.1 Solid particle impingement

Solid particles entrained in a flowing liquid can dam-
age a material surface if they impact with a kinetic
energy above critical values, which are material spe-
cific and relate to the nature and properties of scales,
layers, or films, and the base material. The effective
kinetic impact energy of the particle depends on the
impact velocity, up, the impact angle, and the particle
density, size, shape, relative hardness, and micro-
roughness. At low effective impact energies, the par-
ticle impact destroys only the scales, layers, or films
and activates the surface for corrosion. In this case,
the kinetics of reformation of the scales, layers, or
films (‘repassivation’) play an essential role for the
final corrosion rate. At higher impact energies, the
particles may penetrate into the surface of the mate-
rial and can even cut out solid particles.

The rate of erosion corrosion, wer, is, therefore, pro-
portional to the kinetic energy of the impinging
particle, that is, proportional to u2p, and the frequency
of impacts, that is, proportional to up. Thus, in a first
approximation, the rate of erosion corrosion corre-
lates with the particle velocity in a cubic relationship
(eqn [57])68:

Wer / u3p ½57�
Under conditions where the effective particle impact
energy is above the critical value for scale, layer, or
film destruction, but below the critical value for
eroding the base material, the rate of erosion corro-
sion, is generally, directly proportional to the particle
velocity and its concentration.68 Velocity exponents
up to 3 are encountered under conditions of base
material erosion.

Impact angle of particles in nondisturbed turbu-
lent pipe flow are generally below 5�. However, under

Figure 36 Erosion corrosion at flow disturbance in copper

pipe for cold tap water.

Figure 35 Erosion corrosion and cavitation corrosion at
pump impeller (cast carbon steel).

Figure 34 Erosion corrosion and cavitation corrosion at

pump impeller (cast duplex stainless steel).

978 Types of Corrosion in Liquids

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



conditions of disturbed flow, a wide range of impact
angle will be encountered. Erosion corrosion of brit-
tle materials by slurries increases, with the particle
impact angle reaching a maximum at an angle of 90� .
Ductile materials develop erosion corrosion maxima
at angles in the range of 15�–50�.23 Erosive attack
drops dramatically when the impacting particles are
softer than the base material.

2.13.3.4.2 Liquid droplet impingement

Liquid droplets entrained with fast-flowing gases or
vapors can impinge on the surface with energy den-
sities far higher than single phase or multiphase liquid
flows. The result is the destruction of scales, layers, or
films and, in severe cases, also the deformation of the
surface to form discrete sharp-edged pits, which are
gradually deepened by continued droplet impacts.
Under such conditions, the mechanical part of erosion
corrosion dominates, as in cavitation corrosion. How-
ever, the overall mass loss is still influenced by the
kinetics of repassivation processes, which can be
enhanced by appropriate alloying (e.g., increase of
Mo content in stainless steels) or by the addition of
powerful corrosion inhibitors. Liquid droplet impin-
gement is encountered in low-pressure steam turbine
blades operated with wet steam or in aircraft and
helicopter rotors frequently operated in rain.

2.13.3.4.3 Gas bubble impingement

Gas bubbles entrained with fast-flowing fluids can
damage protective scales, layers, or films locally
when the impact energy is high enough. This may
happen specifically at sites of disturbed flow, for
example, at the inlets of heat exchanger tubes where
air bubbles can develop a substantial radial velocity
component. The morphology of the damage starts
with isolated ‘horseshoes,’ which grow together and
finally cause considerable roughening of the surface.

2.13.3.4.4 Cavitation

When gas bubbles implode in very close vicinity to
the surface, they form very small liquid ‘microjets,’
which impact on the surface with flow velocities of up
to 100m s�1 (Figure 37). This is enough to destroy
protective layers and deform the material in a way
that particles of the base material are loosened and
carried away. Cavitation bubbles with diameters
<1mm can form at sites where, due to local turbu-
lence conditions (e.g., at sharp diameter changes in
pipes, edges of propellers, turbine blades or pump
impellers), the hydrostatic pressure decreases for a

very short time below the saturation vapor pressure
of the liquid. The collapse occurs downstream in
higher pressure regions. Vibrating solid surfaces, for
example, the cooling water side of diesel engine
cylinder liners or the shell-side of heat exchanger
tubing, may also experience cavitation attack.

In cavitation corrosion, the mechanical contribu-
tion is by far dominating. However, the corrosion
contribution should not be neglected, because it can
be influenced significantly by enhancing the repassiva-
tion kinetics and by using appropriate corrosion inhi-
bitors. Even the mechanical impact can be reduced by
flow improving additives.

2.13.3.5 Corrosion Control

The basic methods for controlling flow-assisted corro-
sion and/or FILC include designmodifications, chang-
ing of flow regime, and the improvement of the fluid
mechanical properties of the flowing medium.

2.13.3.5.1 Fluid mechanics and design

The majority of failures by flow-assisted corrosion or
FILC are based on poor design and ignorance of fluid
mechanical principles. Therefore, flow related design
is the most important corrosion control method. The
design should primarily aim at reducing the flow
velocity. The importance of this measure can be
derived from eqn [46], which relates the corrosion
rate to the flow velocity. For mass-controlled corro-
sion reactions, the exponent of the velocity term is
0.33 for laminar, but up to 1 for turbulent flow. For
flow conditions causing destruction of protective
scales, the exponent can reach values up to 3 and
amount to 8 for cavitation conditions.

Rules of thumb have been empirically developed
in different industries to estimate critical flow velo-
cities, which should not be exceeded. One rule that
was originally established in power generation for
preventing FILC in pipes for wet steam has been
adapted by the oil and gas industry as API-RP
14E,69,70 where the critical flow velocity is inversly

WallWallWall Wall
Spheric bubble Start of jet Jet impinges

surface
Intrusion

opposite from 
wall

Figure 37 Collapse (implosion) of cavitation bubble with
jet formation.
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proportional to the square root of the medium
density (eqn [58]):

ucrit ¼ CðDensityÞ�1=2 ½58�
With a proportionality factor C of 7.6 and the density
given in (kgm�3), the critical flow velocity is obtained
in (m s�1). The proportionality factor is 100 (for inhib-
ited systems 150–200) if the density is given in lbs ft�3.
The critical velocity is then obtained in ft s�1.
For liquid flows, the proportionality factor of 100 is
very conservative; for gas flows, it underestimates the
potential for erosion. This holds also for information
contained in BS EN ISO 13703:2001 developed for
offshore applications.71

For plumbing systems in tap water distribution,
critical flow velocities are given, for example, for steel
(4m s�1) and copper (2m s�1). Many critical para-
meters have been worked out for materials in sea-
water application. Maximum design velocities for
CuNi10 (UNS C70600) piping for seawater have
been related to pipe diameters based on measure-
ments of critical wall shear stresses (Figure 38).72 For
CuNi30 (UNS C71500) 4.5m s�1 and CuNi10 (UNS
C70600) 3.6m s�1 have been accepted industrially as
critical flow velocities in large piping for unpolluted
seawater.72 Critical flow parameters for copper alloy
tubing are collected in Table 4.7,10 In the chemical
industry, the general (conservative) design rule is to
prevent flow velocities above 1.5m s�1.

Proper design should also avoid abrupt changes in
the flow system geometry, for example, steps,
grooves, solder beads, rectangular elbows, tees, etc.
Experience shows that flow disturbances as small as
corrosion pits (even smaller than 1mm) or burrings

on cut ends of tubing may create sufficient turbu-
lence to destroy protective layers and initiate FILC.
Erosion corrosion at heat exchanger tube-inlets can
be solved by plastic inserts.

2.13.3.5.2 Materials selection
Selection of materials with higher resistance to flow-
assisted corrosion is another option for corrosion
control by design. Flow resistance is often related to
the hardness of the material. Figure 39 gives an
example for copper and copper alloys in tap water.73

The erosion corrosion performance of valve materials
in seawater is compared in Figure 40.74 Material
selection is also helpful for mitigating cavitation cor-
rosion. Figure 41 presents different materials with
respect to the relative material loss by cavitation.75

The variety of materials is great for application in
fast-flowing media, for example, ferritic, ferritic-aus-
tenitic (duplex) and austenitic steels, NiCr alloys and
titanium and its alloys (Figure 42).6 To combat ero-
sion corrosion by fluids containing solid particles,
successful developments have been made with cast
alloys and duplex steels. However, materials should
not be selected only by their flow resistance, but
also with consideration of susceptibility to localized
corrosion such as pitting, which is a common problem
with stainless steels and also nickel-base alloys, spe-
cifically in slow-flowing and stagnant media and
under deposits. In these cases, decreasing the flow
rate may not be the appropriate remedy for corrosion
control.

In special applications, surface protection by
metallic, organic, or ceramic coatings can be a solu-
tion to prevent FILC. The adhesion and mechanical
stability of such protective layers is important.

2.13.3.5.3 Environment control

Environment control includes influencing the fluid
chemistry and the fluid hydrodynamics (flow
improvement).

Reducing the corrosivity of the flow system by
removal or exclusion of corrosive components is
surely an efficient step to control flow-assisted corro-
sion. An example would be the removal of oxygen
from seawater or adjustment of pH. However, this is
often not possible or not feasible. In these cases, the
selection of appropriate additives can be very effec-
tive. Corrosion inhibitors are known to foster the
formation of more flow-resistant protective scales
with higher fracture stress, and hence, improve the
resistance to FILC.
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The efficiency of corrosion inhibitors in flowing
media depends on local flow intensities (Figure 43
(a)). Above critical flow intensities, inhibitors lose
their efficiency. Under these conditions, the material
surface is subject to FILC. Critical flow intensities for
FILC initiation can also depend on the inhibitor
concentration (Figure 43(b)). This depends on the
chemical structure of the active inhibitor compounds
and the formulation of inhibitor packages.76 Econom-
ical inhibition of corrosion under turbulent flow con-
ditions needs functional additives that inhibit under
high critical flow intensities at low concentrations.

In any case, the inhibitor concentration should be
adjusted to the flow intensity and to a given target
corrosion rate. With increasing flow intensity, an
increase of the inhibitor concentration is likely to be
necessary to reduce the corrosion rate below the
target value. Failure prevention must be the primary
goal for the selection of the type and the concentra-
tion of a functional additive.

However, reduction of the corrosion rate is not the
only effect of corrosion inhibitors. They may also
influence the flow dynamic property of the fluid, that
is, by acting as a drag reducer, or in other words, as a
flow improver.37 There is literally no flow process that
cannot be influenced by adding such ‘drag-reducing
agents’ (DRA): frictional resistance of turbulent pipe
and boundary layer flow is diminished; local energy
losses at flow obstacles are reduced; the periodic for-
mation of vortices in the flow field behind a cylinder
experiences a shift to lower frequencies; resistance to
laminar flow in porous media is increased; sedimenta-
tion and flocculation processes become accelerated;
the efficiency of hydraulic transport of solids rises; the
onset of cavitation starts at higher flow velocities and
causes less damage to materials; flow noise becomes
less intense. DRA have been suggested in various tech-
nical fields, for example, in industrialwater distribution
systems to reduce the pumping energy, in oil and
gas transport as well as in hydraulic transport of solids
(e.g., coal), to increase (e.g., double) the capacity of
pipelines, in waste water pipe networks to reduce
the residence time of waste water in sewers at peak
loads, in ship technology to reduce the flow friction in
order to increase the speed of ships (e.g., cut in half the
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Table 4 Critical flow parameters for copper alloy tubing in seawater

Alloy Critical shear stress
(Nm�2)

Critical velocity in 25-mm
tube (ms�1)

Design velocity
(m
s�1)a

Maximum tubular design
velocity (m s�1)

Cupronickel
with Cr

297 12.6 8.6 9

CuNi30 48 4.6 3.1 4.5–4.6

CuNi10 43 4.3 2.9 3–3.6
Al Bronze 2.7

Arsenical A1

Brass

19 2.7 1.9 2.4

Inhibitory
Admirality

1.2–1.8

Low Si Bronze 0.9

P-deoxidized

Copper

9.6 1.9 1.3 0.6–0.9

aBased on 50% critical shear stress.
Source: Roberge, P. InCorrosion Testing Made Easy; Syrett, B. C., Series, Eds.; NACE International: Houston, TX, 2004; Postlethwaite, J.;
Nesic, S. InUhlig’s Corrosion Handbook, 2nd ed.; Winston Revie, R., Ed.; Wiley: New York, 2000; Chapter 15, pp 249–272; Smart, J.S., III
A Review of Erosion Corrosion in Oil and Gas Production, Corrosion’90; NACE International: Houston, TX, 1990; Paper no. 10.
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drag of a super-tanker), in fire fighting technology to
reduce the jet spray and increase the throwing distance
of the water jet from the fire-hose nozzle (e.g., by a
factor of 5).

DRAs include polymers like polyethylenoxides,
polyacrylamides, guar gum, sodium carboxymethylcel-
luloses, and other polymers, which are, however, only
effective at mole masses >106Da. Besides polymers,
complex detergent mixtures, for example, an

equimolar mixture of cetyltrimethylammonium bro-
mide (CTAB) and 1-naphthole, and other quater-
nary ammonium salts can exhibit drag-reducing
activity.8,37,77 However, these compounds become
DRAs only above the critical micelle concentra-
tion (cmc). It is assumed that near-wall turbu-
lence elements interact with the DRA under
energy dissipation into internal energy by viscous
actions. For polymers, this implies shear-induced
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coil-stretch actions, for surface active compounds,
shear-induced deformation of supramolecular micelle
structures.

The effect of additives in two-phase flow systems
was observed, for example, in brine/hydrocarbon
mixtures under annular mist flow conditions with
a superficial gas velocity of 18.4m s�1 and a superfi-
cial liquid velocity of 0.015m s�1 at 80�C, and CO2

partial pressures of up to 25 bar (Figure 44).8 In the
presence of 1mmol l�1 additive, the relationship
between wall shear stress and gas density (CO2 gas
pressure) significantly deviated from the linear rela-
tionship measured in the absence of additives. The
highest effect was measured at higher CO2 pressures

in the presence of higher molecular alkylamines. The
wall shear stress could be reduced by a factor of 5,
thus reducing the risk of FILC.8

The drag-reducing efficiency of C14-quat (tetra-
decyl-trimethylammonium bromide) in single phase
flow and under slug flow conditions is exemplified in
Figure 25 and Figure 45, respectively. The interac-
tion intensity between aqueous liquids and the solid
wall is, here, characterized by the maximum (freak)
energy density of the flow system.

2.13.3.5.4 Cathodic protection

Cathodic protection could also be used for corrosion
control in flow systems. The application is, however,
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limited because it is technically often difficult to
provide the appropriate protection current inside
pipes, valves, or pumps, by auxiliary anodes due to
difficult geometries. Furthermore, evolution of
hydrogen might be a problem, for example, in the
case of titanium and other materials that could expe-
rience hydrogen embrittlement.

2.13.3.5.5 Control of solid particle
impingement attack

Control measures can include appropriate material
selection, application of functional additives, and flow
adjustment. Material selection often ends up with
carbon steel because of its relatively low price. Ero-
sive metal loss is then generally compensated by
higher wall thicknesses. Stainless iron-base alloys
exhibit satisfactory erosion corrosion resistance due
to fast healing passive layers, but are more costly. The
materials listed in Figure 40 in terms of corrosion
resistance for valve applications also exhibit good
resistance to erosion corrosion. However, material
selection has to account also for the concentration
and the nature (hardness) of the suspended solids.
Criteria are different for flow systems with low con-
centrations of suspended particles and for slurries
with high concentration of solids. High-Cr–Mo
alloys with high carbon content (e.g., 20–28% Cr,
2% Mo, 2–2.5% C) have been successfully used for
slurries with pH values down to 4. For more corrosive
environments, the carbon content should be reduced.
For sand and gravel pumps, Ni-hard alloys (4% Ni,
2% Cr) found successful application in the case of
mildly corrosive conditions. Also rubber-lined pumps
are an option for abrasive slurries (particle size
>3mm).

The literature reports on the excellent perfor-
mance of Stellite (cast Co alloy) and silicon carbide
during the handling of slurries with pumps. Figure 46
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gives an overview of the erosion resistance of various
materials, normalized relative to 316 austenitic stainless
steel with a hardness of HV 170.78 These data relate
mainly to impingement and cavitation test results and
fit together, because the mechanical part dominates in
both failure mechanisms. However, these data should
be taken only as a first orientation.

2.13.3.5.6 Control of liquid droplet

impingement attack and cavitation

Due to similar effects, failure prevention under con-
ditions of liquid droplet impingement and cavitation
can use similar options in material selection and flow
control by design. Figures 41 and 46 show a good
orientation for material selection. However, poly-
meric materials, for example, high-density polyethyl-
ene (HDPE) or rubber, could also provide a solution.
Flow control of droplet impingement should consider
the droplet density (amount of impacting liquid),
droplet size, and angle of droplet impact. Design
options depend on the technical situation. If feasi-
ble, droplets should be removed, for example, by
cyclones, or deflected with impingement plates.
Guidelines for avoiding cavitation by proper design
of pumps, orifices, valves, and elbows, are given
in the literature.79 They primarily aim at changing
the hydraulic conditions. For centrifugal pumps, the
major design parameter is the pressure difference
between the total absolute pressure and the vapor

pressure at the pump suction. Corrosion inhibitors
have been successful in reducing cavitation attack in
cooling systems of diesel engines. Another option is
to use flow-improving additives (superhigh molecu-
lar polymers, micellar aggregates).

2.13.3.5.7 Predictive modelling

Computational fluid dynamics (CFD) methods have
been successfully applied to predict flow fields and
mass transfer rates for various system geometries in
single phase and multiphase flow.80,81 For fluids with
entrained solid particles, the CFD procedure includes
flow simulation, calculation of particle tracking, and
assessment of erosion rates.81–87 A comparison of
results from different CFD approaches with experi-
mental data indicates that CFD is a powerful tool in
predicting erosion and erosion corrosion.86
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14. VDI-Wärmeatlas. Druckverlust bei der Strömung durch
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Abbreviations
AISI American Iron and Steel Institute

ASTM American Society for Testing

and Materials

BS Bovine serum

CMP Chemical mechanical polishing

CRA Corrosion resistant alloy

CS Carbon steel

DLC Diamond-like carbon

ECN Electrochemical noise

HVOF High velocity oxy-fuel

KE Kinetic energy

NAB Nickel aluminum bronze

OCP Open circuit potential

PBS Phosphate buffer solution

RCE Rotating cylinder electrode

RDE Rotating disc electrode

SEM Scanning electron microscope

SF Synovial fluid

SWR Specific wear rate

UNS Unified Numbering System

WJE Wall jet electrode
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Symbols
a Scaling constant

aj Jump distance (m)

ar Asperity radius (m)

A Apparent area of contact (m2)

Aa Affected area (m2)

Acrater Crater area (m2)
_Ae Normalized rate of active surface area (m2)

Ar Real contact area (m2)

As Surface area of electrode (m2)

Aatom Atomic weight of the dissolving metal during

electrochemical corrosion

ba Anodic Tafel slope (m Vdecade�1)

B Migration kinetic constant (azFaj/RT )

C Pure static corrosion (mg s�1)

Cb Bulk concentration of species (M, mM, mol cm�3)

Ceq Concentration of soluble ferrous ions at

equilibrium (M, mM, mol cm�3)

Ck Cutting characteristic velocity (m s�1)

Cp Weight of solids per unit volume (kgm�1)

Cs System constant

Cv Solids volume fraction

C0 Solid free corrosion rate (mg s�1)

C00 Corrosion rate under wear-corrosion (mg s�1)

C0 Concentration of species at electrode surface

(M, mM, mol cm�3)

C1 Constant

C1Concentration of soluble ferrous ions in the bulk

solution (M, mM, mol cm�3)

d Particle diameter (m)

da/dn Crack growth rate

D Diffusion coefficient (cm2 s�1) or average

diameter of wear particle (m)

E Pure erosion (mg s�1)

Eapplied Applied potential (V)

Ek Kinetic energy of impacting particle (J)

Er Erosion rate (mg kg�1)

f Contact frequency between interacting surfaces

fa Stripping coefficient

F Faraday’s constant (C or A smol�1)

Ff Friction force (N)

gcfs�(da/dn)cfs Maximum attainable crack

growth rate under given corrosion fatigue

conditions

gr�(da/dn)r Average crack growth rate during the

generation of a wear debris particle in the

reference environment

gs�(da/dn)s Crack growth rate in the corrosive

environment under sustained stresses

G Constant

h Wear depth (m)

H Hardness (Vickers number)

H* Hardness with anodic dissolution (Vickers

number)

i Current density (Am�2)

ia Activation-controlled current density or anodic

current density passing through apparent

area (Am�2)

iact Activated current density (Am�2)

icorr Corrosion current density (Am�2)

id Diffusion-controlled current density (Am�2)

ir Average anodic current density passing through

the real area of contact (Am�2)

ip Passive current density (Am�2)

ipeak Peak current density (Am�2)

is Anodic current density for steady state corrosion

on the passivated metal surface (Am�2)

ith Threshold current density to induce synergy

(Am�2)

iu Unaffected current density (Am�2)

I Anodic or cathodic current (A)

Ia Anodic current (A)

Iac Activated current (A)

Ia,w Anodic current under sliding wear (A)

Ip Passive current (A)

Ipeak Peak current about Ip (A)

Ilim Limiting current (A)

i0 Maximum current density on fresh metal surface

at the start of repassivation (Am�2)

J Flux of species (mol s�1 cm�2)

k Dimensionless wear coefficient

ka Anodic rate constant

kB Rate constant

kd Generation rate of wear particles

k1 Forward reaction rate

k�1 Backward reaction rate

km Mass-transport coefficient (cms�1)

K Constant

Ka Proportionality constant

Kw Proportionality constant

K1 Constant

l Length of wear track (m)

L Characteristic length or sliding distance (m)

Lox Oxide layer thickness (m)

m Mass of oxide removal (kg) or energy exponent

Mox Mass of oxide (kg)

Mp Mass of sand impacting the surface per unit

time (kg s�1)

MR Metal dissolution rate (mol cm�2 s�1)

Mw Oxide molar mass (gmol�1)

n Velocity ratio exponent or bulk concentration

exponent or number of contact cycles at a

given crack site

nf Scratch overpotential (V)
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Nc Number of critical microcracks on a unit area of

the wear surface that are ready to propagate

Nr Number of critical microcracks that are ready to

propagate to generate wear debris in a

reference environment

DNc Increment of the number of critical microcracks

due to the presence of corrosion

N Number of erodent impacts

No,u Total number of surface sites available

Nu Number of moles of oxide formed (mol)

p Pressure (Pa)

q Charge passed¼ Ð Idt(C)
Q Wear volume loss (m3)

rp Particle radius (m)

R Universal molar gas constant (= 8.31451

JK�1mol�1)

Re Reynolds number

Rf Roundness factor for particle (value 0–1)

s Total sliding distance (m)

S Synergy (mg or mg s�1)

Sc Schmidt number

Sh Sherwood number

t Time (s)

tc Critical time for crack to propagate a length D (s)

t0 Time to produce a scratch (s)

T total wear or erosion loss (mg s�1)

Ts Temperature of the surface (�C)
U Free stream velocity or relative sliding

velocity (m s�1)

Ucr Critical velocity for plastic deformation (ms�1)

Uf Velocity component normal to surface (ms�1)

Up Particle velocity (m s�1)

n* Friction velocity (=
p
(tw/r)) (m s�1)

ne Sliding velocity (m s�1)

V Volume loss (m3)

Vp Particle volume (m3)

Vu Erosion rate (mm3 per impact)

Vc Material loss due to ‘pure’ corrosion without the

effect of mechanical wear (m3)

Vcw Total material loss during corrosion wear due

to both corrosion and wear (m3)

Vw Pure wear loss in otherwise the same

environment as in the corrosion wear

process but without corrosion (m3)

Vwc Material loss due to wear during corrosion

wear (m3)

W Normal load (N)

y Vertical height (m)

yþ Dimensionless scale

z Number of electrons, average valance, charge on

migrating species

a Angle of impact (�)
a1 Symmetry constant

d Boundary layer thickness or repassivated oxide

thickness (m)

DC Change in concentration of species (=(Cb�C0))

(M, mM, mol cm�3)

DC Enhancement of C due to the presence of

erosion (mg or mg s�1)

DE Synergistic effect or enhanced erosion rate due

to corrosion (mg or mg s�1)

DH Change in hardness (Hv or Pa)

DVc Wear-induced corrosion (m3)

DVs Synergistic effect (m3)

DVw Corrosion-induced wear (m3)

Dw Potential difference across oxide (V)

«c Critical plastic strain (mmm�1)

� Turbulent eddy viscosity (Pa s)

u Surface coverage fraction

k Specific wear rate (mm3N�1m�1)

rf Density of fluid (kgm�3)

rox Density of oxide (kgm�3)

rp Density of particle (kgm�3)

rT Density of target material (kgm�3)

s Dynamic plastic flow stress for target (Nm�2)

t Passive film recovery time (s)

tw Wall shear stress (Nm�2)

t0 Characteristic passivation time of a metal during

repassivation from a fresh surface (s)

ti Characteristic reaction time for the reaction

controlling a corrosion fatigue process (s)

n Kinematic viscosity (m2 s�1)

m Dynamic viscosity (Pa s) or coefficient of friction

2.15.1 Introduction and Definitions

The term ‘tribo’ has origins in the Greek word ‘tribos’
(rubbing), which led to the sciences of lubrication,
friction, and wear being called ‘Tribology,’ while the
term corrosion has its origins in the medieval Latin
word ‘corrodere,’ which means to gnaw through with
‘cor’ meaning intensive force and ‘rodere’ to gnaw.1

For this chapter, corrosion will be used to relate to
surface degradation involving electrochemical and
chemical processes. Therefore, the term tribocorro-
sion refers to the surface degradation mechanisms
when mechanical wear and chemical/electrochemical
processes interact with each other. Many of the
mechano–electrochemical interactions involved in tri-
bocorrosion are time dependent and nonlinear. Recent
activity in tribocorrosion research aims at addressing
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the need to select or design new surfaces for future
equipment as well as minimize the operating costs and
extend the life of existing machinery and medical
devices. The subject therefore includes the interaction
of corrosion and erosion (solids, liquid flow, and drop-
let impingements or cavitation bubbles), abrasion,
adhesion, fretting, and fatigue wear processes. Tribo-
corrosion is often linked to the synergy or antagonism
resulting from the coupling of mechanical and envi-
ronmental effects. For example, during friction the
adhesive dissipation of energy is often influenced by
chemical effects.2 Similarly, stainless steels rely on a
1–10 nm thick passive film for their protection from
aggressive and corrosive environments. This film
forms essentially instantaneously by reaction with
the environment but abrasion can lead to a local
rupture or complete removal of the film and perma-
nent deformation of the substrate. This can lead to
areas of the substrate being exposed to the aggressive
environment and unless repassivation (repair or self-
healing) mechanisms reform the passive film to
inhibit corrosion processes, accelerated anodic disso-
lution will occur within these sites.

The subject area does, however, suffer from rather
loosely defined terms that sometimes relate to the
same processes. Thus, to help readers, the terms used
in this chapter and their definitions are given in the
following paragraphs, but some overlap between these
terms is inevitable.

The term flow-corrosion (sometimes referred to
as flow-enhanced corrosion, flow-induced corrosion,
or flow-accelerated corrosion (FAC) in some texts)
will be used to describe corrosion that occurs on
surfaces exposed to laminar or turbulent flow but is
unable to disrupt passive surface films or corrosion
layers.

Erosion-corrosion will be used where mechanical
processes as well as flow effects are acting on the
surface. This covers solid particle, liquid droplet,
cavitation impingement, and some highly turbulent
flows where energetic jetting or impingement flows
onto the surface occur and can disrupt surface
films or layers. Surface film disruption is by mechan-
ical processes associated with contact stresses, stress
wave reinforcement, surface shear stresses or pressure
fluctuations generated on the surface through water
hammer, dynamic fluid pressures, transverse momen-
tum transfer, etc. These mechanical processes can lead
to increased corrosion through electrochemical and
chemical processes. Reference is normally made to
the critical flow velocity abovewhich erosion-corrosion
occurs for specific flow geometries and materials.

Tribocorrosion will be used to cover the much
broader area or all wear and corrosion interactions.
This will cover, for example, abrasion-corrosion and
sliding wear-corrosion. Wear is the term used to
cover abrasive, adhesive, oxidative, fretting, fatigue-
based processes that are part of mechanically induced
surface degradation and material loss mechanisms.

Understanding tribocorrosion processes is impor-
tant if costs associated with material losses are to be
minimized. For example, modern fluid handling and
propulsion systems face increasing demands for higher
flow rates with the inherent risk of flow-corrosion, and
if solids are entrained and impinge on the surface or
cavitation occurs near the surface, erosion-corrosion
can result and accelerate material loss significantly.
This is especially true for industries that transport
slurries and other particle-laden fluids in pipes or
seawater propulsion systems such as offshore and
marine technologies. These industries expend the
equivalent of millions of pounds every year to repair
erosion-corrosion damage caused by solid particle
impingement and cavitation. Typical examples of this
kind of material destruction are erosion-corrosion
damage to pump impellers (see Figure 1), propellers,
valves, heat exchanger tubes, pneumatic and hydro-
transport systems, fluidized bed combustors, and
many other types of fluid-handling equipment. The
erosion-corrosion data and models published in the
open literature aspire to allow informed surface selec-
tion for combined erosion and corrosion resistance.
They are rarely based on substantive physical under-
standing and some approaches are simply designed to
make numerical modeling easier. The erosion-
corrosion data are very patchy and incomplete, and
therefore hamper any improvement in the perfor-
mance of machines in aggressive environments.

Figure 1 Cavitation-corrosion of a 150mm diameter
bronze centrifugal pump impeller from a swimming pool

pump.
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Tribocorrosion is also critical to long-term human
health and patient mobility. The correct understanding
of biotribocorrosion and joint design can offer huge
savings for health services and impact on the quality
of life. For example, current predictions suggest
268 000 total knee arthroplasty revisions will be
required per annum in the United States by 2030 as
against 38 000 now.3 Estimating a cost of $30k per
revision, this implies an additional annual cost of $6.9
billion at today’s costs. Extending joint life through
improved tribological design would therefore allow
enormous savings in surgery costs besides allowing
patients to remain active and in employment. Hence,
there is growing need to understand the human cellular
and biological reactions to metal ion release gen-
erated by tribocorrosion processes as well as surface
biotribology performance of these joint implants.

On the positive side, tribocorrosion phenomena
can be used as a manufacturing process such as
in the chemical–mechanical polishing of silicon
wafers. The coupling of mechanical and environmen-
tal effects can also create surfaces of specific reaction
layers on materials that could inhibit corrosion and/
or wear. Examples of this are self-lubricating and/or
self-healing surface layers.4

The presence of well-adhered oxide surface films
or loosely adhered layers of corrosion products and
the ability to reform these films and layers are also
critical in many engineering applications where con-
trol of friction and wear are important in sliding
contacts. These contacts involve contact between
the high spots on the interacting surfaces due to their
roughness after machining or finishing. Therefore, the
load on a contact is rarely distributed evenly over the
apparent contact area but is rather distributed among
high-spot (asperity) contacts between surfaces, often
referred to as junctions. The actual contact area
between surfaces is therefore the sum of the individual
areas of junctions and will likely be proportional to the
normal load. Friction andwear generally are developed
by interactions between these asperities, which can be

subjected to severe contact stresses that often result in
temporary flattening (elastically) or, if yield stresses are
exceeded, permanent plastic flow and deformation of
the surface. The friction forces are typically lowered
when oxide layers are present on asperities compared
with asperity contacts between bare metal. For some
systems, the friction forces can be modeled by sum-
ming the forces associated with adhesive and deforma-
tion processes relating to these asperities. Adhesive
forces are often related to the shear strength of junc-
tions made between contacting asperities of surfaces in
relative motion and relate to the frictional work. The
presence of oxide films or corrosion products on these
asperities will alter the level of frictional work and the
resulting surface temperatures. Figure 2 illustrates how
oxide-filmed asperities may interact during sliding,
assuming that the oxides deform with the asperity.
The asperities on the two interacting surfaces are repre-
sented as idealized cylindrical protrusions (i.e., flattened
protrusions), thereby allowing a flat circular contact
of radius ‘ar,’ in plan view, to visualize the actual contact
area evolution as asperities slide over each other.

Unpredictable interactions can result between wear
and corrosion when the surfaces in contact have com-
plex, multiple-phase microstructures that can lead to
microgalvanic activity and selective phase corrosion
(localized attack) as well as wear modes involving
wear debris or corrosion products along with the
interacting surfaces that can roll or slide within the
contact. Examples of such surfaces include composites
or surfaces that undergo compositional changes
induced by tribological interactions. For instance, the
presence of carbides in a metallic surface, typically
formed for improved wear resistance, establishes a
microcorrosion cell as the carbide is likely to be
cathodic with respect to the surrounding metallic
matrix. This can result in the preferential anodic dis-
solution of the metallic matrix close to or at the
matrix–carbide interface and thereby accelerate car-
bide removal from surfaces and reduce the antiwear
properties of the surface.

(a) (b) (c) (d) (e)

Surface oxide layer

Figure 2 Schematic of asperity–asperity interactions of a passivated surface.
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2.15.2 Tribocorrosion Fundamentals

2.15.2.1 Factors Affecting Tribocorrosion

The corrosion dependence on material properties is
complex within tribocontacts. Reference to the gal-
vanic series (seeChapter 2.07, Galvanic Corrosion)
is useful to understand the potential differences pos-
sible when a depassivated metal is electrically cou-
pled to a passive metal. This potential difference will
drive charge transfer within the contact. This charge
transfer is likely to be a function of the magnitude of
surface degradation by mechanical processes and
how this is affected by the material chemistry, the
environmental chemistry, the microstructure, mass
transport, and the rate and extent of depassivation,
should the surface be passivated. The influence of
material parameters on wear is discussed in the fol-
lowing section.

2.15.2.1.1 Material parameters and

composition

A review of available wear models such as those used
in solid particle erosion shows the diversity of mate-
rial properties that have been included in published
predictive wear equations. Meng and Ludema,5 for
example, have reviewed 28 erosion models and found
that on average only five parameters are used per
equation but in total 33 different parameters, not all
material properties, are quoted. These are tabulated
in Table 1.

Simpler approaches based on a few parameters are
still in use and are shown to have wide applicability

and therefore are useful. For example, the main the-
ory for sliding wear of metals is based on the assump-
tion that contact between two surfaces occurs where
asperities contact and the local deformation is plastic
(see Figure 2). The Figure shows the interaction
between sliding asperties as one slides over the other;
see Figures 2(a)–2(e). The true contact area is there-
fore given by the summation of individual asperity
contact areas and is proportional to the normal load.

The overall wear volume loss, Q , per unit sliding
distance is associated with the detachment of material
from the asperity contacts and the volume of each
particle of wear debris will relate to the size of the
individual asperity contact. Assuming that the debris
volume, dV, is proportional to ar

3 gives the well-
known Archard wear law6:

Q ¼ kW

H
½1�

The Archard wear law suggests, for a system with
constant k, that the wear rate is directly proportional
to load on the contact but inversely proportional
to the surface hardness, H, of the wearing material.
It can be written:

k ¼ V

WL
¼ k

H
½2�

where k is the dimensional specific wear rate (SWR)
(typically quoted as mm3Nm�1 or m2N�1), V the
volume loss, W the applied load, and L the sliding
distance.

A similar wear equation to the adhesive Archard
wear law (eqn [2]) can be derived for abrasion.7 It is

Table 1 Parameters selected in wear models5

Erodent/abradent Target Fluid flow

Density Density Impact angle

Hardness Hardness Impact angle max. wear

Moment of inertia Flow stress Kinetic energy (KE) transfer between

particle and target
Roundness Young’s modulus Temperature

Single mass Fracture toughness Corrosivity

Size Critical plastic strain

Velocity Depth of deformation
Rebound velocity Incremental strain per impact

KE of particle Thermal conductivity

Melting temperature
Enthalpy of melting

Cutting energy

Deformation energy

Heat capacity
Weibull flaw parameter

Lamé constant

Grain diameter
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also interesting to note that models developed for
predicting current from depassivated surfaces show a
(W/H)1/2 dependence, as discussed later in Section
2.15.3.1.3.

Turning now to solid particle erosion, it is tempt-
ing to assume that solid particle erosion rates would
also be inversely dependent on the surface hardness,
H, as predicted by simple plastic deformation erosion
models, eqn [3], where a is the erodent impact angle.
A more complex model, also given by Hutchings,8

includes the critical strain concept, eqn [4] and this
predicts the erosion should be dependent on H 3/2.
However, these relationships rarely hold in practice
for engineering materials.

Erosion models

Er ¼
KrTU

n
p

H
f ðaÞ ½3�

Er ¼ K1rTr
1=2
P U 3

P

e2cH 3=2
½4�

where: K is a constant, rT is the density of the target,
rP is the density of the particle, UP is the particle
velocity, and ec is the critical plastic strain.

Corrosion resistant alloys (CRAs) are widely used
to resist flow corrosion. For example, chromium is
added to improve the resistance to flow corrosion
of carbon steel (CS), see Poulson.9 Figure 3 shows
the trend for such a passive system (where passive
means that the surface has a propensity to form a
protective surface film or layer with high impedance
and thus suppresses charge transfer at the metal–

liquid interface) as a function of flow velocity and
its vulnerability to mechanical processes, which accel-
erate corrosion loss rates. In general, corrosion-resistant
alloys do not resist erosion well and the interactions
that exist between corrosion and erosion are not
well understood. These interactions are sometimes
referred to as synergistic or antagonistic. These
terms refer to the possibility that simple summing of
the mechanically induced material loss without a
corrosive contribution and the electrochemical (cor-
rosion) material loss without mechanical stimulus
does not give an accurate material loss for tribocorro-
sion conditions. Some surface–environment conditions
suffer accelerated material loss where the actual loss
rates are higher than the simple summation of the pure
mechanical and electrochemical levels. This case is
termed ‘synergistic,’ while combinations of surface/
environment that result in reduced material loss and
are below the levels of the simple summation are
termed ‘antagonistic’ (negative synergy). This presents
a dilemma for those seeking erosion-corrosion-resistant
surface selections. Also, cost reduction considerations
favor replacing expensive solid alloy components with
coatings on CS substrates, and hence, considerable
effort is now being made to research coating perfor-
mance under erosion-corrosion.

2.15.2.1.2 Environment factors

Corrosion is a reaction process on metallic surfaces
that occurs as a result of interaction with the envi-
ronment. The rates and modes of corrosion attack are
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Figure 3 Arbitrary flow corrosion rates versus flow velocity.
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related to the environmental conditions such as pH,
dissolved oxygen, salinity, temperature, flow struc-
ture, and whether biofouling occurs. The latter point
is often ignored but can have dramatic effects.

The influence of environmental factors on erosion-
corrosion is likely to be very system dependent.
However, the sensitivity of wall wastage rates to such
environmental parameters can be found in the litera-
ture. Kim et al.10 report how these parameters effect
the galvanic corrosion of CS in alkaline-chloride solu-
tions. They studied the aqueous corrosion character-
istics of a CS coupled to type-304 (UNS S30400)
stainless steel in deaerated solutions as a function of
velocity, pH, and temperature. They found that the
galvanic corrosion between CS and type-304 stainless
steel was effected by the presence of an oxide layer
formed on the CS. The galvanic current density
increased with increasing flow velocity (between
0 and 0.6m s�1) and temperature (between 25 and
75 �C), but decreased with increasing pH from 8 to
10. Flow velocity effects were only significant at 50 and
75 �C. This effect can be explained by the increased
solubility of magnetite (corrosion oxidation product) at
the higher temperatures. The importance of passive
films and their stability will be addressed in more
detail later in this chapter.

Proteinaceous material present in natural joint
lubricants can play an important influence within
biomedical implants, particularly on metallic joint
surfaces. Research has shown that proteins have dif-
ferent affinities for different metals, probably as a
result of various ligands in their molecular structure
that have different bonding energies and therefore
different affinities for specific cations.11 The effect of
albumin (a protein found in serum) on the corrosion
rate of biometallic materials is varied with Al and
Ti being unaffected, Cr and Ni showing a slight
increase, while Co and Cu dissolve at a much greater
rate.12 Williams et al.13 found that the corrosion rate
of stainless steel and commercially pure titanium
increased when exposed to proteins in a static envi-
ronment, while under fretting contact conditions,
proteins were found to decrease the corrosion rate
of the stainless steel but had little appreciable effect
on titanium alloys. In a recent study on the effect of
synovial fluid (SF) on corrosion properties of CoCrMo
alloys,14 proteins were found to be absorbed on the
surface. It was hypothesized that protein (normally
negatively charged) adsorbs to generate a film that
reduces the corrosion rate by acting as a negatively
charged barrier preventing corrosive anions (e.g., Cl�)
approaching the CoCrMo interface. Contu et al.,15

on the other hand, attributed the reduction in corro-
sion rate of CoCrMo in bovine serum (BS) to the
anodic dissolution process being under diffusion con-
trol resulting in positive shifts in surface potentials
compared with inorganic solutions at the same pH.
Goldberg et al.16 carried out a series of scratch tests
on CoCrMo (ASTM F75) samples and found a
decrease in peak currents (decrease in corrosion rate).
The authors attributed this to the barrier effects of the
adsorbed protein preventing water from reaching
the sample surface, or lubrication resulting in less
material removed from the surface during scratching.

A guide to system performance for solutions
with different pH can be found by reference to
the relevant potential–pH (Pourbaix) diagram. This
approach has been illustrated by Stack17 in a regime
mapping approach to erosion-corrosion and by
Celis18 for sliding wear-corrosion contacts.

The influence of the bulk oxygen concentration,
Cb,O2, in aqueous environments on the corrosion rate
depends on the controlling corrosion mechanisms,
which will be discussed in greater detail later in the
chapter. The dramatic influence of oxygen levels on
fretting wear-corrosion rates of a type-304L stainless
steel sleeve fretting against a 304L tube in simulated
nuclear plant conditions using boric acid with Lithine
(an inhibitor) at a pH of 8.7 is illustrated in Figure 4
from Deforge et al.19 It is also interesting to see that
most tribocorrosion occurs on the sleeve for systems
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Figure 4 Fretting wear loss of stainless steel type-304L

tubes in contact with a stainless steel type-304L sleeve after

1week in boric acidþ lithine, pH¼ 8.7 at room temperature.
The OCPs for the deaerated (overpressure of hydrogen) and

aerated conditions were �0.630 and �0.030V versus SHE,

respectively. Reproduced from Deforge, D.; Wenger, F.;

Ponthiaux, P.; Lina, A; Ambard, A. Tribocorrosion of AISI
304L stainless steel sliding against AISI 304L stainless steel

in nuclear environment, 207th Electrochemical Society

Meeting, Quebec City, Canada May 2005, session E1 on
Chemical, Electrochemical, and Mechanical Effects on

CMP, Tribocorrosion, and Biotribocorrosion, abstract #313.
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exposed to flow, and under mass transport control,
the corrosion rate can be found to be directly pro-
portional to Cb,O2, or Cb,O2

n, where n is flow and
system dependent.

Temperature of the surfaces is an important vari-
able which can influence wear-corrosion rates and
hence the temperature of the environment, be it
air or lubricant, must be taken into account. In addi-
tion, many contacts between surfaces in relative
motion result in an increased heating of the contact
zones due to friction. In aqueous solutions, tempera-
ture not only influences the pH, solubility of gases
(i.e., oxygen and carbon dioxide), and ionic species
as well as diffusion rates of reactant species but can
also affect the kinetics of oxidation reaction at the
oxide–metal interface and the dissolution of oxides at
the oxide–water interface. Added complications can
occur when elevated temperatures increase hydrogen
diffusion rates, and if this effect is coupled with a
surface susceptibility to hydrogen embrittlement,
then increased wall loss can result.

In nuclear power plant, the effect of water chem-
istry has been shown to strongly influence the wear
rates of 304L stainless steel in pressurized high
temperature water. The high temperature of the
water promotes thicker oxide layers that are harder
due to the formation of micron-sized magnetite crys-
tallites. If these layers are detached and stay within the
contact, they can create very abrasive (rolling abrasion
where entrained oxide particles roll and indent the
contact surfaces) wear conditions. For low-pH waters
between 5 and 7, Kaczorowski20 reports dramatic
increases in material loss by the promotion of such
three-body mechanisms and by decreasing the elec-
trochemical potential in the electronegative direction.

Another major environmental factor with signifi-
cant influence on erosion-corrosion rates is that of
flow (see Chapter 2.13, Flow Assisted Corrosion),
but care needs to be taken to use appropriate flow
characterization parameters. For example, a single
value of flow velocity referred to as the critical veloc-
ity is often quoted to represent a transition from flow
corrosion to enhanced mechanical-corrosion interac-
tive erosion-corrosion processes. It is also used to
indicate the resistance of the passive and protective
films to mechanical breakdown.21 However, it should
be remembered that a single value of free stream
velocity can result in widely different flow field struc-
tures that are dependent on the Reynolds number of
the flow geometry and type and thickness of boundary
layer induced at the liquid–solid interface. These
factors will directly affect the velocity profiles and

transverse momentum transfer close to the solid–
liquid interface, which will be shown later to influ-
ence the thickness of the boundary and subviscous
layers and thereby dictate wall shear stress levels and
mass transport efficiencies. Therefore, critical veloc-
ity values are very geometry or test rig specific and
can not be readily applied to predict component ser-
vice life in generic flow systems.

Poulson9 has investigated the effects of flow on
corrosion of CS and the effects of depassivation of the
surface (see Figure 5). The corrosion of CS in neutral
solutions is governed by the reduction of dissolved
oxygen as shown in eqn [5].

O2 þH2Oþ 4e� ! 4OH� ½5�
This cathodic electrochemical reaction drives the
anodic dissolution of iron, in eqn [6].

Fe ! Fe2þ þ 2e� ½6�
Poulson reported that the flow corrosion rate was
closely related to the mass-transport coefficient.
However, under detached/separated flow conditions
(such as flows through sudden expansion pipe work),
the rate can be independent of flow.

Al-Hosani et al.22 have studied the galvanic corro-
sion induced by the coupling of copper-based alloys
to Mo-stainless steels in static Arabian Gulf seawater
under a variety of conditions including temperatures,
cathode–anode area ratios and stirring. For static
conditions, the corrosion rates were found to be pro-
portional to the cathode–anode area ratio. This can
be attributed to the fact that the cathodic reaction
(the reduction of oxygen) controls the overall corro-
sion process, and this is diffusion controlled. How-
ever, the galvanic corrosion rate of the couples
increased nonlinearly with a rise in temperature to
reach a maximum at 50 �C, decreasing sharply at
higher temperatures due to the decreased solubility
of O2 in solution at this temperature. The effect of
stirring the electrolyte shifted the open circuit

Fe2+O2 O2

Wear track

Figure 5 Corrosion of carbon steel (CS) activated by wear

that depassivates surface in the wear track.
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potential (OCP) of the stainless steel to a more electro-
negative value. Thus, the corrosion rates in the stirred
solutions were found to be 1.33–3.0 times above those
measured in stagnant solutions.

Erosion-corrosion conditions can themselves
develop local microgalvanic cells between eroded
and uneroded surface areas. Such microgalvanic
cells have been reported between erosion-affected
regions (depassivated) of a surface and noneroded
regions (passive). For example, enhanced material
loss rates due to such galvanic cells are reported by
Hodgkiess.23

The environment can change the wear mecha-
nism and thereby the wear rate and life of surfaces.
This is illustrated by the tribological properties of
plasma-sprayed Cr2O3 coatings, studied by Wei,24 at
room temperature, using distilled water, water–
ethanol, n-monohydric alcohols, and polyhydric alco-
hols as lubricants. Testing indicated that both friction
and wear were much higher (approximately twice) in
water than in the n-monohydric alcohols. Analysis of
the morphology and composition of the worn sur-
faces indicated that the wear of Cr2O3 coating was
controlled by the combination of microfracture and
tribochemical wear in water and was only controlled
by microfracture in ethanol.

2.15.2.1.3 Friction

Friction is the resistance force encountered when
surfaces in contact move relative to each other.
A popular way to express this force in terms of a
loaded sliding contact is by using the dynamic coeffi-
cient of friction, m, defined as the frictional force, Ff,
divided by the normal load, W, on the contact when
the contact is sliding.

m ¼ Ff

W
½7�

For lubricated contacts in relative motion sepa-
rated by a film of lubricant, the dynamic coefficient of
friction, m, is typically very low (<0.1) and can be as
low as 0.1, even when the lubricant film is only a few
nanometers thick. These values compare with values
of�1.0 for unlubricated dry sliding. Friction between
contacting surfaces in relative motion results primar-
ily from forces acting perpendicular to the applied
load. As the fluid film thins, the interaction of surface
asperities can cause increases in friction. Water, how-
ever, is regarded as a poor lubricant, as it does not
form a fluid film readily or support loads due to a
minimal pressure–viscosity interaction. However,

water-lubricated contacts reduce the contact temper-
ature compared with dry contacts and aqueous lubri-
cants are being considered as an environmentally
acceptable alternative to hydrocarbon-based oils.
It should be noted that the friction force required to
be overcome to induce relative motion in a contact
can be used in eqn [7] and m is then termed the static
coefficient of friction and is typically higher than the
dynamic values.

Bowden and Tabor25 proposed a model, which in
its simplest form assumes that frictional forces arise
from adhesive forces and deformation forces induced
by the abrasive ploughing nature of the harder aspe-
rities interacting with the softer ones of the counter
surface. The adhesive force is linked to the asperity–
asperity contact, which makes up the real area of
contact between surfaces and the junctions between
them. The shear strength of these junctions influ-
ences the level of friction. Adhesive effects are
thought to be due to the summation of interfacial
intermolecular interactions that operate at the asper-
ity contacts. There are also likely to be some chemi-
cal processes activated within the contact, such as
oxidation, which can form coherent films and their
composition can influence friction levels. The pres-
ence of oxide layers and adsorbed films on metal
surfaces generally weakens the shear strength of the
asperity junctions and thus lower adhesive forces
resist motion resulting in lower friction. For example,
a multilayered film can be formed on ferrous surfaces
under dry sliding, typically with FeO close to the
surface, which is covered by a layer of Fe3O4, which
in turn is covered by Fe2O3. The Fe2O3 layer is asso-
ciated with high friction (m¼ 1.1), but if this layer is
penetrated exposing the sublayers, then lower friction
(m¼ 0.5) can result.26 However, for soft ductile metals,
and where the oxide layers or adsorbed films are
partially removed, appreciable adhesion between
nascent (freshly formed or exposed material) surfaces
can result. Adhesion can also be enhanced if similar
surfaces are in contact, that is, stainless steel pairs.

2.15.2.2 Corrosion and Associated
Electrochemical Reactions

This section reviews the relevant corrosion reactions
related to tribocorrosion and the important role of
the surface films formed under tribocorrosion condi-
tions called tribofilms.
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2.15.2.2.1 Tribofilms
Published research has tried to deal with the syner-
gistic and antagonistic effects between erosion and
corrosion processes, which result in accelerated
material loss (synergism) or in some cases actually
decelerate material loss (antagonism, sometimes called
negative synergism).27–31 A wide range of corrosion-
resistant materials relies on a relatively thin surface
film to provide a barrier (of high impedance) to charge
transfer (and thus corrosion) between the relatively
active bulk material and the corrosive environment.
The thickness of such films is dependent on time,
temperature, interfacial potential, pH, and the environ-
ment (i.e., species concentration and type). The films
range from being tens of Angstroms to hundreds of
Angstroms thick and are formed in relatively short
times, typically <1 s. These films render the surface
passive, but for fluid machinery handling flows where
solid particles have been entrained or cavitation is
induced, the passive film can be removed by mechan-
ical wear or bubble collapse/microjet/shockwave
impingement processes. Where the film is mech-
anically removed, charge transfer can occur at the
interface without retardation from the barrier film.32

The stability of these surface films will depend
on their adherence to the parent bulk material and
their cohesive strength when subjected to contact
stresses. The solubility of the surface films within
the changing environment of tribocontacts will also
influence the stability and could instigate composi-
tional changes in the surface film. Clearly, density and
hardness of the surface films will influence the micro-
contact mechanics of tribological processes of wear
and friction.

Similar mechano–electrochemical processes occur
in sliding contacts where tribochemical wear occurs by
detrimental chemical reactions within the contact,
induced by the local environment, and in combination
with the mechanical contact mechanisms and induced
stress fields. Contact between the sliding surfaces can
accelerate chemical and electrochemical reactions and
material removal. Sliding contact results in increased
surface temperatures and can induce surface cracks
and the generation of nascent surfaces, which are
highly reactive with their environment. However, the
chemical formation of surface films can be advanta-
geous, as they can have low friction properties and also
promote material transfer to change the contact from
base–base material to chemical film–chemical film and
thus change the contact conditions.

The interaction between the tribofilms formed on
interacting surfaces often results in nanometer-thick

mechanically mixed layers that are formed in the
shear zone between the contacting surfaces. These
layers are often a mixture of components from
both surfaces generated by material transfer but also
contain corrosion products, wear debris, and rem-
nants of any passive film, if the surfaces are passive
metallic systems. This layer is often referred to as the
tribofilm and its composition and thickness will con-
trol the level of tribocorrosion at the contact when
sliding wear occurs in a corrosive environment. The
environment clearly has an influence on the com-
position of the film. For example, the environment
will determine whether oxides or sulfides can form
or whether calcium carbonate (chalk)-based films
can form.

Mischler et al.33 show the importance of the pas-
sive film in controlling wear rates and friction when
testing CS in borate solution (pH 8.4). They reported
two concurrent mechanisms: (1) oxidative wear
involving the detachment of passive film followed
by repassivation; and (2) surface disruption by abra-
sion, subsurface deformation, and cracking. Interest-
ingly, when held at cathodic potentials, there was
no film present and asperity interaction resulted in
debris being smeared over the wear track, subse-
quently decreasing the wear rate.

A mechanistic view given by Staehle34 looks at the
initial interaction of dislocations in the metal sub-
strate with surface films in terms of single and cross-
slip and conditions for perforating these films. This
approach suggests that the significant properties of
initial films in terms of interaction with dislocations
are plasticity, strength, stacking fault energy, and epi-
taxy. Other factors to consider are the duration in
which the surface is totally or partially film-free, the
kinetics of film-free and repassivation regions, and the
dependence of these film-free and repassivation reg-
ions on pH, potential, environment, alloy composition,
temperature, mass-transport, and contact-induced
stress. Staehle shows that film-free areas only represent
10% of the surface area affected, as repassivation
occurs very quickly under high-speed/strain elonga-
tion tests. It was also found that the reaction rates on the
mechanically affected surface areas were one to two
orders of magnitude higher than nonaffected areas.
This emphasizes the importance of film integrity in
minimizing corrosion rates. Staehle concludes that
increasing the chromium content or the presence of
a Molybdate inhibitor increased the rate of repassiva-
tion of steels. However, increasing the concentration
of sulphates and the presence chlorides reduced the
rate of repassivation.
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2.15.2.2.2 Depassivation and repassivation
kinetics

Depassivation

Depassivation in tribocontacts involves the rapid
removal of the surface layers and sometimes the
underlying bulk material by mechanical action such
as surface abrasion, adhesion, plastic deformation,
cutting, thermal cycling, fatigue and particle erosion,
cavitation bubble, or liquid droplet impact mechan-
isms. For example, Figure 6 illustrates the level of
damage to passive films as a function of solid particle
impingement angle. Mechanical removal and/or rup-
ture of the passive layer enables charge transfer to
proceed at varying rates and parent metal dissolution
is likely. ‘Recovery’ or repassivation aspects of the
passive film are therefore important. Figure 7 shows
the current response over time for individual solid
particle impacts on the naturally passivating system
of stainless steel in a NaCl solution. Some impacts
will only result in partial passive layer removal or
cracking, which will influence repassivation kinetics
and possibly the composition of the regrown layer.

Mechanical deformation that disrupts and perfo-
rates passive films takes place by dislocation move-
ment. Dislocation interaction with the passive film

can lead to rupture and/or perforation that results
in a transient exposure of highly reactive parent mate-
rial. This process is sometimes referred to as ‘slip
dissolution.’ The degree of disruption to the passive
film depends on whether the slip is concentrated on a
single plane or is diffuse on multiple planes as with
cross-slip. An illustration of a passive film disruption by
slip in a single plane is shown in Figure 8. As Figure 8
(b) shows, if the displacement is great enough, corro-
sion occurs under the passive film, which will further
compromise the integrity of the film if subjected to
further deformation in a tribocontact.

Repassivation

Surface coverage models for passive film growth/
recovery typically relate to steady state film forma-
tion and are not applicable to transient events of <1 s
duration, which are often found in tribocorrosion.
However, these models are useful and they consider
the number of moles of oxide formed Nu as a ratio of
the total number of surface sites available, No,u, in
units of mol cm�2 (from Jemmely et al.35):

y ¼ Nu

No;u
½8�

The rate of lateral surface coverage during early
stages of repassivation of nascent surfaces, assuming
complete oxidation of the parent metal to oxide, can
be given by

dy
dt

¼ i
Mox

LoxroxzF

� �
½9�

where i is the anodic current density, z is the charge
number, Lox is the oxide film thickness, rox is the
oxide density, andMox is the molar mass of the oxide.

(a)

(b)

(c)

(e)

Figure 6 Schematic showing that the level of passive

layer damage is dependent on particle impact angle.
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Figure 7 Current transients in erosion–corrosion due to
depassivation/repassivation. Reproduced from Sasaki, K.;

Burstein, G. T. Philos. Mag. Lett. 2000, 80(7), 489–493.
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If Tafel kinetics applies then the anodic current
density i can be given by

i ¼ ka 1� yð Þexp Eapplied

ba

� �
½10�

where ka is the rate constant and ba is the Tafel slope
(¼dE/d ln i). This assumes that oxidation occurs
exclusively on bare parent metal.

Film growth models may then be used to explain the
thickening of oxide layers. These models assume growth
occurs by high field conduction which is thought to
apply over the longer term and are therefore not appli-
cable in the early stages of repassivation of nascent
surface sites.

i ¼ kBexp
BD’
Lox

� �
½11�

where kB is the rate constant and the migration kinetic
constant for a single ionic species B¼ a1zFaj/RTs. Here
a1 is a symmetry constant, z is the charge on the
migrating ionic species, and aj is the jump distance.
The term Dj is the potential difference across the
oxide layer and taken to be the difference between
the electrode potential and the minimum potential for
the initiation of film growth. The other term in the
equation is the oxide layer thickness, Lox.

This can be linked to the current–time transients
by setting:

Lox ¼ Moxq

zFrox
½12�

Where q is the charge passed or
Ð
i dt.

The use of such models to predict wall loss rates
under depassivation–repassivation conditions depends

on the assumptions mentioned earlier and knowing
the oxidation process and the associated charge num-
ber as well as the area of depassivation due to the wear
processes. Some of the possible environmental factors
that effect depassivation and repassivation are sum-
marized for erosion-corrosion in Table 2.

Thus, if the contact conditions allow, the rupture
of the passive film can be repaired as shown schema-
tically in Figures 9–11. This is an ideal case where
accelerated dissolution of the substrate is minimal.
Obviously, more severe abrasion would result in accel-
erated corrosion by inhibiting effective repassivation.

2.15.2.2.3 Critical velocity concept

The velocity profile established between flowing
electrolyte and a solid surface, see Figure 12, gen-
erates a maximum shear stress at the wall–liquid
interface.

The wall shear stresses can be calculated from
eqn [13].

tw ¼ ðmþ �Þ dU
dy

½13�

where m is the dynamic viscosity of fluid, � is the
turbulent eddy viscosity, and dU/dy is the velocity
gradient at the wall. For laminar flows, the turbulent
eddy viscosity can be set to zero.

These are stresses that could be applied to loosely
adherent surface deposits/layers or passive films and
change mass-transport conditions thereby influencing
flow corrosion and erosion-corrosion. However, it is
now thought that passive film removal and its associated
critical velocity is related to mass-transport-induced

ΔXF (Fe in borate) 

30 Å <2ΔXF

>2ΔXF

M++

(b) 

(a)

Figure 8 (a) Dislocation on a single slip plane with the surface covered by a thin passive film (b) dislocation is more extensive

and film is perforated and corrosion occurs under passive film. Reproduced from Staehle, R. W. Corros. Sci. 2007, 49, 7–19.
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mechanisms (surface dissolution and polarization) and
not wall shear stress, tw (see eqn [13]), as previously
assumed.

For single-phase turbulent flows in pipes, a ‘break-
away’ or ‘critical velocity’ above which damage
occurs to pipe surfaces has been reported based on

Recovery of
passive layer

Damaged
passive layer Counterface

material

Bulk coating

Corrosive fluid

Passive layer
(metal oxide)

Figure 9 Wear-corrosion of hard coatings on metallic substrates where damage to the passive film results in repassivation
and healing of the passive film on the coating. Reproduced fromWood, R. J. K. J. Phys. D: Appl. Phys. 2007, 40, 5502–5521.
After Dearnley, P. A.; Aldrich-Smith, G. Wear 2004, 256, 491–499.

Table 2 Possible influences on the depassivation and repassivation kinetics, adapted from Wood27

Environmental Factor Depassivation processes that cause
passive film removal or disruption

Repassivation processes that encourage
regrowth (repair) of the passive film

Solid particle impact Plastic deformation or cutting Enhanced repassivation on plastically

extruded regions
Surface/liquid interface High velocities/wall shear stresses Film growth kinetics(monolayer coverage

plus lateral film growth)

Occluded geometries/pits Local environment changes such as
low pH

Metastable pits

Contact stress/shear stress/thermal

pulse by frictional heat

Destabilises and delaminates passive

film

Thermal pulse enhances film regrowth

Temperature Local temperature Local temperature
Turbulence bulk flow structure Turbulent flow features shear the film

from surface

Rougher/larger surface area

Coating defect Cavity

Substrate

Corrosion deposits

Coating debris

Coating blisterCounter- 
face

Counter- 
face

Hard coating

Figure 10 Corrosion-wear of hard coated metallic alloy.

Pitting/blistering of the hard coating culminates in

mechanical fragmentation and removal of the coating.

Reproduced from Wood, R. J. K. J. Phys. D: Appl. Phys.
2007, 40, 5502–5521. After Dearnley, P. A.; Aldrich-Smith,

G. Wear 2004, 256, 491–499.

Anodic
counterface

Cathodic surface (coating)

Cathodic surface (coating)

Corrosive fluid

Corrosive fluid

Debris
Abraded
surface

M+ M+

–

–

+

Anodic
counterface

+

Figure 11 Wear-corrosion leading to increased coating

material loss due to anodic roughening of the counterface.

Reproduced from Wood, R. J. K. J. Phys. D: Appl.

Phys. 2007, 40, 5502–5521. After Dearnley, P. A.;
Aldrich-Smith, G. Wear 2004, 256, 491–499.
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the principles of the critical wall shear stress required
to strip the passive film off the pipe surface. Table 3
lists typical values for various copper alloys in pipe
geometries handling seawater.

2.15.2.2.4 Flow corrosion

Flow corrosion is defined as the corrosion resulting
from the effect of flow of a fluid that does not contain
solid particles in sufficient concentration and/or size
to impinge on the metal surface.37 The reactants are
transported to a metal surface by diffusion or convec-
tion, while the products must be removed by the same
mass transport mechanisms or accumulate as scales.38

Corrosion models have been developed over the
years that have attempted to establish the relation-
ship between fluid dynamics, mass transport, and
ultimately the chemical and electrochemical reac-
tions that occur on the surface of a metal. These

models have recently been discussed in a series of
papers by Nesic et al.39 The models describe the
formation of protective scales and assess quantita-
tively the conditions (chemical and hydrodynamic)
under which scales form, and only consider the dis-
solution of such scales. These models tend to neglect
the lateral momentum transfer associated with turbu-
lence, which are now considered important in under-
standing flow corrosion.

Mass transfer of reactants to and from the elec-
trode surfaces plays an important role during flow
corrosion where the dissolved oxygen or the dis-
solved metal ions have to diffuse from the solution
to the metal or from the metal to the solution, respec-
tively.40 Mass-transport has been studied by several
authors in different hydrodynamic systems that use
convection to enhance the rate of mass transfer to the
electrode. Such devices include free and submerged

U

Slope = dU/dy 

Viscous sublayer 

Boundary layer 

y

Figure 12 Near-wall velocity profile.

Table 3 Critical flow parameters for copper alloy tubing in seawater, after Roberge36

Alloy Critical shear
stress
(Nm�2)

Critical velocity in
25mm diameter
pipe
(ms�1)

Design velocity
based on 50%
critical shear
stress (ms�1)

Maximum
tubular design
velocity
(m s�1)

Cupro-nickel with Cr 297 12.6 8.6 9.0

70–30 Cupro-nickel 48 4.6 3.1 4.5–4.6
90–10 Cupro-nickel 43 4.3 2.9 3.0–3.6

Aluminum bronzes 2.7

Arsenical A1 brass 19 2.7 1.9 2.4

Inhib. admiralty 1.2–1.8
Low Si bronze 0.9

P-deoxidized copper 9.6 1.9 1.3 0.6–0.9
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jet impingement geometries, rotating disc electrodes
(RDE), and rotating cylinder electrodes (RCE). How-
ever, recently, the microwall jet electrode (WJE) has
been deployed to investigate the quantitative electro-
chemistry during process flows.

The standard model used to describe flow corro-
sion current densities for mixed controlled reactions
(where activation and diffusion processes are present)
is the modified Koutecky–Levich model41 given in
eqn [14], where km (the mass transport coefficient)
can be derived from eqns [29]–[31], will need cor-
recting. Equation [14] is the summation of activation
current density, ia, which is controlled by the charge
transfer kinetics and the diffusion controlled current
density, id, which is related to the mass transport of
species to and from the reacting surface.

1

i
¼ 1

ia
þ 1

id
¼ 1

zFk1
þ k�1

k1zFkm
½14�

where i is the corrosion current density, n is the
number of electrons, F is the Faraday’s constant, k1
is the forward reaction rate, and k�1 is the backward
reaction rate.

The values of km are normally obtained from non-
dimensional correlations between the Sherwood num-
ber Sh¼ (kmL/D), the Schmidt number Sc¼ (n/D),
and the Reynolds number Re= (UL/n).

Sh ¼ aRexScy ½15�
Giving

km ¼ aD1�yLx�1ny�xUx ½16�
Taking typical values for the exponents as x¼ 0.6
and y¼ 0.33 for turbulent pipe flows where 2000<
Re<50009 gives

km ¼ aU 0:6 D0:66

n0:27L0:4

� �
½17�

where D is the diffusion coefficient, U is the flow
velocity, n is the kinematic viscosity, L is the charac-
teristic length, and a is the scaling constant.

Flow corrosion rates induced by solids-free flows,
as suggested by eqn [14], have been shown to depend
on km

n where n varies depending on the surface–
environment combinations and the controlling cor-
rosion mechanism. For example, corrosion rates for
copper alloys in seawater under partial activation or
mixed control are shown to have n< 1. Steels in sulfuric
acid and under simple mass transfer control have n¼ 1;
while for steels in water where flow modifies the corro-
sion potential and also influences the solubility of the
oxide, n lies between 1 and 3, see Poulson.9 The rates of

mass-transport processes also increase with increasing
surface roughness. For pipes, different relationships
apply depending on the surface finish. When surface
roughness is developed on a pipe wall, the rate of mass
transfer is proportional to the flow turbulence or the
velocity distribution in the laminar sublayer.36 For a
fully eroded pipe with so-called scalloped surfaces
where erosion scars resemble inverted scallop shells

Sh ¼ 0:005ReSc0:33 ½18�
For a previously roughened pipe

Sh ¼ 0:007Re0:96Sc0:33 ½19�
The upper bound value is reached for extremely rough
surfaces and given by

Sh ¼ 0:01ReSc0:33 ½20�
However, a power-law relationship between erosion-
corrosion rate and km is not always seen as in the case of
steelwhere surface films are removed above a critical km
resulting in a sudden increase in erosion-corrosion rate.

It has also been proposed that corrosion films/
coatings can also be damaged and/or completely
removed by mechanical forces resulting from the
impact of either small fluid packages contained in
eddies and/or bubbles created by highly turbulent
flows.42 Attempts to quantify the effective hydrody-
namic forces in terms of wall shear stresses have been
confronted with the problem that the measured wall
shear stresses in flow corrosion susceptible systems
are orders of magnitude too small,43,44 even under
highly disturbed flow conditions, to overcome the
fracture mechanics of the surface scales. It has been
calculated that the destruction of such layers would
require shear forces of the order of 1MPa, while
measurable wall shear stresses, even in highly turbu-
lent flow, are only of the order of 1 Pa,45 and thus are
too small to be the right parameter to quantify hydro-
dynamic forces responsible for the initiation of flow
corrosion. Nevertheless, critical flow intensities are
undoubtedly identified in terms of critical wall shear
stresses above which corrosion products are hydro-
dynamically damaged. This leads to the significance
of lateral momentum transfer by the near-wall turbu-
lence structures in the hydrodynamic boundary layer
that disturb scales and/or protective films.42–45

The near-wall region can be divided into three
distinct regions: (1) the viscous sublayer, (2) the
buffer layer, and (3) the fully turbulent region. Tur-
bulent features are often reported with reference to
the dimensionless scale y+¼ v*y/n, where v* is the
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friction velocity (¼tw/r or wall shear stress over fluid
density), y is the vertical height above a horizontal
surface, and n is the kinematic viscosity of the fluid.
The viscous sublayer extends from the wall out to
�yþ¼ 5–8. In this region, the mean velocity profile
is linear and it is assumed that this region is devoid of
turbulence. However, flow visualization has revealed
slow-moving oscillations known as near-wall or sub-
layer streaks.46,47 These streaks are �100yþ units
across and 1000yþ units long and are believed to
occur as a result of elongated regions of alternating
low- and high-speed fluid produced by streamwise
vortices close to the wall. The near-wall streaks slowly
lift up into the buffer region, where they undergo
a distinct oscillation and finally break up violently
�yþ¼ 40 (see Figure 13).48,49 The majority of the
turbulence production occurs in the buffer region
from yþ¼ 8 to 30 to 50 during violent outward ejec-
tions of low-speed fluid and for continuity considera-
tions, the ejections are followed by a sweeping inrush
of high-speed fluid at a shallow angle toward the wall.
An ejection transports low-momentum fluid from the
wall region into the main flow. Conversely, sweep
events transport high-momentum fluid from the
main flow toward the wall (Figure 13) at velocities
close to 0.9U, where U is the free stream velocity.
The result of these flows is fluctuating wall shear
stresses, see eqn [13], and pressures which will influ-
ence erosion-corrosion rates and mechanisms locally.

2.15.2.3 Wear Fundamentals

2.15.2.3.1 Solid particle erosion

To understand erosion-corrosion, it is desirable to
first understand the erosion mechanisms. Solid parti-
cle erosion in liquid systems is a process by which

discrete small solid particles that are suspended in
the flow, with inertia, strike the surface of a material
causing damage or material loss to its surface. Erosion
can be a problem for components such as gas and
hydraulic turbine blades, propulsors, pipelines, valves
and fluidized bed combustion systems. An example of
the surface features erosion can develop in flow
through a valve is shown in Figure 14. Erosion does
have its beneficial applications, notably for cleaning
and preparation of surfaces for subsequent coating/
painting, descaling/dewaxing of production risers in
the oil and gas industries, oil sand transportation,
hydrotransport systems and quarrying rocks using
abrasive cutting jets, or subsea steel oil structures
using submerged abrasive water jets.

The flow conditions along with the properties of
the target material or any film, if present, as well as
the fluid and erodent properties will influence the
contact mechanics of the erodent to component sur-
face interactions. The main important target material
properties are hardness, fracture toughness, coeffi-
cient of restitution elasticity, and the degree of sur-
face roughness. The general expression for erosion
rate, E, has been established empirically and can take
the form

E ¼ MpKf ðaÞU n
p ½21�

where Mp is the mass of particles impacting on the
surface, Up is the particle velocity on impact, a is the
particle impact angle, K and n (typically between
2 and 3)50 are constants assumed to be depen-
dent on the characteristics of the erodent/target
materials involved, and f(a) is a functional relation-
ship for the dependence of the erosion rate on the
impact angle.51

Flow
1

1

v�

u�

4

33 4
2

2

u� < 0
v� > 0

u� > 0
v� < 0

y+= 0

Sweep

Ejection

y+= 30−50

y+= 5−8

1 - Near-wall streak
2 - Lift-up into buffer region
3 - Violent break-up of ejection into outer region
4 - Inrush of high velocity fluid to wall (sweep)

Figure 13 Schematic showing the near-wall turbulence structures within the viscous sublayer, buffer layer, and fully

turbulent region.
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This can be rewritten for the unit volume loss per
impact, Vu, as

Vu ¼ Em
k f ðaÞCvG ½22�

where Vu is the volume loss per impact in units of m3

per impact, Ek is the particle kinetic energy (KE), m is
the energy exponent with m¼ 0.5n assuming E / d3

where d is the particle diameter, Cv is the volume
fraction, G is a constant, and f (a) is as before. From
eqn [21] or [22], it can be seen that the erosion rate
will be strongly dependent on the KE of the impact-
ing particles, the number of impacting particles,
and the impact angle. All three of these factors vary
for most industrial components exposed to solid
particle-laden flows, and therefore, to sustain long
service life, the internal surfaces must perform over
a wide range of solid impact conditions. The sand-to-
wall impact conditions are likely to depend on the
flow regime present, the orientation and/or geome-
try of the component, the ability of the flow to keep
the particles in suspension52 and the relative size of
erodents with respect to boundary layer thickness
(small particles can form protective clouds within
subviscous layers). For suspended solids traveling in
a horizontal liquid flow, both the solid particle impact
velocities (<3.0m s�1) and angles are relatively low
for most practical purposes.53 Typical impact erosion
craters are shown in Figure 15.54

Plots of Vu against KE of impact, Ek can be used to
map the erosion performance of surfaces. These maps
enable comparisons to be made between materials

Figure 14 Sand erosion patterns of a Stellite

tapered flow passage located downstream of a choke
valve that induced swirl flow. Large bore is 75mm in

diameter.

(b) (a) 

Acc.V Spot Magn Det WD
20.0 kV 5.0 2000x SE 16.4                     

10 μm Acc.V Spot Magn Det WD 
20.0 kV 5.0 2000x SE 16.9

10 μm

Figure 15 SEM micrographs of 0.2% CS (a) 7ms�1 and (b) 12ms�1, 1wt.% silica (296mm) sand in

0.1M NaOH at 40 �C, test time¼ 30min. The eroded region observed was located approximately normal to the flow and
in the center of the sample. Reproduced from Harvey, T. J.; Wharton, J. A.; Wood, R. J. K. Tribology – Mater. Surf. Interfaces

2007, 1(1), 33–47.
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at a wide range of impact energies covering various
particle sizes and velocities. However, it can be con-
cluded that this plot format is not well suited to
accommodating high levels of uniform corrosion
in the presence of low energy and low concentrations
of solid impacts. The approach assumes that all
mass loss (mechanical and electrochemical) is gener-
ated by the impacting particle, and hence, all the
erosion-corrosion (T ) data lie well above the E

power law fit (straight line on Figure 16). As erosion
becomes more influential (i.e., higher KE or higher
sand concentrations), the data begin to approach the
E power law fit, that is, the data move from left to
right for increasing KE and vertically down for
increasing sand concentration. Ek is defined as

Ek ¼ 2=3pr 3prpU
2
p ½23�

where rp is the particle radius, rp the erodent particle
density, and Up the impact velocity. Care should be
taken as experimental evidence shows that erosion
rates can be dependent on Up

nd y where Up is the
particle velocity and d is the particle diameter, and
n and y are far removed from 2 to 3 assumed in the
simple energy approach seen earlier.55

The main parameters of concern for erosion relate
to the solid particle–target interactions and hence
the number of particles impinging, individual particle

energies, particle impingement angles, particle-
to-target hardness ratios, and the shape of the parti-
cles. Near wall particle–particle interactions can also
severely influence erosion rates when the volume
concentration of solid particles present is high.

Finnie56 developed an erosion model based on
cutting wear mechanisms of the form:

Vu ¼ C1

MpU
2
p

4s
f að Þ ½24�

where C1 is an arbitrary constant denoting the pro-
portion of particles that cut the surface. Gane and
Murray57 found a value of C1¼ 0.5 and gave reason-
able predictions. Keating and Nesic,58 in numerically
predicting erosion-corrosion in bends and sudden
expansions by two-phase flows (liquid–solid), used a
modified Finnie approach based on earlier work by
Bergevin.59 This approach incorporated the concept
of a critical velocity for plastic deformation, Ucr.
They substituted (Up sin a�Ucr) for the impact
velocity in eqn [24] to give

For low angles (a� 18.5�)

Vu ¼
Mp Upsin a� Ucr

� �
2s

� Upcos a� 3

2
Upsin a� Ucr

� �� �
½25�
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   AISI 1020 in water (Ejet) 

Figure 16 Comparison of volume loss per impact against particle impact KE (slurry pot)54 and jet impingement studies.31

The D indicates erosion–corrosion data, displaying the two sets of data (concentration and velocity) presented in previous
plots. Epot and Ejet are taken as mechanically nominated erosion from the slurry pot and jet impingement rigs respectively and

Tpot is the erosion–corrosion data from the slurry pot.
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For higher angles of impingement

Vu ¼
Mp Up sin a� Ucr

� �2
12s

cos2a
sin2a

½26�

Bitter60 quotes a value of Ucr¼ 0.668m s�1 for steel.
Keating and Nesic used this value to successfully
predict erosion rates in a sudden expansion and
found the original Finnie model not to be so accu-
rate. However, they modeled erosion-corrosion
damage in a U-bend, using the original Finnie
model as the modified version yielded no erosion
due to the low particle velocities involved. Keating
and Nesic concluded that their modeling needs
more experimental validation before further refine-
ments can be made.

Erosionmodels typically recognize that two erosion
mechanisms act, cutting and deformation erosion, with
discrete models representing each, such as the Neilson
and Gilchrist erosion model used for rocket motor
nozzles.61 Such models have been successfully used
by Forder62 andWood and Jones63–67 to predict erosion
of internal components within choke valves and slurry
ducts. The cutting erosionmodel for low impact angles
was first proposed by Finnie56 and later modified
by Hashish.55 The deformation model was proposed
by Bitter60 and is thought to be applicable at higher
impact angles (30�–90�). Particle shape and material
properties for both particle and target have been
included, which earlier simpler models have not
considered. As the particle impingement angles are
predicted to be below 10�, for critical components
such as straights and bends, see Wood and Jones,63–67

the contribution to the overall wear rate from deforma-
tion mechanisms can be ignored, and hence, the

volumetric erosion per impact can be given by the
modified Hashish model only

Vu ¼ 100

2
ffiffiffiffiffi
29

p r 3p
Up

Ck

� �n

sin 2a
ffiffiffiffiffiffiffiffiffiffi
sin a

p	 

½27�

where n¼ 2.54 and

Ck ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
3sR0:6f
rp

s
½28�

Experimental studies on pipe systems show varia-
tion of the erosion mechanism and location with flow
regimes. Wood and Jones63–67 show erosion damage
of AISI 304L stainless steel pipe components with a
nominal wall thickness of 5mm from a horizontal
pipe loop tests. The pipes were of 80mm nominal
bore, although the actual mean of a series of measure-
ments was 77.8mm. The erosion of the bend with the
greatest curvature of the whole loop (Rc/D¼ 1.2) was
analyzed along with its upstream straight.

Figure 17 shows the top internal surfaces
(12 o’clock position) of the straight pipe after 210 h
of slurry testing at 3m s�1 with an asymmetric slurry
flow of 10% (w/w) sand of 500–1400 mm in size
in water. Figure 18 shows the overall component
details for the straight and bend investigated. The
damage in Figure 17 is consistent with that of the
as-manufactured (scaled) surface finish. There appears
to be no significant erosion impact damage, although
a few individual impact craters are seen due to
impacts from the relatively few sand particles that
are entrained into the energetic upper fluid flow.
The lack of damage seen in Figure 17 is in contrast
with the damage seen at the bottom of the straight
pipe section as shown in Figure 19. This reflects

(a) (b) 
           WD 19.2 mm    None SEI 15.0 kV x1.200 10 μm WD 19.2 mm None SEI 15.0 kV x100 100 μm

Figure 17 SEM micrographs at (a) high and (b) low magnifications showing surface morphology of straight position (top

A position) (after 210h).
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the asymmetry of sand burden in the flow with the
majority of sand particles traveling in the bottom half
of the pipe and only a few energetic particles saltating
into the flow streams in the top half of the pipe.

In Figure 19, the impact features reveal that the
erosion processes occurred by a simultaneous plastic
deformation and microcutting of the stainless steel
pipe surface, similar to type II cutting mentioned by
Hutchings when the erodent rotates backwards on
impact and efficiently machines the surface.8

Erosion of the bend outer wall at section two
(shown in Figure 18) is even more intense as shown
in Figure 20. The surface of the bend at position
C (3 o’clock) has clearly been eroded with evidence
of low-angle impingements with extensive plastic
deformation and cutting (type II) resulting in the
removal of the as-manufactured surface morphology.
This level of damage is a result of impingement

by the larger and energetic sand particles with the
bend wall and reflects the repositioning of the parti-
cle burden due to the bend geometry and resulting
change in flow direction. Erosion-corrosion models
should concentrate on such impact scars and their
repassivation.

2.15.2.3.2 Cavitation erosion

Cavitation bubble collapse close to a solid surface
can damage the surface by two mechanisms: shock
wave impingement and high-speed liquid microjet
impingement. Shock waves are formed by the rapid
collapse of the bubble, which generates very high
internal temperatures and pressures that are relieved
by shock wave propagation. The presence of the solid
surface generates asymmetric bubble collapse and the
formation of a microjet with a diameter of 10–50 mm
that impinges onto the surface at normal incidence

Flow

Weld

Flow into page

A
B

C
D

E
F

G

H

1

3

2

1

(a) (b)

Figure 18 Drawings of bend and straight sections which were mounted horizontally and subjected to asymmetric slurry
flow for 210h.

(a) (b) 
None SEI 15.0 kV x130 100 μm WD 19.4 mm None SEI 15.0 kV x1,200 100 μm WD 19.4 mm

Figure 19 SEM micrographs showing the surface morphology of the straight pipe at the bottom (position E) after 210 h.

(b) shows individual impact scars from sand microcutting at low angle impingements with the pipe surface.
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at �250–300m s�1. Both of these processes produce
localized temperature rise, high intensity turbulence,
and transient high pressures of the order of rcV. These
pressures are large enough to cause plastic deformation
in most engineering surfaces. These pressures and tem-
peratures enhance mass transport and electrochemical
reactions and thereby also accelerate corrosion rates of
metallic surfaces. The erosion produced by such near-
wall bubble collapse is thought to be dominated by a
fatigue process and thus cavitation erosion resistant
surfaces tend to have high fatigue resistance.

The overall damage induced by cavitation and
corrosion therefore involves the interaction of

hydrodynamic, mechanical, metallurgical, and chem-
ical factors. The presence of oxygen and aggressive
ions in the electrolyte is thought to be important
parameters in controlling cavitation-corrosion rates.
Liu et al.68 show that cavitation-corrosion of CS in
NaCl solutions is mainly controlled by the diffusion
of oxygen to the surface and is sensitive to tempera-
ture and NaCl concentrations, see Figures 21 and 22.
The erosion process promotes anodic dissolution
reactions, which are charge transfer (activation) con-
trolled. The impingement of the microjets is also
likely to contribute to surface activation by damaging
the surface layer of CS corrosion products. They also

(a) (b) 

None SEI 15.0 kV x1,200 10 μm WD 16.4 mm None SEI 15.0 kV x3,500 10 μm WD 16.4 mm

Figure 20 Micrographs showing the surface morphology of bend erosion outer wall at section two and position C. Both

images show impact craters with extensive plastic deformation and cutting damage.
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Figure 21 Effect of cathodic protection on cavitation-corrosion of CS. Total¼cavatition-corrosion loss rate, CP¼ loss rate
under cathodic protection (Cathodic overpotential of 450mV), Corrosion¼ corrosion rate from in situ electrochemical

measurements. Reworked data from Lui, J.; Lin, Y.; Yong, X.; Li, X. Corrosion 2005, 61(11), 1061–1069.
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show that the application of cathodic protection dra-
matically reduced the surface wastage rates.

Little systematic research appears to have been
conducted on cavitation-corrosion. However, surfaces
that combine high fracture toughness and corrosion
resistance have typically been studied. A cathodic arc
plasma ion plated Ni–Al film on AISI 1045 CS has
been reported by Chang et al.69 to show good cavitation
erosion-corrosion resistance. Three coating composi-
tions were studied, Ni–48Al, Ni–40Al, and Ni–30Al,
and all increased the cavitation erosion resistance of
the substrate 10 times and the erosion-corrosion resis-
tance to 3.5% NaCl solutions two times and to 3.5%
HCl solutions three times. The potentiodynamic po-
larization data of the coated specimens in these
two electrolytes indicated that the coated specimens
exhibited a more electropositive corrosion potential
and a lower corrosion current density than did the
bare substrate material. However, cavitation erosion

induced pitting corrosion of the substrate and this
accelerated the mass loss rate of specimens (see
Figure 23).

Chernega et al.70 found that cyclic cavitation
erosion-corrosion interactions increased the material
loss of complex carbide coatings 1.5–2 times the
continuous cavitation rates. They found that cyclic
cavitation-corrosion wear processes on high velocity
oxy-fuel (HVOF) carbide coatings based on Cr, Cr–Zr,
Cr–Nb, Cr–Si, and Nb were enhanced by 10–20% in
NaCl solutions compared with pure water. The cyclic
cavitation-corrosion treatment enhanced the average
corrosion processes over time by factors of between
2 and 4 comparedwith a continuous cavitation corrosion
influence. This enhancement was related to the destruc-
tion of the protective surface oxide films, the removal of
corrosion products, and the increase in microcracks in
the diffusion coating as a result of microshocks pro-
duced by near-surface cavitation bubble collapse.
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Figure 22 Effect of cathodic protection on cavitation-corrosion of CS. Total¼cavatition-corrosion loss rate, CP¼ loss rate
under cathodic protection (Cathodic overpotential of 450mV), Corrosion¼ corrosion rate from in situ electrochemical

measurements. Reworked data from Lui, J.; Lin, Y.; Yong, X.; Li, X. Corrosion 2005, 61(11), 1061–1069.

200 μm 200 μm200 μm

Figure 23 Surface morphology of a Ni–48Al intermetallic coating (a) untested, (b) tested for 30min, and (c) for 60min in
3.5% NaCl electrolyte at ASTM G32–98 ultrasonic cavitation test conditions. Reproduced from Chang, J. T.; Yeh, C. H.;

He, J. L.; Chen, K. C. Wear 2003, 255, 162–169, Part 1 AUG-SEP 2003.
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2.15.2.3.3 Abrasion
There are two types of abrasion: two-body or groov-
ing abrasion as shown in Figure 24(a), while three-
body or rolling abrasion is illustrated in Figure 24(b).
There are various important parameters that control
abrasion rates such as the hardness ratio between
abradant and target, the load per particle, the role
of the fluid film and if it supports the contact load,
particle entrainment, size and shape, and friability.
Wear rates of rolling abrasion are generally lower
than those generated by grooving abrasion. Industrial
surveys place abrasion as the most common wear
mechanism with over 50% of wear problems being
associated with both types of abrasion.71 In abrasive
wear, material is removed or displaced from a surface
by hard particles, or sometimes by hard protuber-
ances or asperities on a counterface or embedded
hard particles within a surface, forced against and
sliding along the surface. The sources of the hard
particles, which can be entrained into the sliding
contact, include contaminants from the outside envi-
ronment, wear debris, and oxidation products formed
with the tribocontact or other chemical processes.

Figure 24(c) is a schematic of three-body rolling
abrasion of a passive surface showing a wear rate that
strips the passive film completely.

2.15.2.4 Experimental Techniques

Table 4 lists the variety of experimental techniques
used to study wear-corrosion interactions or aspects
of these interactions. Most are either corrosion cells
attached to wear testers or attempts to modify
corrosion cells to induce some tribological contact
(i.e., scratch test or adding slurry in a rotating disc/
cylinder electrode). This is not ideal as experimental
setups should reflect the best approach for wear and
corrosions measurements and should be designed
specifically and should not be just a modified existing
tribotester.

2.15.3 Tribocorrosion Mechanisms

The interaction between tribological and electro-
chemical corrosive effects causes materials to corrode

Grooving (2-B)

Linear grooves

Uniform indents

Rolling (3-B)

(a)

(b)

(c)

Figure 24 (a) and (b): Schematics of two-body grooving and three-body rolling abrasion, (c). Depassivation of a
passive surface by three-body rolling abrasion removes the passive layer and some substrate material revealing

bare metal surface.
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at a substantially higher rate than those experienced
under static or quiescent conditions.

2.15.3.1 Mechanical–Electrochemical
Interactions

This section focuses on erosion-corrosion, abrasion-
corrosion, and sliding wear-corrosion interactions as
there is published work in these areas. The effects of
the environment on the wear-induced fatigue life
are not well researched and thus are not well under-
stood and will not be reviewed further but the read-
ers are referred to Sethuramiah78 for a review of
related work.

2.15.3.1.1 Erosion-corrosion

There are several possible regions of erosion-corrosion
interaction between different flow regimes and corro-
sion. The most significant erosion-corrosion regions
are where turbulent slurry flow and corrosion over-
lap and where cavitation interacts with corrosion,
although it is possible that solids entrained into laminar
flows could induce erosion-corrosion if their impact
energy is sufficient to cause plastic deformation of the
surface or puncture the tribofilm.

Figure 25 shows the mass loss rates for various
sand concentrations for CS in 0.1M NaOH solu-
tion for erosion rates and in 3.5% NaCl solution
for erosion-corrosion rates.54 These results were

Table 4 Experimental techniques used to study wear-corrosion interactions or aspects of these interactions

Technique Parameters evaluated Comment

Engineering-based rig with

added electrochemical
cell

Pin-on-disc, block on

cylinder

Friction, linear wear,

temperature, wear scar,
electrochemical

parameters, current/

potential versus time,

polarization, in situ AC
techniques (EIS)

Can generate complex

electrochemical outputs
and functionality of

electrochemical cells –

needs careful scrutiny

Reciprocating pin on plate

Electrochemical rig with
mechanical elements

added

Abrasion and
microabrasion

Continuous grinding

Instantaneous fracture72

Scratch tester73

Rapid strain74,75

Guillotine cutting76

Triboellipsometry77

Cavitation hydrodynamic

and vibrating horn)

Vibrating horn not

representative of

hydrodynamic cavitation
erosion

Impinging fluid jet/slurry jet Peak current densities

(passive and nascent),

surface potential,
repassivation rates, wear

rate, volume loss per

impact, friction, surface

temperature

Uniform current

distribution but shear rate

varies with radius

Pipe flow Nonuniform flow/mass

transfer distribution,

rough surfaces,
nonuniform current

distribution

Rotating disc (laminar) Nonuniform current

distribution, shear rate
varies with radius of disc

Rotating cylinder

(turbulent)

Uniform current

distribution but smooth

electrode surface
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obtained at 7m s�1 fluid stream velocity and at 40 �C.
The erosion rates E (0.1M NaOH solution results)
show a nonlinear increase with increasing velocity.
The static corrosion rate C is shown on the far left
and this plus the erosion rates at the various velocities
should equate to the erosion-corrosion rates T at the
various velocities if no synergistic effects are present.
However, as seen, the synergy terms goes negative
and the interactions between E and C are, therefore,
antagonistic at 0.5 w/w% sand concentration (T<
(EþC )), while a synergy is present for higher con-
centrations (T> (EþC )).

Figure 26 shows results for the same material as
Figure 25 at 0% and 1% (w/w) sand concentrations
for a variety of velocities at 40 �C.54 This shows that
erosion rate E is dependent on V2 but that the
erosion-corrosion rate T is not linearly dependent
on either V or V2. At 3m s�1 there is an antagonism,
while at higher velocities a synergy is seen due to the
presence of surface residual stresses and scales
(layers) generated by the drawing processes used to
manufacture these cylindrical samples.

When corrosion rate is partially or wholly con-
trolled by mass transfer of reactant to or product
from the surface, then local conditions under ero-
sion may well influence the mass transfer kinetics
(measured by the mass transfer coefficient km).
Under such conditions the corrosion will be con-
trolled by the mass transfer (typically diffusion pro-
cesses) and the driving concentration gradient
(relative concentrations of active species near sur-
face compared with free stream concentrations).79

Both the mass transfer and concentration gradient
will be affected by solid particle impingement that
influences the local fluid flow field and increases
surface roughness. Erosion will also increase the
surface area wetted by the corrosive electrolyte
and could establish microgalvanic cells on the sur-
face with damaged areas being anodic to the passive
and (cathodic) unaffected areas.

The relationships between fluid mechanics and
induced flow patterns for both open and closed fluid
systems are covered elsewhere.80 It is important to
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Figure 26 Experimental results for free stream velocity variation at 0% and 1% by weight sand concentration (294mm
silica sand at 40 �C). Reproduced from Harvey, T. J.; Wharton, J. A.; Wood, R. J. K. Tribology – Mater. Surf. Interfaces 2007,
1(1), 33–47.
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understand the near-wall flow conditions if erosion-
corrosion rates and locations are to be accurately quan-
tified for engineering components. In particular, the
development of eddy structures in turbulent flows
through lateral momentum transfer between fluid ele-
ments, which in turn disrupt the turbulent boundary
layers that are developed within near-wall flows,81–83

requires particular attention as such eddies can develop
localized damage patterns on solid surfaces that can
lead to an accelerated loss of fluid containment
and thus considerably decrease component life. An
example is given in the following section, namely
rippling in pipe flows

Rippling of pipe surfaces by erosion-corrosion

induced by near-wall turbulence

For multiphase flows (solid–liquid), it is assumed that
initially the turbulent eddy pattern in the flow is
determined by the surface roughness generated by
the finishing of the pipe (see Figure 27(a)). The
ability of the sand particles to erode is largely deter-
mined by the bulk flow but will result in the modifi-
cation of the surface roughness. The initial surface
roughness is thus replaced by the roughness resulting
from individual erosion events. In ductile materials,
such as stainless steels, this roughness will be in pro-
portion to the impact scar dimensions (Figure 27(b)).
These in turn give rise to a new eddy pattern in the
near-wall flow. During the erosion process, the sand
particles have to pass through these eddies and are
thereby deflected. The eddy pattern determines the
angle of impact and areas of increased sand particle
impact and also the corrosion rates over the surface.
The concentration of damage at specific points results
in the establishment of a ripple pattern, reflecting the
turbulence pattern. The surface waviness increases

until a steady state is reached, at which point the
surface continues to wear but the wavelength and
shape remain constant (Figure 27(c)). The final wavi-
ness is thus a reflection of the conditions to which the
material is exposed. The more severe the condition,
the greater the turbulence in the boundary layer and
hence the larger the wavelengths and amplitudes of
surface waviness.

2.15.3.1.2 Abrasion-corrosion

The interactions between two sliding metallic sur-
faces that entrain abrasives between them in a corro-
sive environment are often complex. Figure 28 is an
attempt to schematically represent some of the pos-
sible processes involved when abrasive (body 3)
enters a sliding contact between bodies 1 and 2. The
abrasive can depassivate the surface by penetrating or
removing the oxide layer thereby enhancing corro-
sion at these sites. Abrasive wear particles can be
formed from either or both surfaces and can be trans-
ferred and deposited on the opposite surface (4 and 5)
resulting in galvanic coupling and accelerated corro-
sion. The ploughing and indentation action of the
abrasives on the surfaces will also induce residual
stresses (tensile and compressive) and induce strains
that could result in microgalvanic cells being estab-
lished between affected and unaffected surface areas.
Abrasion of the original oxide layer could also result
in better corrosion-resistant films by producing new
surfaces of different composition. For example, the
good abrasive corrosion behavior of plasma-nitrided
4140 low-alloy steel reported by Lee et al.84 was
linked to the presence of the nitrided layer with a
homogeneous structure of e and g0 phases enriched
with Cr and N atoms. Under abrasion-corrosion, this
layer produced a thick and dense protective layer that

(a) (b)

(c)

Figure 27 Ripple formation due to turbulence eddies and the influence between microroughness and eddy size: (a) initial

stage with turbulence boundary layer, microroughness determined by prior machining operations; (b) intermediate stage
with larger eddies due to changing surface roughness; microroughness determined by the individual erosion event; (c) final

stage with steady ripple pattern, after. Reproduced from Karimi, A.; Schmid, R. K. Wear 1992, 156, 33–47.
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resulted in a significant decrease in corrosion current
in chloride solutions.

Figure 29 shows results from microabrasion and
abrasion-corrosion tests showing a synergy for all but
very low concentrations of abrasive. The lowest con-
centration shows a slight antagonism and under these
conditions, two-body grooving abrasion dominates
while at concentrations above 0.05 volume fraction
the mechanism is three-body rolling abrasion. This
shows that the type of abrasion can lead to different
wear-corrosion interactions.

More complex and sometimes negative (antago-
nistic) interactions between abrasion and corrosion
occur on composite surfaces.85 Here, preferential
corrosion at the carbide–binder interface resulted in

a 20% reduction in abrasion-corrosion wear rate
compared with purely abrasive conditions. The phys-
ical mechanism of this antagonistim is thought to
relate to the preferential corrosion of metallic tung-
sten at the carbide–binder interface resulting in loose
and flexible carbides and a lowering contact stresses
under abrasion conditions that in turn reduces mate-
rial loss, see Figures 30 and 31.

In situ electrochemical measurements made dur-
ing abrasion-corrosion tests are useful as they record
the kinetics of the reactions occurring and as well
inform on the degree of depassivation and repassivation.
Figure 32 is a typical example of such measurements. It
shows the OCP and current recorded during separate
microabrasion-corrosion tests at pH 11 on a thermally

Metal particle ejection

Active metal dissolution

Metal dissolution Particle transfer Particle detachment Oxide film formation

Oxide film formation

Abrasive ejection
Metal particle ejection

Metal particle ejection
by ploughing
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Figure 28 Schematic illustration of the tribocorrosion contact involving two metallic samples (first body and second body)

and abrasive particles (third body). Wear particles originating from the first and second bodies (4 and 5) form additional

contact components. The corresponding material fluxes are also indicated.
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sprayed tungsten carbide coating. The potential drops
by �60mVover a 250 s period once ball rotation and
abrasion commences, while the current instantly
increases from low freely corroding levels to 2mA.
Both these trends show that depassivation is occurring
in the wear scar area. On stopping the rotation of the
ball, and thus abrasion, at 2200 s, the potential recovers
in the electropositive direction and the current
decreases toward the initial freely corroding levels,
indicating repassivation of the wear scar.

2.15.3.1.3 Sliding wear-corrosion
As discussed earlier, typically passive oxide films are
responsible for the corrosion resistance of metallic
surfaces. However, these oxides are vulnerable when
subjected to tribological contact conditions where

mechanical effects can damage or completely remove
these films. This typically leads to accelerated corro-
sion in regions of damaged or removed oxide films.86

Ponthiaux87 suggests that it is important to under-
stand the galvanic activity resulting from worn areas
surrounded by unworn areas in order to predict
the performance of tribocorrosion contacts. Garcia88

developed a model for the current I that flows through
an electrode of area A at a given anodic potential when
subjected to a reciprocating wearing contact with a
frequency of f as

I ¼ fAa

ð1=f

0

iaðtÞ dt þ f ðAs � AaÞ
ð1=f

0

ipðtÞ dt 	 	 	 ½29�

where Aa is the worn area, As � Aa is the passive area,
ia(t) is the repassivation current density, and ip(t) is the
passive current density at a given anodic potential.

A model that incorporates a time constant for
repassivation has been developed by Goldberg89 for
currents generated by scratching passive surfaces.
It has the form

I ðtÞ ¼ Ipeak exp
�ðt � t 0Þ

t

� �
þ Ip 	 	 	 ½30�

If Tafel behavior is applicable, then

Ipeak ¼ ipAr e
nf =ba½ � þ droxzFAr

Mwt
	 	 	 ½31�

where Ipeak is the peak current (Ipeak¼Imax�Ip), Imax is
the maximum recorded current, t is the time constant
for repassivation, t0 is the time to produce the scratch,
Ip is the passive current at t¼1, ip is the current
density for passivation, Ar is the scratch area, nf is the
scratch overpotential, ba is the Tafel slope, d is the
repassivated oxide thickness, rox is the oxide density, z
is the charge on the cation, F is Faraday’s constant, and
Mw is the oxide molar mass.

Mischler90 developed a model for reciprocating
contacts that includes the effects of load and material
hardness. Hemodeled the anodic current Ia,w generated
by wear induced by a hard insulating counter body.

Ia;w ¼ Kwlf
W

H

� �1
2
ð1=f

0

i dt . . . ½32�

where K
w
is the proportionality factor, l is the length of

wear track, W is the normal load, H is the hardness of
metal, t is the instant time, f is the frequency of recipro-
cation of contact or rotation rate if for pin-on-disc, and
i is the instantaneous current density.

JSM 6500 F COMPO 15.0 kV x7 000 1 μm WD 9.5 mm

Figure 30 Selective corrosion of W and W2C phases

(which are formed due to decarburization of WC) around the
periphery of the carbide grains in a HVOF sprayed

WC–10Co–4Cr coating when exposed to an alkaline

environment of pH 11 for 168h.

WO3+ H2O

WO3

WO4
2− + 2H+
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CoCr CoCr
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Figure 31 Schematic showing the selective corrosion of
W and W2C phases in a WC–10Co–4Cr coating.
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These three models are essentially based on the
same principle but involve different contact para-
meters. Their validity may be limited to the specific
test conditions/rig geometry used in their develop-
ment. More complex models are being developed
for tribocorrosion interactions in aqueous sliding con-
tacts,91 and these will be explored in the following
section. However, it is extremely important to recog-
nize the roles of reactive species in the tribological
processes. Jiang and Stack92 discuss the mechanisms
of wear debris generation and the roles of reactive
species in the generation of wear debris during sliding
wear in gaseous or aqueous environments. Low cycle
fatigue was taken as an important mechanism for the
generation of wear debris particles during sliding wear
of metals. The generation of wear debris particles
was described as a process of microcrack initiation
and propagation. The presence of reactive species
in the environment was taken to chemically activate
reaction(s) at the crack tip that weaken(s) the bonding
of atoms at the tip, increasing the rate of generation of
wear debris particles. The ratio between the contact
frequency and the corrosion passivation rate was found
to be a very important factor in determining the domi-
nant material loss regime for a given tribosystem.
At low values, wear-induced corrosion tends to be
more significant in causing the overall material loss.

However, corrosion-inducedwear tends to be the dom-
inant regime for material loss at high values.

2.15.3.2 Wear-Corrosion Interactions

2.15.3.2.1 Mechanisms of enhanced surface
degradation

These interactions can be defined as follows. The
total damage under wear-corrosion, T, can be repre-
sented as

T ¼ E þ C þ S ½33�

where E is the pure wear material loss and C is the
pure corrosion rate. The synergistic effect (interac-
tive term), S, is referred to as DE or (DCþDE )
depending on the literature source, where DE is the
enhanced wear loss due to corrosion and DC is
the enhanced corrosion due to wear.

Synergy is defined as ‘the difference between
wear-corrosion and the summation of its two parts’
and can be expressed by eqns [34] and [35].

DE ¼ T � ðE þ C þ DCÞ ½34�
or

S ¼ DE þ DC ¼ T � E þ Cð Þ ½35�
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Figure 32 OCP and current as a function of time during microabrasion of a 250 mm thick D-Gun WC–10Co–4Cr coating on

stainless steel 316 for a sliding distance of 90m using 0.16 volume fraction slurry of 4.5mmSiC abrasives suspended in NaOH
solution of pH 11. The applied load was 0.2N and a Zirconia ball of 25.5mm dia was rotated to give a sliding velocity of

0.05ms�1. Reproduced from Wood, R. J. K. J. Phys. D: Appl. Phys. 2007, 40, 5502–5521.
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where T, C, and E are typically gravimetric terms
relating to wear-corrosion, electrochemical corrosion
(in situ), and mechanical wear mechanisms respect-
ively. C can be taken as the corrosion current under
static conditions and DC measured in situ when wear
processes are occurring. Under erosion, more confu-
sion exists in the literature as static C or flow only
corrosion rates C 0 are used leading to very different
values of S as shown in eqns [36]–[38].

T ¼ E þ C þ DE þ DC ½36�
T ¼ E þ C0 þ DE þ DC0 ½37�

T ¼ E þ C00 þ DE ½38�
where C 0 is the solids free flow corrosion rate and C 00 is
the corrosion rate under wear-corrosion conditions.
The ASTM G 119-93 standard is a useful guide for
researchers wishing to evaluate synergy.93 It should be
noted that researchers working in the field of tribo-
corrosion are nowmoving away from evaluation of and
using the terms synergy and antagonism in favor of
quantifying the rates of electrochemical–mechanical
interactions and identifying their mechanisms and
physical meaning.

Wear can mechanically strip the protective corro-
sion film creating fresh reactive corrosion sites and
produce DC,94 depending on the rate of repassivation
and the integrity of the film formed. Other possible
wear-enhanced corrosionmechanisms include (1) local
acidification at wear sites, accelerating corrosion rates,
and prohibiting film formation; (2) increased mass
transport by high turbulence levels; (3) lowering the
fatigue strength of a metal by corrosion; (4) anodic
wear scars can cathodically polarize the surrounding
unworn surfaces and destabilize passive films in these
regions enhancing corrosion95; and (5) surface rough-
ening of the specimen during wear-enhanced mass
transfer effects increasing the corrosion rate.95

Corrosion-enhanced wear mechanisms are also pos-
sible (DE). The DE wear rate could be due to (6) the
removal of work-hardened surfaces by corrosion pro-
cesses, which expose the underlying base metal to
erosion mechanisms96; (7) preferential corrosive
attack at grain boundaries resulting in grain loosening
and eventual removal97; (8) the increase in the num-
ber of stress concentration defects resulting from
micropitting; and (9) detachment of plastically
deformed flakes on the metal surface due to stress
corrosion cracking. Corrosion can increase surface
roughness, which in turn can increase wear processes.
This is not a synergistic interaction.

Most of these mechanisms, if dominant, would be
expected to lead to positive synergy (i.e., detrimental
and an acceleration of wear-corrosion). However, in
some instances, an antagonism can occur. Possible
mechanisms that reduce wear rates (�DE) are (10)
microgalvanic (work-function difference) effect-
induced inhomogeneous shot-peening98 by high-
velocity sand particle impacts or; (11) the presence
of a soft or loosely adherent corrosion film or;
(12) the blunting of the crack tips by lateral dissolu-
tion retarding the speed of crack propagation. The
reduction in corrosion rates (�DC ) could result from
(13) a rapid corrosion film growth, scaling, or the
formation of a passive film reducing corrosion rates
dramatically or; (14) the generation of thermally
affected film.

Malka et al.99 give an example of where positive
synergies are dominant and have looked at whether
erosion enhances corrosion and/or corrosion enhances
erosion in pipe loop experiments on uncoated AISI
1018 CS. The tests solutions contained 1wt% NaCl
solutions purged with CO2 (partial pressure of 1.2 bar)
and 2wt% silica sand (275mm in size). They found that
erosion enhances corrosion and corrosion enhances
erosion but the dominant synergistic effect was that
of corrosion on erosion, that is, DE. For roughly equal
corrosion (C 0) and erosion rates (E), the total mass loss
(T ) was equal to two to three times the simple sum-
mation of E and C 0, (EþC 0), showing significant syn-
ergy under 2m s�1 flow velocities.

It has also been shown that for a variety of engi-
neering materials the synergistic effects, which result
in the damage due to separate corrosion and erosion
processes, are normally greater than the sum of the
individual damage processes and can accelerate mate-
rial removal significantly 50 times in some cases
(i.e.,T ¼ 50� C0 þ Eð Þ), see Wood and Hutton.31

Thus, the levels of S can be as high as 50 times the
expected mass loss rate and would comprise most
safety margins used in the design of fluid machinery
and pipe systems.

An example of antagonism was seen in erosion-
corrosion testing of naval grade cast nickel aluminum
bronze (NAB) under jet impingement conditions with
a 2.5% (w/w) sand/3.5% NaCl solution slurry.
Figure 33 shows the rig used and Figure 34 shows
the results from combined erosion-corrosion (T ), ero-
sion (E ), and flow corrosion (C 0) tests for different
sand particle kinetic energies generated under the
conditions detailed in Table 5. As can be seen, the T
values are less than EþC 0 values.
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The reason for this antagonistic effect was deter-
mined by profiling the microhardness of uneroded and
eroded areas to reveal an increase in surface hardness
in eroded areas as shown in Figure 35. Within the
erosion scar, the hardness was doubled by hardening
processes by the 105–106 strain rates induced by the
sand impacts. Transverse sections revealed a work-
hardened layer some 125 nm thick, while for erosion-
corrosion the layer was 250 nm thick and the erosion
mechanisms were subtly different. How corrosion
influences the depth of work-hardening is not clear
but it is likely that work-hardening will change the
surface potential and thereby will decrease the

corrosion reaction rate of the eroded surface as well
as reduce erosion rates.

It is difficult to represent the interactive terms
between wear and corrosion graphically to allow
instant insight for designers and equipment opera-
tors. But some attempts at mapping are useful, partic-
ularly where quantitative terms are used for material
loss rates. Such maps can also indicate the tribocorro-
sion regimes or dominant loss mechanism. This can be
used to select more resistant surfaces or compositions.
An example of such a plot for erosion-corrosion is
given in Figure 36. Here the corrosion loss rates (C0)
have been plotted against the mechanical loss rates
given by (T�C 0). This assumes that DC0 is negligible
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Figure 33 Modified jet impingement slurry rig used for electrochemical measurement under flow corrosion and
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and can be ignored. Results for CS, cast nickel alumi-
num bronze, and a sprayed nickel aluminum bronze
coating are shown. The regimes are also shown defined
by the ratio (T�C 0)/C 0, where low values show elec-
trochemical processes to be dominant, values between
0.1 and 1 are in the corrosion-erosion regime, while
values between 1 and 10 are in the erosion-corrosion
regime and values over 10 are in the mechanically
dominated regime.

For abrasion-corrosion, a variation in synergy
levels has been linked to the abrasion mechanism
present in the contact. Figure 37 shows results from
microabrasion-corrosion tests on types 304 and 316
stainless steel (UNS S30403 and S31603) and super
duplex stainless steel (UNS 32760).100 The levels
of synergy are represented as a percentage calculated

by eqn [39] where C (passive corrosion rates) are
assumed negligible.

S

T
� 100 ¼ T � E

T
� 100 ½39�

The synergy levels (S/T�100) are plotted against
volume fraction of abrasive. The abrasive used was
4.5 mm SiC particles. The abrasive mode is dependent
on the abrasive concentration. For low concentrations
of abrasive, a two-body grooving abrasion process
dominates, while for higher concentrations three-
body rolling abrasion processes dominate. It can be
seen from Figure 37 that the synergy resulting from
a two-body wear mode was highly variable as evi-
denced by the large degree of scatter. Both S31603
and S32760 stainless steels produced negative values

Table 5 Conditions used for the erosion and erosion–corrosion experiments (CP¼cathodic protection)

Experiments Jet velocity
(ms�1)

Sand diameter
(mm)

Test solution Re jet

Corrosion (C0) 3.1–6 � 3.5% NaCl
Erosion (E ) 3.1–6 135 and 235 (mean diameter) 3.5% NaCl with CP 18415–29702

Erosion–corrosion (T ) 3.1–6 135 and 235 (mean diameter) 3.5% NaCl
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Figure 35 Hardness measurement for NAB on eroded and uneroded and back surface tested at 6ms�1 with its 2D-profile.

Positions (1) and (3) represent hardness measurements through the center of the erosion scar and far away from the scar
respectively. Reproduced from Barik, R. C. Environmental factors affecting the marine corrosion performance of nickel

aluminium bronze, PhD thesis, School of Engineering Sciences, University of Southampton, 2006.
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of S under this wear condition, while S was positive
for S30403. The large antagonisms produced by the
two-body wear mechanism may be a reflection of the
differences in repassivation kinetics and/or composi-
tion of the passive films reducing the overall level of
two-body abrasion.100 However, the mixed-mode
region shows a significant reduction in scatter for
each stainless steel. Likewise all the three stainless
steel types within the three-body region showed an
improved reproducibility with increasing volume
fraction of abrasive. Rabinowicz et al.101 in their

study of abrasive wear under a three-body regime
reported that three-body abrasion leads to more
reproducible test results compared with two-body.
Batchelor and Stachowiak102 have also suggested
that three-body abrasion is more effective in remov-
ing the corrosion products, and by implication any
passive film present, during abrasion-corrosion.
Figure 37 also shows that under three-body wear,
S generally converges with increasing slurry con-
centration to a uniform positive synergy of 18%
for the three stainless steels.

2.15.3.2.2 Erosion-corrosion models
Ferng et al. 103,104 modeled erosion-corrosion in pipe
flow by adding the erosion and corrosion contributions
together. The erosion model was based on droplet
impingement but used an oxide removal based on
eqn [40] for predicting the mass of oxide removed, m,

m ¼ CsNf að Þ rfU
2
f

H
½40�

where Cs is a system constant, N is the frequency of
impingement, f is a characteristic function, a is the
impact angle, rf the fluid density, Uf is the normal
velocity, and H is the pipe wall hardness.

The metal loss rate, MR, in mol cm�2s�1 model is
based on a mixed control corrosion process of disso-
lution of magnetite and the mass transfer of ferrous
ions Fe2þ giving

MR ¼ Ceq � C1
ð1=2k1Þ þ ð1=kmÞ ½41�

where k1 is the reaction rate constant, Ceq is the
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soluble ferrous ion concentration in equilibrium with
magnetite, C1 is the soluble ferrous ion concentra-
tion in the bulk solution, and km is the mass transfer
coefficient. The combination of eqns [40] and [41]
with 3-D fluid modeling has been successfully used
to predict erosion-corrosion rates of pipes and fittings
and the location of erosion-corrosion attack.

Erosion damage by solid particle impact or cavita-
tion bubble collapse to an oxide or passive film
will reveal the underlying nascent surface inducing a
higher activity (higher corrosion current), for a limited
duration, than for the intact oxide surface. Bozzini
et al.105 employed a simple approximate model using a
‘recovering target’ concept similar to those used in
Section 2.15.3.1.3 for sliding wear-corrosion. This
erosion-corrosion model has the advantage that it can
be applied to both passivating and actively corroding
conditions. The impacting particles are modeled with
rigid spheres of uniform radius rp. Particle impact is
assumed to be a Poisson process with parameter l
(impacts m�2 s�1). It is assumed that each impact
gives rise to an alteration of the corrosion rate through
a localized change in corrosion current density for a
period of time, relating to a recovery to its initial state.
The effective corrosion current density, icorr (nA cm�2),
at a given electrode potential (typically the corrosion
potential) can be related to themechanically influenced
corrosion component of the synergistic damage
through a coefficient fa, (such that 0�fa�1) expressing
the fraction of the corroding surface, which is affected
by the erosive action of impinging particles, by eqn [42]

icorr ¼ faiact þ ð1� faÞiu ½42�
where the subscripts ‘act’ and ‘u’ relate to ‘activated’
and ‘unaffected’ respectively. The current densities iact
and iu are characteristic of the corrodingmaterial in the
absence and in the presence of the erosive action and
can be measured separately by means of suitable
experiments. In general, the coefficient fa can be
defined in eqn [43]:

fa ¼ No: of impacts

Control area

� �
� Damaged area

Impact

� �

� Recovery time ¼ lAat ½43�
where Aa is the affected surface area and t is the passive
recovery time.

Equation [42] indicates an accelerating element to
corrosion caused by film damage or removal and is
one element of the complex interactions between
erosion and corrosion that needs to be understood.
A similar approach that includes particle

impingement angle and assumes an exponential
repassivation reaction has been developed by Lu.106

icorr ¼ is þ ipeak
t _Ae

1þ t _Ae
½44�

where _Ae is the normalized rate of active surface area
generated

_Ae ¼
CpU siny
rpVp

 !
Acrater ½45�

where is is the stable passive current density, ipeak is
the peak response in local current density due to
impingement, t is the exponential decay constant,
Cp is the mass of solids per unit volume, U is the
impact velocity, y is the impact angle, rp is the
particle density, Vp is the particle volume, and Acrater
is the crater area.

More recent erosion-corrosion models incorpo-
rate dynamic Hertzian impact area models and
squeeze film effects in an attempt to evaluate more
accurately actual areas of depassivation and actual
particle impact velocities, Harvey.54

As mentioned earlier, the synergistic term S can be
positive or negative (antagonistic). Bozzini et al.105

showed that annealed CS had a more active corrosion
potential before it was work hardened, resulting in
iu> ia and by using eqn [42] showed a reduction
(i.e., an antagonism) in overall corrosion rate with
erosion present.

The Bozzoni model or ones of that type go some
way to explain experimental trends. For example,
Neville et al.107 have shown that the corrosion cur-
rent density increases with increasing solid loading
(200, 400 and 600mg l�1) for UNS S31603 under an
impinging jet of 3.5% NaCl at 17m s�1. Syner-
gistic effects have also been shown to be a function
of impinging solid particle energy for various
stainless steels (UNS S31603, S32100, S32250, and
S32760).108 Such results indicate that synergy is
more pronounced at lower particle energies. For
example, under an erosion energy of 0.02 mJ per
impact, the volume loss under erosion-corrosion
for UNS S32250 is ten times that for erosion alone.
However, at higher energies, �7.5 mJ, the erosion-
corrosion rate is only 1.4 times that for erosion alone.
Under very low energy impacts, little differences
between erosion and erosion-corrosion rates are
recorded for passive steels suggesting that impact
energies above a critical value maybe required to
initiate depassivation.
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There are data reported in the literature that
certain erosion-corrosion test conditions producing
an antagonism, while others produce a positive syn-
ergy. The author in Wood28 reports antagonisms for a
superduplex steel UNS S32750 in 3.5% NaCl solu-
tions at Ek¼ 0.05mJ and 90� impingement angle. How-
ever, Neville and Hu observed a positive synergy on
two superaustentic stainless steels (UNS S31254 and
S32654) and a superduplex steel UNS S32750, but
these tests were conducted at a higher Ek of 4mJ.29

This suggests a complex relationship with synergy as a
function of erosion conditions (energy) and repassiva-
tion tendency as this effects the crater size, crater
shape, levels of strain rate, and passive film or oxide
layer recovery time. Table 6 shows some typical
values for Ek that may be generated in pipes, valves,
pumps, and propulsors. It assumes average sand par-
ticles of 100 mm in diameter and that these have
velocities comparable to the average fluid velocities
of the systems. Therefore, erosion-corrosion data are
required at these energies if correct material selec-
tion is to be made.

Erosion-corrosion conditions can themselves dev-
elop local microgalvanic cells between eroded and
uneroded surface areas. Such microgalvanic cells
have been reported between erosion affected regions
(depassivated) of a surface and noneroded regions
(passive). For example, enhanced material loss rates
due to such cells are reported by Hodgkiess.23

To summarize, Table 7 is an attempt to list the
mechanisms that may influence the sign of the inter-
active terms namely the DC and DE components.

Another possible synergy mechanism for DE has
been suggested by Guo et al., 110 who studied near-
surface hardness changes induced by erosion strain
hardening and corrosion softening on AISI 1045 CS
and observed that the relative hardness degradation,
DHn/Hn, could be correlated approximately with the
anodic current density, ia, as expressed in eqn [46]:

DHv

Hv
¼ �B log

ia

ith

� �
½46�

where DHv¼Hv*�Hv and is the change of hardness
due to anodic dissolution at the surface, Hv and Hv*
the hardness without and with anodic current present
at the electrode surface respectively, B (>0) is an exper-
imental constant, and ith is the threshold anodic current
density to induce the synergistic electrochemical–
mechanical effect, that is, when ia � ith, DHv¼ 0. How-
ever, relatively large anodic currents were employed to
achieve relatively minor changes in hardness (typically
0.1%). This could be an artifact of the experimental
equipment employed as a microhardness tested was
performed. Thus, surface layer properties were affected
by the substrate as more than 10% of the coating thick-
ness was penetrated during measurement.

Empirically based models of synergy

Wood and Hutton,31 summarizing experimental data
published on erosion wear over a wide range of solid
particle and cavitation erosion experiments, found that
the data fell within two groups: the medium- and high-
synergy systems. The erosion-corrosion enhancement,
S, was found to be closely linked to the pure erosion
component E. Two expressions were derived by plot-
ting S/C 0 against E/C 0 ratios to obtain the following
expressions: For the medium-synergy group

1
S

C0 ¼ exp 1:277 ln
E

C0

� �
� 1:9125

� �

¼ 0:1477
E

C0

� �1:277

½47�

For the high-synergy group

2
S

C0 ¼ exp 0:755ln
E

C0

� �
þ 1:222

� �

¼ 3:3940
E

C0

� �0:755

½48�

Sliding wear models

A sliding wear model proposed by Jiang et al.91

defined the total wear-corrosion loss Vcw as

Vcw ¼ ðVw þ DVwÞ þ ðVc þ DVcÞ ½49�
where Vc is the pure corrosion loss, Vw is the material
loss due to wear, DVc is the wear-induced corrosion,
and DVw is the corrosion-induced wear.

They looked at material loss due to corrosion, Vc,
during sliding in a corrosive environment and related
this to the anodic corrosion current under the influ-
ence of wear by Faraday’s law. For metals that can

Table 6 Potential particle kinetic energies and flow

velocities for marine components

Marine component

Pipe Valve Pump Propulsor

Velocity (m s�1) 0–3 5 10 25

Particle

diameter (mm)

100 100 100 100

Particle KE (mJ) 0–0.007 0.02 0.07 0.44
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passivate in the corrosion environment, the anodic
corrosion current is composed of two components:
(1) the repassivation anodic current density of ia
passing through the area, Ar, where the passive film

has been removed/damaged by the mechanical wear
action; and (2) the passive current density of ip pass-
ing through the rest of the apparent area of contact,
A� Ar, where the passive film has been fully

Table 7 ‘Synergy’ overview of processes that could lead to positive and negative interactive effects between mechanical

and electrochemical processes present under erosion-corrosion conditions

Factor Positive interaction Negative interaction

Critical impact
energy

Above critical impact energy to penetrate/
damage passive/product film/coverage.

Results in increased charge transfer at the

liquid/metal interface

Below critical impact energy. Results in reduced
charge transfer at the liquid/metal interface as

film composition could be influenced by

impact

Surface roughness,
Ra

Roughening effects on mass transfer coefficients
unknown but km is likely to increase with

increasingRa. The Silverman review109 suggests

that themass-transfer dependence on Reynolds
number is affected by surface roughness as

km / Re0.9 with solids eroding the surface

compared to km/ Re0.65 for solids-free flows for

rotating cylinder work due to roughening effects
on the surface. Roughness may promote

microturbulence, affecting the local double

layer. Roughness could also promote local

microelectrode behavior (potential field
distortion) at the tips of impact craters

Roughness influences the contact mechanics of
angular solid particle impingement. Increased

roughness could reduce contact stresses and

thereby the near and far field stress
distributions

Plastic deformation/

strain

Plastically deformed and stressed surfaces

enhance corrosion processes. Corrosion
causes premature detachment of plastically

deformed or strain hardened impact carter lips

Increased or

unsteady
hydrodynamics or

turbulence

Unsteady hydrodynamics leads to instablility of

the double layers (nonsteady state) and
unsteady driving concentration gradients of

active species

High concentrations of solid particles could

block the surface from incoming particles.
Particle–particle interaction alters impact

conditions

Contact

temperature

Local surface (flash) temperatures could be

significantly higher around and within impact
craters which could accelerate corrosion rates

Local surface (flash) temperatures could

influence oxide film composition and
microstructure and thus could produce more

erosion resistant films

Localized corrosion Pitting and microgalvanic corrosion cells due to
localized defects in the passive layers induced

by erosion or exposure of inclusions or voids.

Crack systems would also be vulnerable to

crevice corrosion attack and accelerated crack
propagation. Microgalvanic corrosion cells

could be formed between erosion carters and

surrounding unaffected areas

Strain-induced shift in surface potential in the
electropositive direction

Multiphase surfaces Corrosion of interface – potential to lose bond
integrity between hard and binder phases,

binder recession due to corrosion leaves hard

phase loose to be removed by mechanical

action. These interactions could also apply to
splat boundaries which exist after spraying

Substrate corrosion products can eject via
interconnecting pores onto the coating

surface, reducing erosion rate

Passive film state Depassivation: removal of air-borne oxides or

oxide layers produced by passivation. Oxide
layer could increase friction between

impacting solid particle and the bulk substrate

material

The overall recovery times for repassivation and

adherent oxide layers formed by passivation are
important relative to depassivation events. Oxide

layers could also decrease the friction between

impacting solid particle and the bulk substrate

material. Alternatively denser oxide could be
formed that reduces corrosion or erosion or both

Source: Partly taken from reviews by Wood 31 and Wang.30
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developed. A is equal to the apparent area of contact,
assuming that the area surrounding the wear track is
insulated from electrochemical reactions. For nonpas-
sive metals, the current density can be taken as ip. It
was assumed that a depassivation–repassivation event
occurs in between two successive contact events dur-
ing corrosion-wear sliding tests and that the removal
of the passive films during sliding corrosion-wear
occurs on the real area of contact, Ar, which depends
on the mechanical properties of the material and the
contact surface topographies. For sliding between two
ductile rough bodies or a hard rough body sliding on a
smooth ductile, the real contact area Ar is proportional
to l(W/H)1/2, where l is the width of the wear track.

Thus,

Vc þ DVc ¼ IactAatom= zFrtð Þ ½50�
where

Iac ¼ Arir þ A� Arð Þia ½51�
Using eqn [32] due to Mischler

Arir ¼ Ia;w ¼ Kwlf
W

H

� �1
2
ð1=f

0

i dt ½52�

where

i ¼ i0 � iað Þ expð�t=t0Þ þ ia ½53�
The characteristic passivation time, t0, reflects how
easily the metal surface passivates. The lower the
value of t0, the more easily the metal tends to passiv-
ate. For nonpassive materials, i0¼ ia, and the anodic
dissolution current, i¼ ia, is constant. This gives

VcþDVc ¼ Aatoms= zFrtneð Þ½ � AaiaþKal W=Hð Þ1=2
n

i0� iað Þf t0 1� exp �1=f t0ð Þ½ �



½54�

where s is the total sliding distance, ne is the sliding
velocity, Ka is a proportionality constant, and f is the
contact frequency between interacting surfaces.

This approach is coupled to the concept of micro-
fatigue crack propagation where a critical time, tc, is
required for an existing microcrack nucleus to prop-
agate a length, Da, taken as the diameter of a wear
debris particle and is then related to the microcrack
growth rate, da/dn. There are various scenarios
of how corrosion affects crack propagation. First,
corrosion can increase the number of potential
microcrack initiation sites, Nc. Second, reactive or
corrosive species at the crack tip can promote the

propagation of the crack, increasing the generation
rate of wear debris particles by reducing tc. Third, the
corrosive environment may also affect the average
wear debris particle diameter, Da, although it is diffi-
cult to predict how this factor will vary with the
corrosion conditions. Finally, it is possible under
certain conditions that wear is reduced as a result
of crack-tip blunting or the formation of some wear-
protective load-bearing areas from the corrosion
products. However, Jiang et al.91 considered the
corrosion-enhanced microcrack propagation only.

The wear volume of a specimen is equal to the
product of the average volume of a single particle and
the total number of wear debris particles generated
within a sliding time, t, which can be expressed by

V ¼ pD3
a

6
kdAat ¼ pD3

a s

6ne
kdAa ½55�

where kd is the particle generation rate.
They assumed that during sliding wear, a micro-

crack is initiated on the wear surface and will propa-
gate for a certain distance after each contact with an
asperity from the counter surface. Awear debris parti-
cle is generated after a certain number of cycles of
contact at the same spot with the encountering surface.

The critical time, tc, for generating a wear debris
particle with an average size, Da, from an existing
microcrack nucleus is related to the microcrack
growth rate, da/dn, by

Da ¼
ðtc
0

da

dt
dt ¼

ðtc
0

da

dn
f dt ½56�

If Nc active microcrack sites are present on a unit area
of the wear surface that are ready to propagate, then
the generation rate, kd, of wear debris particles can be
calculated by

kd ¼ Nc=tc ½57�
Several factors are considered: the number of cracks
that are above a critical size and thus propagate; the
influence of stresses induced during the wear process;
as well as corrosion fatigue processes. This process
considers mechanical aspects in a reference environ-
ment, interactions of cyclic mechanical loading and
the attack by the environment and sustained load
crack growth; the following terms were developed:

kd ¼ NrþDNcð Þ grþ gcfs 1� exp �1=f tið Þ½ �þ gsf gfD�1
a

½58�
where Nr is the number of critical microcracks
that are ready to propagate to generate wear debris
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in a reference environment, DNc is increment of the
number of critical microcracks due to the presence of
corrosion, and ti is the characteristic reaction time for
the reaction controlling a corrosion fatigue process.

Substituting this expression into eqn [57] gives the
wear contribution Vwc ¼ Vw + DVw:

Vwc ¼ pD2
aAas

6l
Nrgr þ DNcgr þ Nr þ DNcð Þ½

� g cfs 1� exp �1=f tið Þ½ � þ g sf g� ½59�

Thereby the total wear-corrosion loss, given by eqn
[49], can be predicted by summing eqns [54] and [59].

2.15.4 Present and Future
Applications of Tribocorrosion

Previous sections have focused on ‘heavy’ engineer-
ing applications and solution and models appropriate
to these conditions. This knowledge and understand-
ing havematured over the past 20 years or so. However,
it may be the more subtle tribocorrosion problems that
will drive further development and understanding. For
example, corrosion–wear interactions can be used to
control material loss for manufacturing of silicon
wafers. This process is called chemical–mechanical
planarization (CMP) and is an important process for
building multilevel interconnections for electronic
devices. CMP techniques have been developed for
machining tungsten, aluminum, and copper. The fun-
damentals of these processes are not well understood

and are an active area of research at present. The
supporting electrolyte used in manufacturing is acidic
and oxidizing leading to material removal by a cyclic
process of passivation-film abrasion followed by repas-
sivation and then passivation-film abrasion and so on.
These are similar to wear-corrosion processed dis-
cussed earlier in the chapter.

2.15.4.1 Chemical Mechanical
Polishing (CMP)

Figure 38 illustrates the general process with the
silicon wafer typically being loaded horizontally and
pressed onto a rotating conditioning pad with the
contact between the wafer and pad being lubricated
by a slurry. The wafer holder is itself rotated as well.

The roles of mechanical abrasion and electro-
chemical dissolution during CMP of aluminum have
been studied by Tsai and Huang.111 They found, as
expected, that the total metal removal rate and the
electrochemical dissolution rate of aluminum in
5 vol%. phosphoric acid + 0.5M citric acid solution
(pH 4) increased with increasing contact pressure and
specimen rotation speed. However, the contribution of
electrochemical dissolution to the total removal rate
of aluminum was less than that produced by mechani-
cal abrasion. They also detected metallic aluminum in
the solution, indicating that the passive film was not the
sole material removed under the chemical–mechanical
abrasion condition but some wear of the parent mate-
rial had occurred.

The influence of the type of conditioning pad used
has been studied by Tan et al.112 They studied three

Slurry feed 

Load 

Si
wafer  

Conditioning pad 

Substrate
Adhesive  

Base plate 

Substrate 

Base plate 

Diamond grit 75−
150 μm diameter  

Metal bonding
layer  

Figure 38 Schematic of a CMP set-up with a rotating wafer loaded against a rotating conditioner pad supported by

a base plate.
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types of conditioners: (1) bonded by electroplating
nickel; (2) brazing Ni–Cr alloy; and (3) diamond-like
carbon (DLC) film deposition on a brazed conditioner.
They found that after wear-corrosion testing, the DLC
film deposited on the conditioner surface of brazed
Ni–Cr alloy exhibited better overall performance in
terms of a higher removal rate. The pad suffered a
lower wear loss and a better corrosion resistance com-
pared with the other two conditioners.

Ziomek-Moroz et al.113 researched into CMP of
different metallic thin films, such as tungsten and
copper in aqueous media. They emphasize the impor-
tance of constructing wear-corrosion maps for these
complicated tribocorrosion-metallic thin film systems.
The wear component followed the Preston wear equa-
tion,114 namely

h ¼
ðt2
t1

kpUdt ½60�

where h is the wear depth developed between time t1
and t2, k is a wear factor, p is pressure, and U is the
relative velocity of the workpiece contact point with
respect to the tool contact point. Equation [60] can be
rearranged in terms of volume loss (V ), normal
applied load (W), and sliding distance (L), as shown
in eqn [61].

k ¼ hÐ
pU dt

¼ h

pL
¼ hA

WL
¼ V

WL
½61�

Ziomek-Moroz et al. found that the synergism between
corrosion and erosion during CMP of thin metallic
films is a key factor in controlling the polish rate and
makes this process very complex. For the CMP of
tungsten and copper, the presence of a passive protec-
tive film on the metal surface plays a critical role in
successful planarization. Therefore, understanding
the corrosion mechanisms that control both the polish
rate and the passivation behavior of the thin films are
critical in controlling CMP.

The direct planarizing of tungsten by wear processes
is difficult because of its high hardness. Therefore, an
effective approach has been developed to facilitate
planarizing of a tungsten surface by removing a contin-
uously growing passive film on tungsten when exposed
to a low-pH potassium ferricyanide slurry. Since the
passive film is softer than tungsten, this chemical
mechanical planarization process is effective. Akonko
et al.115 have investigated the corrosion, wear, and cor-
rosive wear behavior of tungsten in K3[Fe(CN)6]
slurries. The tungsten removal rate increased with
increasing slurry pH and surface potential.

2.15.4.2 Erosion-Corrosion

In order to gain further understanding of the effects of
erosion-enhanced corrosion, DE, electrochemical noise
techniques are being used.116 These measurements
allow current and/or potential perturbations about the
mean corrosion current to be analyzed without grossly
polarizing the surfaces. These perturbations are thought
to provide valuable information on the extent of passive
film rupture and repassivation during flow-enhanced
corrosion and erosion-corrosion. Although individual
impacts or pitting events are difficult to resolve, the
result ofmultiple impacts or pits as over time is useful as
a diagnostic tool to detect possible surface degradation
mechanisms.

Figure 39 shows a corrosion flow cell designed for
electrochemical noise analysis for pipe flow with no
solids present in the fluid. Typically, two ‘nominally
identical’ working electrodes are used and their
potential noise recorded relative to a reference elec-
trode, together with the current noise between the
two working electrodes. Figure 40 shows typical
potential and current responses at a pipe Reynolds
number of 2000 (just around the transition from
laminar to turbulent flow) on type-304 stainless
steel in 3.5% NaCl solution.

Sasaki and Burstein observed current transients
for single-particle impacts117 on passive stainless
steels, illustrating that monitoring such transients can
provide direct information on the erosion-corrosion
processes. A simple way to analyze such data is to
take the standard deviation of the current traces
under flow corrosion, sc, and under erosion-corrosion,

Data logging

Reference electrode

Working
electrodes

Flow

Spacer

Assembly clamping rods

EPN ZRA
ECN

28
m

m

Figure 39 Schematic of electrochemical flow cell and

measurement set-up.
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sT. Attempts are currently being made to link the
standard deviation ratio sc/sT to synergy, see
Figure 41.

Caution should be applied to any electrochemical
measurement under erosion-corrosion conditions.
Other issuesmake electrochemical analysis and its com-
parison to synergy difficult. These include the possibil-
ity of local film currents between anodes/cathodes,118

which will not be seen by ECN measurements or by
potentiostats and the effects of charging/recharging
double-layer currents due to fluctuating local events.

2.15.4.3 Biotribocorrosion

2.15.4.3.1 Dentistry

The use of artificial materials to replace natural
dental tissue is common in dentistry. Due to health

aspects, there is concern about the risks that the
corrosion and wear of these materials may induce.
Linear wear and the release of wear particles are
especially of interest. The insight into wear-corrosion
processes in dentistry is, however, still in its infancy.
Lambrechts et al.119 give an overview of the degrada-
tion processes that occur on artificial materials used
in dentistry, especially in restorative dentistry. Light-
cured composite resins of inorganic silica fillers in
organic (polymer) resins are currently seen as viable
alternatives to amalgam. Wear of dental composite
resins involves adhesion, abrasion, attrition, chemical
degradation, and fatigue, see Table 8. These mechan-
isms often act simultaneously and/or sequentially and
interact with each other in a complex form, making
the prediction of loss rates difficult.

Wear in the filled composites occurs by a complex
set of processes involving tribochemical reactions
between the filler particles and water, formation of
surface films containing a mixture of filler fragments
and reaction products, and film delamination, as well
as dissolution of the reaction products.120

The wear behavior of a dental ceramic composite
containing 92wt% silica glass and alumina filler par-
ticles in a polymeric resin matrix has been examined
by Nagarajan et al.121 Wear tests confirmed the pres-
ence of Al and other elemental constituents of the
filler particles. It is proposed that three simultaneous
processes occur at the sliding contact: tribochemical
reactions and film formation, dissolution of the reacted
products, and mechanical removal of the film by
microfracture. At low loads, wear occurs primarily by
a tribochemical mechanism, that is, formation and
dissolution of the reaction products.

Lewis and Dwyer-Joyce122 have reviewed the cur-
rent understanding of wear of enamel and dentine in
teeth and highlight the major influencing factors.
They looked at various tribological conditions to
which teeth are exposed. These include noncontact
between opposing teeth, contact but no sliding, and
contact with sliding between opposing teeth. They
emphasize that the largest single influencing factor is
that of the chemical environment and this interacts
with a synergistic effect with all wear mechanisms to
enhance material loss rates. Research has shown that
increasing acidity reduces both hardness and elastic
modulus of enamel in an appropriate linear relation-
ship without load or sliding between teeth. Material
loss for both enamel and dentine increases with
decreasing pH generated by acids found in soft drinks.
Citric acid adjusted by NaOH (to the required pH
range between 2 and 6.5) and citric acid with titratable
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acidity give the highest loss rates. In the contact with-
out sliding between teeth, the enamel loss increases
with increasing load or cyclic load. For contacts with
sliding, a nonlinear relationship is seen, with wear
rates decreasing as the pH drops from 7 to 3 but
increasing when the pH is further decreased to 1.
Until now, these synergistic and antagonistic effects
between the chemical and mechanical tooth wear have
not been properly investigated.

Dental implants, on the other hand, are used to
replace teeth lost due to decay, trauma, or perio-
dontal diseases. These implants are subject to
micromovements at the implant–bone interface or
implant–porcelain interface due to the transmitted
mastication loads and also subject to the aggressive
oral environment. Such implants are thereby subject
to tribocorrosion that can lead to implant failure.
Vieira et al.123 studied titanium grade 2 in contact
with low-pH artificial saliva under fretting conditions
and with different inhibitors. They found that the
addition of citric acid or anodic inhibitor to artificial
saliva resulted in a slight improvement in the tribo-
corrosion behavior of Ti. No significant differences
were observed in the wear rate per dissipated energy,
but a lower wear volume loss was obtained that can be
attributed to the slightly lower corrosion rate
observed in these solutions during the fretting tests.
This increased protection was attributed to the oxida-
tion and reduction reactions occurring in the contact
area during fretting. They noted that the tribolayers
formed in the contact became more stable after �7000
cycles in solutions containing citric acid or anodic inhib-
itor, and resulted in lower coefficient of friction and a
lower corrosion current. The addition of a cathodic or
an organic inhibitor to the artificial saliva resulted in a

deteriorating performance of the titanium. Both an
increase in the wear volume loss per unit-dissipated
energy and a significantly higher corrosion rate during
fretting tests were observed in these solutions.

The tribocorrosion of orthodontic archwires is
also a growing research area and various stainless
steel archwires have been investigated by Berradja.124

They found the fluctuations in potential and current
during fretting-corrosion are more pronounced at
increased sliding frequency than at increased applied
normal loads.

2.15.4.3.2 Replacement joints

Researchers are becoming increasingly interested in
metal-on-metal (MoM) joint implants, see Figure 42,
with studies being focused on their wear and corro-
sion (ion release) behavior. The corrosion, wear, and
wear-corrosion behavior for three materials (high-
carbon CoCrMo, low-carbon CoCrMo, and UNS
S31603) have been discussed by Yan et al.125 In
the steady state regime, 20–30% of the material

Table 8 Dental wear and wear-corrosion processes

Wear
mechanism

Effect Driving mechanism Cause

Abrasion Occlusal material wear Frictional surface

interactions three-body
abrasion

Toothbrush/paste food

bolus

Attrition Changes surface texture Sharp asperities two-

body abrasion

Antagonistic surface

50% harder than the
wearing surface

Chemical

wear

Degrades silane couplings in composites Wetting Food or saliva

Surface
fatigue

Surface layer delamination and severe roughening Rolling contacts and
cyclic loads

Subsurface stress
concentrations

Adhesive Platelet-shaped wear transferred to antagonistic

surface which can either reduce or enhance wear

rates

Asperity–asperity

interaction

Shear stresses

50 mm

Figure 42 Total hip replacement joint in CoCrMo.
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degradation was attributed to corrosion-related dam-
age. High-carbon CoCrMo showed excellent corro-
sion, wear, and corrosion-wear resistance and
therefore delivered the best overall performance in
terms of a lower wear rate, a lower friction coeffi-
cient, and a higher resistance to corrosion. Proteins in
the joint fluids are thought to play a key role but this
mechanism is not well understood.

Sinnett-Jones et al.126 investigated the synergistic
effects of corrosion and wear of surgical grade cast
F-75 cobalt–chromium–molybdenum (CoCrMo) alloy.
Microabrasion-corrosion identified depassivation and
repassivation processes and showed strong synergistic
effects ranging from negative to positive. The syner-
gistic levels appear to be dependent on the integrity of
the passive films and the repassivation kinetics.

The role of protein in the tribocorrosion of metal
implants is not well understood but initial studies
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Figure 43 Electrochemical current noise obtained in
microabrasion-corrosion test on as-cast CoCrCo (1.0 g

cm�3 SiC) in 0.9% NaCl, phosphate buffered saline (PBS)

solutions, 25% and 50% bovine serum (BS) at 37 �C.
Reproduced from Sun, D. Wharton, J. A.; Wood, R. J. K.;

Ma, L.; Raithforth, W. M. Microabrasion-corrosion of cast

CoCrMo alloy in simulated body fluids, presented Leeds-

Lyon 2007, Tribol. Int. submitted for publication.

Shef.

(a) (b)

(c) (d)

SEI 15.0 kV X2 000 10 μm WD 21.2 mm JSM 6500 F SEI 15.0 kV X2 000 10 μm WD 10.1 mm

JSM 6500 F SEI 15.0 kV X3 000 1 μm WD 10.1 mm JSM 6500 F SEI 15.0 kV X2 000 10 μm WD 9.9 mm

Figure 44 SEM micrographs of wear scars on as-cast CoCrMo under pure sliding conditions in (a) 0.9% NaCl, (b) PBS,
(c) 25% BS, (d) 50% BS at 37�C. Black arrows show a carbide standing proud of the surface. The white arrows show

possible protein and wear debris on the worn surfaces. Polished wear scars, as opposed to two-body abrasion seen

in (a) and (b), were produced in proteinaceous solutions indicating proteins form a lubrication film which protect the surface.
Reproduced from Sun, D. Wharton, J. A.; Wood, R. J. K.; Ma, L.; Raithforth, W. M. Microabrasion-corrosion of cast CoCrMo

alloy in simulated body fluids, presented Leeds-Lyon 2007, Tribol. Int. submitted for publication.

Tribocorrosion 1047

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



show conflicting trends with corrosion being either
enhanced or reduced when protein is present and
adsorbed onto the articulating surfaces. Sun127 has
studied abrasion-corrosion of cast CoCrMo in saline
(0.9% NaCl and phosphate buffer solution (PBS))
and protein containing solutions of BS. In situ current
noise results, see Figure 43, show reduced current
levels when proteins are present.

Using the same test geometry, but removing the
abrasives, so that the alumina ball abrades the
CoCrMo surface under sliding wear mode, again
shows that the presence of protein alters and reduces
the wear mechanism and rate as seen in Figure 44.

2.15.5 Conclusions

Tribocorrosion has only recently been recognized as
an important underpinning area of corrosion and
therefore is in its infancy. This chapter has defined
tribocorrosion and presented the fundamental prin-
ciples behind wear, flow corrosion, erosion-
corrosion, cavitation erosion-corrosion, sliding
wear-corrosion, and abrasion–corrosion interac-
tions. It has shown the key material and environ-
mental parameters that influence tribocorrosion and
used examples to illustrate the performance of
materials under a variety of tribocorrosion condi-
tions. It has outlined the conditions under which
tribocorrosion occurs in aqueous solutions and
shown that the depassivation and repassivation kinetics
within tribocorrosion conditions need to be understood
or controlled if accelerated damage is to be avoided. It
has discussed the motivation behind current research
and presented some examples of where tribocorrosion
research will play a major role in the future, such as
in biotribocorrosion, manufacturing, and erosion-
corrosion detection to aid condition monitoring of
fluid machinery and chemical processes.

The influence of the corrosive environment is
shown to be important in controlling wear and friction
and the evolution of near-surface triboinduced layers,
which are critical in both erosion-corrosion and wear-
corrosion situations. The chapter has identified the
key interactions between wear and corrosion mechan-
isms that occur along with some models and mapping
techniques that aim at informing material selection
and predict performance. However, these need major
development before robust predictions can be made as
our understanding of the mechano–electrochemical
interactions in tribocorrosion are incomplete.

Acknowledgments

I thank all those in my research group who helped
with this chapter and particularly Dr Julian Wharton
for various figures and material and his constant
encouragement. I also thank Drs Terry Harvey and
Mandar Thakare as well as Dan Sun (PhD student)
for their help with figures.

References

1. Oxford Dictionary of English, 2nd ed.; Oxford University
Press, 2005.

2. Fischer, A.; Mischler, S. J. Phys. D; Appl. Phys.; 2006,
39(15); doi: 10.1088/0022-3727/39/15/E01.

3. Kurtz, S.; Ong, K.; Lau, E.; Mowat, F.; Halpern, M. J Bone
Joint Surg. Am. 2007, 89, 780–785.

4. Celis, J.-P.; Ponthiaux, P. WEAR 2006, 261(9), 937–938.
5. Meng, H. C.; Ludema, K. C. Wear 1995, 181–183,

443–457.
6. Archard, J. F. J. Appl. Phys. 1953, 24, 981–988.
7. Archard, J. F. Wear Theory and Mechanisms. In Wear

Control Handbook; Peterson, M. B., Winer, W. O., Eds.;
ASME: New York, 1980; pp 35–80.

8. Hutchings, I. M. Tribology – Friction and Wear of
Engineering Materials; Arnold: London, 1992.

9. Poulson, B. Wear 1999, 233–235, 497–504.
10. Kim, J. G.; Choi, Y. S.; Lee, H. D.; Chung, W. S.Corrosion

2003, 59(2), 121–129.
11. Jacobs, J. J.; Hallab, N. J.; Skipor, A. K.; Urban, R. M.

Clin. Orthop. 2003, 417, 139–147.
12. Williams, D. F.; Clark, G. C. F. J. Mater. Sci. 1982, 17(6),

1675–1682.
13. Williams, R. L.; Brown, S. A.; Merritt, K. Biomaterials

1988, 9, 181–186.
14. Lewis, A. C.; Kilburn, M. R.; Papageorgiou, I.; Allen, G. C.;

Case, C. P. J. Biomed. Mater. Res. A 2005, 73(4),
456–467.

15. Contu, F.; Elsener, B.; Bohni, H. Corros. Sci. 2005, 47,
1863–1875.

16. Goldberg, J. R.; Gilbert, J. L. J. Biomed. Mater. Res.
1997, 37(3), 421–431.

17. Stack, M. M.; Jana, B. D. Tribol int 2005, 38(11–12),
995–1006.

18. Celis, J.-P.; Ponthiaux, P.; Wenger, F.Wear 2006, 261(9),
939–946.

19. Deforge, D.; Wenger, F.; Ponthiaux, P.; Lina, A; Ambard, A.
Tribocorrosion of AISI 304L stainless steel sliding against
AISI 304L stainless steel in nuclear environment, 207th
Electrochemical Society Meeting, Quebec City, Canada
May 2005, session E1 on Chemical, Electrochemical, and
Mechanical Effects on CMP, Tribocorrosion, and
Biotribocorrosion, abstract #313.

20. Kaczorowski, D.; Combrade, P.; Vernot, J. Ph.;
Beaudouin, A.; Crenn, C. Tribol Int. 2006, 39, 1503–1508.

21. Hu, X.; Neville, A. Wear 2005, 258(1–4), 641–648.
22. Al-Hosani, H. I.; Saber, T. M. H.; Mohammed, R. A.;

Shams El Din, A. M. Desalination 1997, 109, 25–37.
23. Hodgkiess, T.; Neville, A.; Shrestha, S. Wear 1999, 235,

623–634.
24. Wei, J. J.; Xue, Q. J.; Wang, H. Q. Lubr. Eng. 1993,

49(12), 948–953.

1048 Types of Corrosion in Liquids

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



25. Bowden, F. P.; Tabor, D. The Friction and Lubrication of
Solids; Clarendon Press: Oxford, Part I, 1950; Part II,
1964.

26. Morris, S.; Wood, R. J. K.; Harvey, T. J.; Powrie, H. E. G.
Wear 2003, 255, 430–443.

27. Wood, R. J. K. Challenges of living with erosion-
corrosion, Advanced materials for fluid machinery,
IMechE Conference Transactions; PEP London: UK
2004; pp 113–132.

28. Wood, R. J. K. La Houille Blanche 1992, 7–8, 605–610.
29. Neville, A.; Hu, X. Wear 2001, 251, 1284–1294.
30. Wang, H. W.; Stack, M. M. J. Mater. Sci. 2000, 35,

5263–5273.
31. Wood, R. J. K.; Hutton, S. P. Wear 1990, 140, 387–394.
32. Stemp, M.; Mischler, S.; Landolt, D.Wear 2003, 255(1–6),

466–475.
33. Mischler, S.; Spiegel, A.; Landolt, D. Wear 1999,

225–229, 1078–1087.
34. Staehle, R. W. Corros. Sci. 2007, 49, 7–19.
35. Jemmely, P.; Mischler, S.; Landolt, D. Wear 2000, 237,

63–76.
36. Roberge, P. Erosion-Corrosion, Corrosion Testing Made

Easy Series; NACE International: Houston, USA, 2004.
37. Efird, D.; Wright, E. J.; Boros, J. A.; Hailey, T. G.

Corrosion 1993, 49, 992–1003.
38. Kennelly, K. J.; Hausler, R. H.; Silverman, D. C. NACE

Corrosion/1990; 1990.
39. Nesic, S.; Nyborg, R.; Stangeland, A.Corrosion 2003, 59,

443–456.
40. Sedamed, G. H.; Abdo, M. S. E.; Amder, M.; El-Latif,

G. A. Int. Comm. Heat mass Transfer 1998, 25(3),
443–451.

41. Wood, R. J. K.; Hutton, S. P.; Schiffrin, D. J. Corros. Sci.
J. 1990, 30(12), 1177–1201.

42. Schmitt, G.; Bosch, C.; Plagemann, P.; Moeller, K. Local
wall shear stress gradients in the slug flow regime –
Effects of hydrocarbon and corrosion inhibitor, NACE
CORROSION/2002; 2002, Paper No. 02244.

43. Schmitt, G.; Gudde, T. Local mass transport coefficients
and local wall shear stresses at flow disturbances, NACE
CORROSION/1995, 1995, Paper No. 102.

44. Schmitt, G.; Gudde, T.; Strobel-Effertz, E. Fracture
mechanical properties of CO2 corrosion product scales
and their relation to localised corrosion, NACE
CORROSION/1996, 1996, Paper No. 9.

45. Wharton, J. A.; Wood, R. J. K.Wear 2004, 256, 525–536.
46. Donohue, G. L.; Tiedermann, W. G.; Reischman, M. M.

J. Fluid Mech. 1972, 56, 559–575.
47. Kline, S. J.; Reynolds, W. C.; Schraub, F. A.;

Rundstrandler, P. J. Fluid Mech. 1967, 30, 741–773.
48. Kim, H. T.; Kline, S. J.; Reynolds, W. C. J. Fluid Mech.

1971, 50, 133–160.
49. Blackwelder, R. F. Some ideas on the control of near-wall

eddies, AIAA; 1989, Paper 89–1009.
50. Faddick, R. R. Wear in pipes, Short course on slurry

pipelining technology, Camborne School of Mines, 1982,
pp 1–15.

51. Haugen, K.; Kvernvold, O.; Ronald, A.; Sandberg, R.
Wear 1995, 186–187, 179–188.

52. Turchaninov, S. P. The Life of Hydrotransport Pipelines;
Nedra Press: Moscow, Russia, 1973.

53. Shimoda, K.; Yukawa, T. Erosion of pipe bend in
pneumatic conveyer, Proceedings of the 6th
International Conference On Erosion by
Liquid and Solid Impact, University of Cambridge,
1983, Paper 59.

54. Harvey, T. J.; Wharton, J. A.; Wood, R. J. K. Tribology –
Mater. Surf. Interf. 2007, 1(1), 33–47.

55. Hashish, M. An improved model of erosion by solid
particles, Proceedings of the 7th International
Conference on erosion by liquid and solid impact, 1998,
Paper 66, published by Cavendish Laboratory.

56. Finnie, I. Wear 1972, 19, 81–90.
57. Gane, N.; Murray, M. S. The transition from

ploughing to cutting in erosive wear, Proceedings of
the 5th International Conference on Erosion by Solid
and Liquid Impact (Cambridge, UK, 1979), paper 40,
pp 1–8.

58. Keating, A.; Nesic, S. Corrosion 2001, 57(7), 621–633.
59. Bergevin, K. Effect of slurry velocity on the mechanical

and electrochemical components of erosion-corrosion in
vertical pipes, Master’s thesis, University of
Saskatchewan, 1984.

60. Bitter, J. G. A. Wear 1963, 6, 5–21.
61. Neilson, J. H.; Gilchrist, A. Wear 1968, 11, 123–143.
62. Forder, A.; Thew, M. T.; Harrison, D. Wear 1998, 216,

184–193.
63. Wood, R. J. K.; Jones, T. F.; Miles, N. J.;

Ganeshalingam, J. Wear 2001, 250(1–12), 771–779.
64. Wood, R. J. K.; Jones, T. F.; Ganeshalingam, J.; Wang, M.

Erosion modelling of swirling and non-swirling slurries in
pipes, Hydrotransport 15, Banff, Canada, BHRGroup, 3–5
June 2002, 497.

65. Wood, R. J. K.; Jones, T. F.; Ganeshalingam, J. Erosion
in swirl inducing pipes, ASME Fluids Engineering Division
Summer Meeting, Montreal, Canada, July 2002, paper
FEDSM2002–31287, ASME International.

66. Wood, R. J. K.; Jones, T. F.; Ganeshalingam, J.; Miles,
N. J. Wear 2004, 256(9–10), 937–947.

67. Wood, R. J. K.; Jones, T. F. Wear 2003, 255, 206–218.
68. Lui, J.; Lin, Y.; Yong, X.; Li, X. Corrosion 2005, 61(11),

1061–1069.
69. Chang, J. T.; Yeh, C. H.; He, J. L.; Chen, K. C.Wear 2003,

255, 162–169, Part 1 AUG-SEP 2003.
70. Chernega, S. M.; Loskutova, T. V.; Yantsevych, K. V.

Metallofiz. Noveish. Tekhnol 2003, 25, 519–532.
71. Neale, M.; Gee, M. G. Guide to Wear Problems and

Testing for Industry, Tribology in Practice Series; PEP
Ltd.: London, 2000.

72. Beck, T. R. Electrochemical Models for SCC of Titanium.
In Theory of Stress Corrosion Cracking in Alloys;
Scully, J. C., Ed.; NATO: Brussels, 1971; pp 64–85.

73. Cho, E.; Kwon, H. Corros. Sci. Technol. 2002, 31,
448–453.

74. Shibata, T.; Staehle, R. W. Application oh high speed
elongation technique to stress corrosion cracking of
Fe-Cr-Ni Alloys Proceedings of the Fifth International
Congress on Metallic Corrosion 1975; pp 487–492.

75. Hoar, T. P.; Scully, J. C. J. Electrochem. Soc. 1964,
348–352.

76. Burstein, G. T.; Sasaki, K. J. Electrochem. Soc. 2001,
B282–B287.

77. Ambrose, J. R.; Kruger, J. Corrosion 1972, 28, 30–35.
78. Sethuramiah, A. Lubricated Wear: Science and

Technology, Tribology Series 42; Elsevier: Amsterdam,
2003.

79. Silverman, D. C. Corrosion 2004, 60(11), 1003–1023.
80. Douglas, J. F.; Gasiorek, J. M.; Swaffield, J. A.;

Jack, L. B. Fluid Mechanics, 5th ed.; Pearson: Harlow,
UK, 2005, ISBN 0–13–129293–5.

81. Cantwell, B. J. Annu. Rev. Fluid Mech. 1981, 13,
457–515.

82. Robinson, S. K. Annu. Rev. Fluid Motion 1991, 23,
601–639.

83. Panton, R. L. Incompressible Flows; Wiley/Interscience:
New York, 1984, pp 717.

Tribocorrosion 1049

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



84. Lee, C. K.; Shih, H. C. J. Mater. Sci. 2000, 35(9),
2361–2369.

85. Thakare, M. R.; Wharton, J. A.; Wood, R. J. K.;
Menger, C. Tribol. Int. 2008, 41(7), 629–639.

86. Mischler, S.; Spiegel, A.; Landolt, D. Wear 1999, 229,
1078–1087, Part 2.

87. Ponthiaux, P.; Wenger, F.; Drees, D.; Celis, J. P. Wear
2004, 256, 459–468.

88. Garcia, I.; Drees, D.; Celis, J. P. Wear 2001, 249,
452–460.

89. Goldberg, J. R.; Gilbert, J. L. J. Biomed. Mater. Res.
1997, 37(3), 421–431.

90. Mischler, S.; Debaud, S.; Landolt, D. J. Electrochem.
Soc. 1998, 145(3), 750–758.

91. Jiang, J.; Stack, M. M.; Neville, A. Tribol. Int. 2002,
35(10), 669–679.

92. Jiaren Jiang; Stack, M. M. Wear 2006, 261(9), 954–965.
93. ASTMStandardG 119–93, StandardGuide for Determining

Synergism between Wear and Corrosion; 1993.
94. Zeisel, H.; Durst, F. Computations of erosion-corrosion

processes in separated two-phase flows, NACE
Corrosion, NACE, 1990, Paper No. 29.

95. Vignal, V.; Mary, N.; Ponthiaux, P.; Wenger, F. Wear
2006, 261, 947–953.

96. Zhou, S.; Stack, M. M.; Newman, R. C. Corrosion 1996,
52, 934–946.

97. Matsumura, M. Corros. Rev. 1994, 12, 321–340.
98. Neville, A.; Hodgkiess, T.; Xu, H. Wear 1999, 235,

523–534.
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Glossary
Calcite Calcium carbonate.

Gypsum Calcium sulfate.

Permanent hardness Water hardness that cannot

be removed by boiling; for example, the

precipitation of calcium sulfate.

ppm Strictly parts per million by mass; equivalent to

1mg of solute per kg of solvent. In dilute

solutionsand forpracticalusage, it isequivalent

to 1mg of solute per litre (dm3) of solvent.

Temporary hardness Water hardness that can be

removed by boiling causing the loss of

dissolved CO2; for example, the precipitation

of calcium carbonate.

Water hardness A measure of the

tendency of water to precipitate a solid

scale; generally related to the concentration

of dissolved cations (in particular calcium

and magnesium) with respect to dissolved

anions (in particular bicarbonate and sulfate).
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Abbreviations
HVAC Heating, ventilation and air conditioning

LSI Langelier saturation index

PSI Puckorius scaling index

RSI Ryznar stability index

TDS Total dissolved solids

Symbols
Ksp Solubility product

DG Free energy change

[x] The concentration of species ‘x’ is conventionally

denoted by placing it in square brackets

2.17.1 Introduction

Metals immersed or partly immersed in water tend
to corrode because of their thermodynamic instab-
ility. Natural waters may contain some or all im-
purities such as dissolved solids and gases, colloidal
or suspended matter, and biological materials
(microbes, algae). All these may affect the corrosive
properties of the water in relation to the metals with
which it is in contact. The effect may be either of
stimulation or of suppression of either the cathodic or
the anodic reaction. Thus, some metals may form a
natural protective film in a specific water composi-
tion and the corrosiveness of the water to these metals
depends on whether or not the dissolved species that
it contains assist in the maintenance of a self-healing
film (i.e., whether they are inhibiting or not).

The metals most commonly used for water sys-
tems are iron and steel. These metals often have some
sort of applied protective coating; galvanized steel,
for example, relies on a thin layer of zinc, which is
anodic to the steel except at high temperatures. Many
systems, however, contain a wide variety of other
materials and the effect of various water constituents
on these must be considered. Although there is
increasing use of polymeric materials in water sys-
tems, metallic components are still very common and
include copper, brasses, bronzes, lead, aluminum,
stainless steel, and solder.

The passage of natural water through a pipe may
modify the composition of the water and hence its
corrosive properties. For example, dissolved oxygen
or carbon dioxide may be removed partially or wholly
by reaction with metals or organisms. Dissolution of a
metal into water may, on the other hand, make it more

corrosive. An example of this is the attack of some
waters on copper and the subsequent increased pitting
corrosion of less noble metals such as iron, galvanized
steel, and aluminum. This enhanced pitting is caused
by the deposition of minute quantities of copper on
the less noble metal, thereby setting up numerous
local bimetallic corrosion cells.

Failure of the metal can be the most important
effect of corrosive water, but other effects may arise
from low concentrations of metallic ions produced by
corrosion. Water passed through a lead pipe may
contain a toxic concentration of that metal; with
copper there is a greater tolerance from the toxicity
point of view but staining of fabrics and sanitary
fittings may be objectionable. With iron, similarly,
discoloration of the water may be unpleasant and
may cause damage to materials being processed.
The effects of dissolved zinc in the environment
have also recently become a concern.

The concentrations of various substances in drink-
ing water or in industrial process waters in the dis-
solved, colloidal, or suspended form are relatively
low but vary considerably. For example, a hardness
of 300–400 ppm (as CaCO3) is sometimes tolerated in
potable (drinking) public water supplies, whereas
dissolved iron to the extent of 1mg dm�3 would be
unacceptable. On the other hand, saline waters,
including seawater, estuarine water, and brines from
boreholes can contain very large quantities of dis-
solved species; however, these last mentioned types of
water are not considered in this section.

2.17.2 Constituents or Impurities
in Water

The important constituents in natural water can be
classified as follows:

1. dissolved gases (e.g., oxygen, nitrogen, carbon
dioxide, ammonia, sulfurous gases);

2. mineral constituents, including hardness salts
(e.g., calcium, magnesium, carbonate/bicarbonate,
etc), sodium salts (e.g., chloride, sulfate, nitrate,
etc.), other salts, and dissolved silica;

3. organic matter, including that of both animal and
vegetable origin, oil, trade waste (including agri-
cultural) constituents and synthetic detergents;

4. microbiological forms, including various types of
algae and slime-forming bacteria.

In water analysis, determinations (except occasion-
ally for dissolved gases) are made on the basis of mass
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of solute to volume of solvent (mg dm�3). More
strictly, parts per million (ppm) refers to mass of solute
to mass of solvent but in dilute solutions, and to all
practical purposes, the two units are interchangeable.
In treated water for high-pressure boilers, impurities
are in much lower concentrations and are measured
in parts per billion (ppb, equivalent to 1mg dm�3).

Water analysis for drinking-water supplies is
concerned mainly with pollution and bacteriological
tests. For industrial supplies, a mineral analysis is of
more interest. Table 1 includes a typical selection
and gives some indication of the wide range of impu-
rities that can be found.

2.17.2.1 Dissolved Gases

Of the dissolved gases occurring in water, oxygen
occupies a special position as it is the main cathodic
reactant and can control the corrosion reaction rate if
mass transport limits the arrival of oxygen to the
cathode. Carbon dioxide is scarcely less important
as it dissolves in water to giving rise to equilibria
with carbonic acid, bicarbonate and carbonate in
solution, which are important in the control of solu-
tion pH and the solubility of calcium carbonate and,
hence, the calcium hardness of the water. Therefore,
the quantity of dissolved carbon dioxide in solution
controls the solubility of the carbonate rocks that
frequently comprise the geology close to boreholes.

Nitrogen is also generally present with oxygen
although, as it is significantly less soluble, the mass
ratio of dissolved nitrogen to oxygen in water is not
the same as in air (it is about 4:3). It has little impor-
tance in connection with corrosion, but can be a nui-
sance if changes in physical conditions (e.g., reduction
in local pressure) bring about its release from solution.

Other gases which are occasionally present in
natural water usually arise from pollution. Ammonia,

which in various forms may be present in waste
waters, attacks copper and copper alloys; its presence
in estuarine waters is one of the causes of corrosion of
copper-based steam condenser tubes. Hydrogen sul-
fide may also be the result of pollution but often
bacterial action (e.g., by sulfate reducing bacteria) is
the main contributor. Both gases initiate and/or
accelerate the corrosion of most metals.

2.17.2.2 Oxygen

Although other oxidants can occur in natural waters (in
particular sulfur species) dissolved oxygen is probably
the most significant constituent affecting corrosion; its
importance lies in the fact that it is the most important
cathodic reactant in neutral solutions. In surface waters,
the oxygen concentration is in equilibrium with the
atmosphere and, hence, approximates to saturation.
Underground waters are more variable in oxygen con-
tent and some waters may be effectively oxygen-free.
Contact with air, however, usually gives rise to an oxy-
gen concentration similar to the figures inTable 2. The
solubility is slightly less in the presence of solutes,
but this effect is not very significant in natural waters
containing less than 1000 ppm dissolved solids.

For many applications, notably feed-water for boi-
lers, removal of oxygen is essential and is accomplished
by physical or chemical de-aeration. For many other
purposes (e.g., once-through systems, heating, cooling
and ventilation, i.e., HVAC systems), however, full de-
aeration is not applicable, as the water used is in con-
tinuous contact with air, from which it would rapidly
take up more oxygen. In these circumstances, chemical
treatment, with corrosion inhibitors for example, is
necessary to restrict corrosion.

A major difficulty in chemical water treatment is
that the oxygen content of the water may not be the
same at all points. For example, in a thin layer of water,

Table 1 Typical water analyses (values in mgdm�3)

Very soft
water

Moderately
soft water

Slightly hard
water

Moderately
hard water

Hard borehole
water

Very hard
borehole water

pH 6.3 6.8 7.4 7.5 7.1 7.1

Alkalinity due to 2 38 90 180 250 470
Calcium 10 53 120 230 340 559

Total hardness 5 36 85 210 298 451

Calcium hardness 6 20 39 50 17 463
Sulfate 5 11 24 21 4 149

Chloride Trace 0.3 3 4 7 6

Silica 33 88 185 332 400 1670

Total dissolved solids

Source: Drane, C. W.; Oliphant, R. J. Natural Waters. In Corrosion, 3rd ed.; Shreir, L. L., Jarman, R. A., Burstein, G. T., Eds., 1994;
chapter 2.3.
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between a deposit, crevice or other surface occlusion
and the metal onwhich it is present, the oxygen can be
depleted; the difference in oxygen content between
the body of water and the stagnant water will then set
up a corrosion current which is difficult to suppress.1,2

Rather, similar conditions occur at the water line of a
vessel containing water with air above it. Even if the
water is conditioned to inhibit corrosion under
submerged conditions, it is difficult to extend the
protection to above the water line. Fluctuation in
water level extends the area of localized attack.

2.17.2.3 Carbon Dioxide

The effect of dissolved carbon dioxide on corrosion
is closely linked with the bicarbonate content of the
water. In many waters divalent cations (such as cal-
cium and magnesium) are present at significant con-
centration and, depending on the water chemistry
and temperature may precipitate a scale onto sur-
faces (i.e., hard waters). The stability, or otherwise, of
calcium and magnesium in solution depends on a
number of factors, the most important of which are
pH, dissolved total carbonate concentration (and its
speciation as dissolved CO2, carbonic acid and bi-
carbonate) and the concentration of Ca2þ and Mg2þ.
Any external phenomenon that reduces the solubility
of the divalent cations will result in their precipita-
tion, typically as a scale containing either calcium
carbonate or magnesium hydroxide (or both).

Calcium bicarbonate requires excess carbon diox-
ide in solution to stabilize it; the necessary concen-
tration depends on the other constituents of the water
and the temperature. Carbon dioxide dissolves in
water to give carbonic acid in the following equilibria,
with the equilibrium constants (Kx) indicated

3:

H2CO3
 !Hþ þHCO�3 K1 ¼ 2:5� 10�4 ½1�

HCO�3  !Hþ þ CO2�
3 K2 ¼ 5:6� 10�11 ½2�

However, although carbonic acid is a stronger acid
than acetic acid, its concentration in solution in equi-
librium with atmospheric carbon dioxide (�385 ppm)
is relatively low and, therefore, its effect is consider-
ably less. In the absence of dissolved carbonate spe-
cies from other sources, the solution pH is therefore
determined by the partial pressure of CO2:

CO2 þH2O !Hþ þHCO�3 Ka ¼ 4:30� 10�7 ½3�
The speciation among carbonic acid, bicarbonate ion
and carbonate ion depends on the above equilibria
and, hence, the pH. Figure 1 shows calculated mole
fractions of carbonic acid, bicarbonate ion, and car-
bonate ion as a function of pH for a fixed total
carbonate concentration.

2.17.2.4 Water Hardness
(Carbonate Species)

The usual classification of water by hardness (Table 3)
is as follows.

The hardness figures for natural water are very
varied but most natural drinking water supplies fall
into two well-defined groups:

1. Upland waters of low hardness commonly retained
in storage reservoirs. In the United Kingdom,
these are supplied to most localities in Scotland,
Wales, and the North of England.

Table 2 Solubility of oxygen in distilled water

Temperature (�C) Oxygen content of
saturated, distilled water

mgdm�3 ml dm�3

0 14.16 9.90
5 12.37 8.65

10 10.92 7.64

15 9.76 6.83

20 8.84 6.18
25 8.11 5.67

Source: Sherwood, J. E.; Stagnitti, F.; Kokkinn, M. J.;
Williams, W. D. Int. J. Salt Lake Res. 1992, 1, 1–6.
Groisman, A. Sh.; Khomutov, N. E. Russ. Chem. Rev. 1990, 59,
1217–1250.
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Figure 1 Calculated mole fractions of carbonic acid,

bicarbonate ion, and carbonate ion as a function of pH at a
total carbonate species concentration of 1mM. Calculated

with Puigdomenach, I.; Hydrochemical Equilibrium Constant

Database (HYDRA/MEDUSA); Royal Institute of Technology:

Stockholm. Available at www.kemi.kth.se/medusa.
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2. Underground waters of high hardness, usually
derived from aquifers in chalk, sandstone or lime-
stone strata. In the United Kingdom, these are
found mainly in the East and South of England.

A few sources, most of which are derived from rivers
and vary according to season, are intermediate in
composition between these.

The corrosive properties of natural waters are
governed by many factors and cannot be related to
hardness alone, but the following trends are apparent:

1. Soft upland waters are commonly corrosive to
most metals, their behavior depending to some
extent on pH. They are inevitably unsaturated
with respect to calcium carbonate and it is not
usually practicable to modify the carbonate equi-
librium to make them nonaggressive.

2. Very hard waters are usually not very aggressive
provided that they are supersaturated in calcium
carbonate. Underground waters with a low pH

value caused by excess carbon dioxide content
are, however, aggressive unless corrective treat-
ment is applied.

3. Waters of intermediate hardness frequently con-
tain significant amounts of other constituents and
there is often a tendency for the scale formed to be
loosely attached to the metal surface, permitting
corrosion to occur irregularly underneath. In most
waters the bicarbonate content is less than the
hardness, but a few natural waters are known
where the reverse is the case.

2.17.2.5 Other Inorganic Species

The principal ions found in natural water supplies
include calcium, magnesium, sodium, bicarbonate,
sulfate, chloride, and nitrate; also a few parts per
million of iron or manganese may sometimes be pres-
ent. From the corrosion point of view the small quan-
tities of other anions present, for example, nitrite,
phosphate, iodide, bromide and fluoride, have little
significance. Although larger concentrations of some
of these ions, notably nitrite and phosphate, may act as
corrosion inhibitors, the small quantities present in
natural waters will have little effect. Some of the
minor constituents have other beneficial or harmful
effects, for example, there is an optimum concentra-
tion of fluoride for control of dental caries and very
low iodide or high nitrate/nitrite concentrations are
objectionable on medical grounds (Table 4).

Dissolved ionic species will increase the ionic
conductivity of water and, hence, tend to increase
metallic corrosion by reducing the ohmic voltage
loss between local anodes and cathodes. At low

Table 4 Limits for inorganic species in UK drinking water

Measured parameter Maximum permitted value Units of measurement Point of monitoring

Conductivity 2500 mScm�1 at 20 �C Supply point

pH 6.5–10 Customers’ taps
Chloride 250 mg (Cl) dm�3 Supply point

Sulfate 200 mg (SO4) dm
�3 Supply point

Sodium 200 mg (Na) dm�3 Customers’ taps
Fluoride 1.5 mg (F) dm�3 Customers’ taps

Ammonium 0.5 mg (NH4) dm
�3 Customers’ taps

Nitrate 50 mg (NO3) dm
�3 Customers’ taps

Nitrite 0.5 mg (NO2) dm
�3 Customers’ taps

Copper 2 mg (Cu) dm�3 Customers’ taps

Iron 200 mg (Fe) dm�3 Customers’ taps

Manganese 50 mg (Mn) dm�3 Customers’ taps

Aluminum 200 mg (Al) dm�3 Customers’ taps
Lead (now) 25 mg (Pb) dm�3 Customers’ taps

Lead (after 2013) 10 mg (Pb) dm�3 Customers’ taps

Source: The Water Supply (Water Quality) Regulations 2000 (and as subsequently amended), UK Government, HMSO.

Table 3 Range of calcium hardness for various natural
waters

Calcium concentration Hardness classification

<50ppm CaCO3 Soft

50–100ppm CaCO3 Moderately soft

100–150ppm CaCO3 Slightly hard

150–250ppm CaCO3 Moderately hard
250–350ppm CaCO3 Hard

>350ppm CaCO3 Very hard

Thresh, J. C.; Beale, J. F.; Suckling, E. V. The Examination of
Waters and Water Supplies, 7th ed.; Taylor, E. W.; Churchill
Livingston: London, 1958.
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concentration the effect on ionic conductivity dom-
inates, although chloride will always tend to promote
pitting corrosion on passive materials (e.g., stainless
steel) that are protected by a thin protective scale. In
the latter case, the ratio of chloride to hydroxide (or
bicarbonate) can be important.4 Sulfate in general
appears to behave very similarly; Hatch and Rice
have shown that small concentrations in distilled
water increase corrosion more than similar concen-
trations of chloride.5 In practice, high-sulfate waters
may attack concrete and the performance of some
inhibitors appears to be adversely affected by the
presence of sulfate. Sulfates have also a special role
in bacterial corrosion under anaerobic conditions.

Regarding iron- and manganese-bearing waters, the
small amount of deposit formed is not likely to have
much effect on corrosion. However, most iron-bearing
waters contain substantial amounts of carbon dioxide
which may be troublesome. Manganese-bearing
waters may be of a similar type but they sometimes
contain complex organic compounds of manganese for
which special treatment may be needed. Substantial
iron and manganese content in water will tend to
promote pitting corrosion of materials such as alumi-
num, stainless steel and copper. Another mineral con-
stituent of water is silica, present both as a colloidal
suspension and as a dissolved species.

2.17.2.6 Organic Species

The types of organic matter in water supplies are
very diverse; they may be present in suspension, or
in colloidal or true solution and may include micro-
organisms. The materials are largely derived from
decaying vegetable matter but there are many other
possible sources including run-off from fields and
domestic and industrial wastes. Some of the worst
corrosive effects ascribed to natural soft waters are
attributed to a rather wide group of organic acids
abstracted from peat and mosses, sometimes called
humic acids.6 Such waters have low pH values and
are often discolored. They affect ferrous metals
appreciably and also attack lead and copper. Corro-
sion control, either of steel or of copper, is rarely
achieved solely by pH correction of such waters.

2.17.3 Scaling in Natural Waters

2.17.3.1 Controlling Factors
in Scale Formation

The deposition of a scale from solution involves the
nucleation, crystallization and growth of a new solid

phase. Nucleation of deposits may take place either
in solution (homogeneous nucleation) or on a suit-
able substrate where the local (i.e., adjacent to the
substrate) chemistry may be particularly conducive
to scaling (heterogeneous nucleation). Nucleation is
a thermodynamically driven process and the elemen-
tary theory predicts that nucleation requires a driving
force to overcome the new phase boundary (i.e.,
surface) created. Thus, the formation of a new
phase in a solution reduces the overall free energy of
the system by precipitating out a supersaturated spe-
cies; however, it increases the local free energy by
formation of a new surface. Both of these processes
can be modeled (for homogeneous nucleation in
solution) as follows7:

DGtot ¼ 4=3pr 3DGvolume þ 4pr 2DGsurface ½4�
where DGtot is the overall Gibbs free energy change
during nucleation; DGvolume is the free energy
change per unit volume of new species formed
(which will be negative and favorable); DGsurface is
the free energy per unit surface area of the nucleus
(which will be positive and unfavorable). The above
equation is easily altered for heterogeneous nucle-
ation (i.e., on a surface). Nucleation theory predicts
that nuclei do not grow below a specific, critical
dimension, which can be seen clearly in Figure 2.

The above thermodynamic treatment can say
nothing about the kinetics of the nucleation process
except that at higher supersaturation, the driving
force for nucleation is greater. Once nuclei have
formed, their subsequent growth is determined by a
number of interacting processes, particularly the dif-
fusion of species in solution.
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The solubility of most scale-forming minerals
decreases as the temperature increases. Therefore,
such solutions will precipitate a scale directly on
the heat-transfer surface because of their lower equi-
librium solubility at these locations (carbonate scales
that form from hard water in domestic kettles being
the obvious example). Other soluble species may be
scale-forming as a result of changes in pH, pressure,
flow, etc. Generally, the crystallization of a scale-
forming material from solution is influenced by sev-
eral factors including the following8:

� Local and general supersaturation of the soluble
species in solution.

� Solution temperature and particularly tempera-
ture differentials especially at surfaces where heat
transfer is occurring.

� Solution pH and particularly local changes in pH
at cathodic surfaces.

� Pressure, especially where the speciation is
controlled by a soluble gas such as CO2.

� Flow rate, as this influences local solution tem-
peratures and concentrations, as well as transport
of reacting species to the scaling surface.

� Scale nucleation and particularly scale growth are
time-dependent processes.

� Surface condition: in particular particles of dirt
and rough surfaces will encourage scale nucleation
and adherence.

2.17.3.2 Calcium Carbonate Scales

The mathematical relationship between carbon diox-
ide, calcium bicarbonate and calcium carbonate was
historically studied by several workers, including
Langelier.9,10 The simpler form of his original equa-
tion is (at constant temperature)

pHs ¼ pCaþ pAlkþ ðpK2 � pKsÞ ½5�

where pHs is the pH at which calcium carbonate
precipitates, pCa is the negative logarithm of the
calcium concentration expressed as parts per million
of CaCO3, pAlk is the negative logarithm of the
alkalinity to methyl orange expressed in parts per
million of equivalent CaCO3, pK2 is the ionization
constant of HCO3

�, and pKs is the solubility product
of CaCO3.

This formula does not apply to pH values over 9.
Also, as the term (pK2 – pKs) is a function of temper-
ature and ionic strength (dissolved solids), high sali-
nities will affect its accuracy. However, for the
analysis of water at constant temperature much useful

information can be obtained from the basic thermo-
dynamic treatment of Langelier. In order to deter-
mine whether water is supersaturated with respect to
calcium ions, the Langelier saturation index of water
(LSI) is defined as

LSI ¼ pH� pHs ½6�

where pH is the actual pH of the water and pHs is the
pH of saturation of calcium carbonate. If the LSI is
positive the water will be supersaturated with cal-
cium carbonate, which will, therefore, tend to pre-
cipitate as a scale. Conversely if the LSI is negative
the water tends to dissolve calcium carbonate and is
thus nonscaling. Nonscaling waters are expected to
be corrosive while waters that scale are expected
to be relatively less corrosive.

The LSI is not wholly satisfactory for practical
prediction of the scaling and corrosion tendency. This
is because it is possible for waters of varying hardness
(and hence corrosivity) to have the same LSI value.
The Ryznar stability index (RSI) is a modification of
the LSI that overcomes this problem11:

RSI ¼ 2pHs � pH ½7�
In this scheme, an index between 6 and 7 is effectively
balanced with little tendency to scale. If RSI< 6,
scaling is likely (and corrosion less likely) with the
scaling tendency increasing as the index decreases.
For RSI> 7 calcium carbonate formation probably
does not lead to a protective corrosion inhibitor film
and for RSI> 8 mild steel corrosion is likely to
become an increasing problem.

Neither the LSI nor the RSI can account for the
buffering capacity of the solution. Thus, water that is
high in calcium ions, but low in alkalinity and buffer-
ing capacity can have a high saturation value for cal-
cium carbonate. Typically, the water has a large
thermodynamic driving force for scale precipitation,
but does not have much scaling capacity because of the
low quantity of carbonate ions present. To account for
these effects an alternative index was devised12 that is
tied to the calculated equilibrium pH rather than the
measured value. The PSI index is calculated in a
manner similar to the Ryznar stability index. Thus:

PSI ¼ 2pHeq � pHs ½8�

where pHs is as defined above; pHeq¼ 1.465 �
log10[Alkalinity]þ 4.54; and ½Alkalinity�¼ ½HCO�3 � þ
2½CO2�

3 �þ ½OH��. The index is interpreted in a similar
manner to the RSI.
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It is important to note that the above indices
assume relatively dilute solutions and unit activity
coefficients for dissolved species. None of the above
indices can satisfactorily predict the scaling tendency
of water that has significant quantities of other ions in
solution, especially if they are present at high con-
centration. Other indices13 have therefore been
developed for such conditions encountered, for
example, in the oil and gas industry.

There are many modern computational tools now
available to determine solution speciation in a wide
range of conditions. For example, Figure 3 shows the
effects of varying the calcium ion concentration, at
constant total carbonate concentration, on the pH of
precipitation of a calcium carbonate scale. Thus, as
the water hardness (as calcium ion concentration)
increases from 0.5 to 4mM at a total carbonate of
1mM, the pH for scale precipitation changes from

about 8.5 to about 7.5. The domains of pH in which
carbonic acid and bicarbonate ion dominate are also
clearly evident.

Depending on the circumstances, calcium carbon-
ate scale formation may be detrimental or beneficial.
The detrimental effects are summarized below:

� loss of heat transfer efficiency (calcium carbonate
has a low thermal conductivity), including reduced
life of heat transfer surfaces because of overheating
(Figure 4);

� loss of pipe diameter leading to reduced flow
capacity or an increased pressure requirement to
achieve the same flow rate;

� blockage of valves, etc.;
� reduced efficiency of detergents and soaps for

washing; and
� deposits left after evaporation of water, which

spoils the appearance.

Conversely divalent metal cations can act benefi-
cially, particularly as cathodic inhibitors, for corro-
sion. This is because of the alkalinity at the cathode
caused by oxygen or water reduction:

O2 þ 2H2Oþ 4e� ! 4OH� ½9�
Thus, the local increase in hydroxide ion concentration
will therefore tend to precipitate a scale, even in sys-
tems that are not intrinsically scale-forming; as is evi-
dently shown in Figure 3. If the scale is sufficiently
dense and nonporous, it will provide significant
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Figure 3 Mole fraction of stable species as a function of
pH for (a) 4mM and (b) 0.5mM Ca2+ concentrations at a

constant total carbonate concentration of 1mM at 298K.

Calculated with Puigdomenach, I.; Hydrochemical

Equilibrium Constant Database (HYDRA/MEDUSA); Royal
Institute of Technology: Stockholm. Available at www.kemi.

kth.se/medusa.

Figure 4 Carbonate scale: dense generally protective

scale on a steel water pipe with some corrosion evident as

general thinning: Photo courtesy of the author.
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corrosion protection and, hence, the calcium ions act
effectively as inhibitors. The degree of protection
afforded by calcium carbonate has been studied by
McCauley.14 The significance of carbon dioxide in
corrosion is also discussed in some detail by
Simmonds.15

2.17.3.3 Other Inorganic Scales

Calcium carbonate is by far the most common scaling
substance in natural water systems but it is by no
means the only one. Thus, all dissolved species will
tend to form a scale when their solubility limit is
exceeded. Also, although CaCO3 is usually dominant
in scales formed in potable water, waters used for
other industrial purposes (e.g., heating and cooling)
may form other deposits depending on the water
chemistry. Indeed, many such scales comprise depos-
its of a range of compounds. Scales may also act to
secure (adhere) other forms of fouling deposit (such
as mud, silts, etc.) to a substrate.

2.17.3.3.1 Silica

Silica is present in many waters; in supplied waters it
can be derived from clay and similar soil types. The
solubility of silica is relatively high, at least 100 ppm
below pH 7, increasing to above 300 ppm at pH 10;
therefore, it rarely forms a scale on its own. However,
the presence of dissolved silica can promote the
precipitation of silicate species, particularly magne-
sium silicates.16

In some more extreme conditions, for example
where the supply waters are relatively high in silica,
the water requires treatment to prevent scale forma-
tion. For example, fouling of heat transfer surfaces
and osmosis membranes in desalination plant is prob-
lematic17 and geothermal water and power supply
systems tend to readily form silica scales.18

2.17.3.3.2 Magnesium hydroxide and silicate

In the presence of significant dissolved magnesium
ions and at high pH (typically greater than about
9–10) magnesium hydroxide may precipitate with,
and participate in, overall carbonate scale formation19:

Mg2þ þ 2OH� !MgðOHÞ2 K ¼ 7:0� 10�12 ½10�
This is certainly an issue in the formation of scales
from brines and marine sources, especially under
cathodic protection (and is dealt with elsewhere).
However, in the presence of significant dissolved

silica, which may occur in re-circulating evaporative
cooling systems for example, formation of magnesium
silicate may occur either directly, or by transforma-
tion of prior magnesium hydroxide.20 Deposition of
magnesium silicate can generally be prevented by
keeping the pH less than about 8 and, more generally,
by ensuring that the dissolved silica levels do not
exceed 200 ppm.

2.17.3.3.3 Calcium sulfate

Water containing relatively lower quantities of carbon-
ate but a higher concentration of sulfate will tend to
form a scale of calcium sulfate (gypsum: CaSO4�2H2O;
Ksp¼ 1.95�10�4).21 Such a water composition may
occur naturally but are more commonly found in cool-
ing towers, where acidification with sulfuric acid (to
prevent calcite deposition) is used as part of the water
treatment system.

In order to avoid precipitation of gypsum on heat
transfer surfaces in evaporative cooling systems when
using acid treatment, alternative acids could be con-
sidered (although these are more corrosive and more
expensive). Alternatively, proper blow-down proce-
dures should be used, which involve removal of part
of the water from the cooling circuit with replace-
ment with fresh make-up water. Under the correct
conditions, calcium sulfate scale formation should
not be a problem.

2.17.3.3.4 Calcium phosphate
Phosphoric acid (or more commonly polyphosphate)
is commonly added to heating and cooling waters
to prevent calcium carbonate scale formation. Gen-
erally this functions not necessarily by prevention
of precipitation, but by changing the nature of the
precipitate such that it does not form as an adherent
scale. However, scaling by calcium phosphate (which
is less soluble that calcium carbonate) can occur if
tricalcium phosphate (Ca3(PO4)2) is formed as its
solubility product is smaller than that of calcium
carbonate.22

2.17.3.3.5 Iron and manganese oxides

and hydroxides

Many scaling deposits may contain small quantities
of dissolved iron or manganese. While the levels of
these species are usually well below 200 ppb in most
water supplies, occasionally higher levels may reach
the customer due to corrosion and biological activity
in the water supply system from iron and manganese
oxidizing bacteria, giving rise to ‘red’ or ‘black’ water
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quality problems.23,24 However, in circulating heating
and cooling systems, the iron plus manganese con-
centrations may reach several part per million; unless
controlled, iron and manganese oxides are extremely
likely to deposit within the system.

The other source of iron in heating and cooling
systems is corrosion of the ferrous materials within
the system. Indeed, a high level of dissolved iron
is a good indicator of an ineffective inhibitor system.
The most common scale in hot water systems is
magnetite (Fe3O4) while haematite (Fe2O3) is more
commonly found in cooling systems.

2.17.3.4 Fouling Deposits

The origins of fouling deposits are generally different
in origin from scale deposits. The best way to differ-
entiate them is that a scale deposit is a specific and
important form of fouling deposit that can, to a large
extent, be predicted from the water chemistry.25 On
the other hand, fouling is a general description of any
kind of deposit that can form. It includes deposits that
arise from inorganic or organic (biological) origins.
Thus, in addition to scales, fouling deposits include
the following:

� Sediments carried into the system with the make
up water, such as silt.

� Products of reactions between the water and
chemical additives.

� Insoluble corrosion products.
� Biofilms, including slimes, from bacterial, algal and

other origins.

2.17.3.4.1 Corrosion

Corrosion of a metal, giving rise to an insoluble cor-
rosion product on the metal is one of the most com-
mon forms of fouling deposit. One of the main
purposes of water treatment is to limit the formation
of such deposits by controlling or inhibiting the cor-
rosion process. Corrosion (i.e., anodic dissolution) can
occur by any of the normal processes and therefore
requires a cathodic reactant (oxidizing agent). In open
water systems the cathodic reactant is dissolved oxy-
genwhile in closed systems hydrogen generation from
water reduction can occur. The amount of fouling due
to corrosion product formation often increases on
(hot) heat transfer surfaces in response to the general
increase of corrosion rate with temperature.

2.17.3.4.2 Biofilms

Although natural waters are disinfected for potable
(drinking) purposes, the amount of biocide (e.g.,

dissolved chlorine) present may decrease or be elimi-
nated during service (e.g., by heating). Also, water
exposed to open air will rapidly pick up all kinds of
active biological material (e.g., bacteria, algae, etc.) that
may have a direct or indirect effect on corrosion.26

The most common consequence of biological
activity is the development of a biofilm on the
metal substrate. Corrosion in the crevice formed
effectively by the biofilm is possible generally by
differential aeration or concentration cell mechan-
isms. Organisms that prefer anaerobic conditions
(e.g., sulfate reducing bacteria) may preferentially
colonize beneath bio-films, or other deposits, and
generate local environments that are conducive to
corrosion (e.g., containing sulfide species). Other bac-
terial organisms (acidophiles) may produce organic
or inorganic (sulfuric) acids while yet other organism
(e.g., algae) may respire consuming dissolved carbon
dioxide and producing oxygen. If none of these issues
is significant, the mere presence of an adherent bio-
film will reduce heat transfer efficiency and, if it is
removed by cleaning, may block valves, etc. There-
fore, effective biocidal treatment is essential in both
domestic and industrial settings.

2.17.3.5 Water Treatment

It is beyond the scope of this section to provide a
detailed discussion of water treatment, however, for
completeness brief comments are given below.27

2.17.3.5.1 Water softening and water

hardening

For many applications, calcium carbonate scaling
from hard waters may be effectively inhibited by
partial exchange of calcium ions with sodium ions,
which is the process of cation exchange (water soften-
ing). It is important to note that softening, by reducing
the scaling tendency of water and by increasing its
ionic conductivity, will generally increase the corro-
sivity of the water. Conversely, where supply waters
are extremely soft, mild water hardening is applied by
use of lime (calcium hydroxide) treatment. This is
especially effective for reducing the general solubility
of metals in soft water supplies for domestic purposes.

2.17.3.5.2 Treatment with acid

The traditional method used to control the formation
of calcium carbonate scale, especially on heat transfer
surfaces in evaporative cooling systems, is to add
sufficient acid to create nonscaling conditions. The
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carbonic acid–bicarbonate equilibrium is thereby
moved in the direction of carbonic acid, which
encourages loss of carbonate (as CO2) from the
water. The most commonly used addition is that of
sulfuric acid and although calcium sulfate is more
soluble than calcium carbonate, as noted above, scal-
ing of gypsum can occur. In such circumstances other
acids, such as phosphoric, may be used.

2.17.3.5.3 Scale inhibitors and dispersants

Scale inhibitors/dispersants function bymodifying the
kinetics of nucleation and growth of the scale, although
the precise mechanisms of action are still a subject
of research. The most cost-effective scale inhibi-
tors are inorganic polyphosphates (e.g., sodium hexa-
metaphosphate); however, at higher temperatures
these are subject to reversion back to orthophosphate,
which is ineffective.28 Organic phosphonates are also
effective andmore stable at higher temperatures; how-
ever, they are more costly. Organic polymers are also
often very effective at inhibition of scaling by limiting
nucleation and growth of the precipitated material.

2.17.3.5.4 Surfactants

Conventional cationic or anionic detergents tend to
be used in heating and cooling systems in order to
limit the scope of contamination of heat transfer
surfaces by oils or greases and function by emulsify-
ing the hydrocarbon contaminants. In addition, non-
ionic surfactants are also useful for changing the
wetting characteristics of surfaces. This can effec-
tively reduce the tendency for fouling-type materials
(silts, biomass) to deposit on surfaces.

2.17.3.5.5 Corrosion inhibition in potable

water systems

Polyphosphates and silicates are suitable, at low con-
centrations, for use in drinking (potable) water sys-
tems for corrosion and/or scale control; they can also,
in many cases limit deposition and staining from
dissolved iron and manganese. Polyphosphates, used
at levels from 2 to 10 ppm are particularly effective at
ambient temperatures and at pH of less than 7.5 can
effectively inhibit calcium scale growth. For effective
corrosion control, some calcium ions in solution are
required to assist in the deposition of a calcium
phosphate film that limits corrosion of copper, iron
and lead. Sodium silicate is less effective on its own
but may be used in synergy with sodium hexameta-
phosphate at an optimum ratio of 4:3.29

2.17.4 Corrosivity of Natural Waters

The extent towhich water is corrosive (its ‘corrosivity’)
is a function of a considerable number of interacting
variables (i.e., oxygen concentration, flow rate, quantity
of dissolved species, scaling tendency, etc.).30–32 In
view of this, it is not possible to determine the corro-
sivity of water for an arbitrary water composition,
although it remains a future goal.

2.17.4.1 pH

The pH of natural waters is rarely outside the fairly
narrow range of 4.5–8.5. Within this range, steel cor-
rodes at approximately constant rate. The form which
the corrosion takes is, however, affected by the pH. At
values between 7.5 and 9.0, there is a tendency for the
corrosion products to adhere as a hard crusty
deposit.33,34 Sometimes there are separate ‘tubercles,’
but these are more usually joined up to form a more
or less continuous layer. Attack under the deposit is,
however, usually irregular. At lower pH values,
adherent corrosion products are not so evident
although a very hard form of deposit is sometimes
seen in pipes which have been in service for some
years. Loss of pressure (due to a reduction in pipe
cross section because of the development of internal
corrosion product and other scales) is more com-
monly found in the higher pH range. In the lower
pH range corrosion products may stay in suspension
giving rise to ‘red water’ complaints. Water treatment
may reduce the amount of corrosion, but if inhibition
is not complete or possible, the type of attack is
unaltered. For this reason, it is difficult to prevent
corrosion in the pH range (4.5–8.5), as even a low
degree of attack produces an adherent corrosion
product which puts a barrier between the inhibitor
and the metal. Grey cast iron behaves in a manner
similar to steel at alkaline pH values but at low pH
values it is subject to graphitization, which is the
preferential dissolution of the ferrous component
(graphite being an effective cathode).

Copper is affected to a marked extent by pH. In
acid waters, slight corrosion occurs and the small
amount of copper in solution may cause green stain-
ing of fabrics and sanitary ware. In addition deposi-
tion of copper onto aluminum or galvanized surfaces
results in pitting of these metals. In most waters the
critical pH is about 7.0 but in soft water containing
organic acids it may be higher.35 Localized pitting
corrosion of copper occurs as follows: (Type I) in cold
water systems where a residual carbon film is present
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from the metal drawing process; (Type II) in hot
water systems generally where the bicarbonate to
sulfate ratio is less than one; (Type III) in cold
water systems but associated with an unfavorable
bicarbonate to sulfate ratio as in Type II.36

Lead is affected by carbonate content, pH value
and mineral constituents.37 With soft waters the sim-
plest method of corrosion control is usually to
increase the pH value by adding lime to the water.
Zinc coatings on steel (galvanized) are attacked in the
same way as iron, but usually more slowly.38 Very
alkaline waters are usually aggressive to zinc and
will often remove galvanized coatings; the corrosion
products consist of basic zinc carbonate or other basic
compounds and may take the form of a thick creamy
deposit or hard abrasive particles.

2.17.4.2 Physical Processes

The effects of temperature and fluid flow are com-
plex. The more general factors may, however, be
summarized as follows39,40 : (a) the velocity of corro-
sion reactions is greater at increased temperatures,
(b) temperature changes may affect solubility of cor-
rosion products or shift the position of such equilibria
as that existing between calcium carbonate and car-
bon dioxide, (c) gases are less soluble at increased
temperature, an effect which is, however, partly offset
by greater diffusion rates and (d) modification of pH
value. The overall effect is that corrosion is usually
more rapid at higher temperatures, the corrosion
products being often more objectionable in nature.

2.17.4.3 Water Chemistry

It is of considerable interest to the water supply
industry to be able to predict with certainty the
corrosion rate and condition of its assets from the
corrosion tendency (corrosivity) of the water.
Although the Langelier index is probably the most
frequently quoted measure for the corrosivity of
water, it is not a very reliable guide. All that the
index can do (and all that its author claimed) is to
provide an indication of the thermodynamic ten-
dency to precipitate calcium carbonate. It cannot
indicate if sufficient material will be deposited to
completely cover all exposed metal surfaces; conse-
quently a very soft water can have a strongly positive
index but still be corrosive. Similarly the index does
not account for the physical form of the precipitate:
that is, a semiamorphous ‘egg-shell’ like deposit can
spread uniformly over all the exposed surfaces rather

than forming isolated crystals at a limited number of
nucleation sites. Egg-shell type deposits have been
shown to be associated with the presence of organic
material which affects the growth mechanism of the
calcium carbonate crystals.41 Where a substantial and
stable deposit is produced on a metal surface, this can
be an effective anticorrosion barrier.

As well as the conventional chemical parameters
generally useful in gauging the corrosivity of water,
for example, pH, chloride, sulfate etc., various ratios
of ions have been found to be significant for particu-
lar problems. Thus an increase in the corrosion rate
of iron occurs when the chloride-to-carbonate ratio
exceeds 3:142 and attack of the dezincification prone
brasses arises when the chloride to carbonate hard-
ness ratio exceeds 1:3.43 More usually only very lim-
ited correlations can be made between water
composition and corrosivity, and even where no mul-
tiple ion effects are involved, the response to a change
in one parameter may be difficult to model mathe-
matically, for example, the corrosion of iron which
passes through a maximum between pH 7.5–8 in
some natural waters.44

2.17.4.4 Bacteriological Effects

The traditional understanding of the effect of
biological activity is outlined in the previous section
and focuses on either (a) classical differential aeration
or concentration cell effects caused by a biofilmed
surface, or (b) biological activity that produces a
species that influences adversely the corrosion pro-
cess.45 The classical example is thiobacillus ferroxi-
dans, which (in the absence of oxygen) promotes
solution phase oxidation of Fe2þ to Fe3þ and conse-
quent deposition of iron (III) oxide throughout the
water system.

Recently, however, a further adverse effect of such
microbial activity has been increasingly recognized.
Thus, the oxidation of dissolved reduced species of
iron, manganese, copper, etc., to their higher oxida-
tion states will tend to promote pitting corrosion,
particularly on passive materials such as stainless
steels.46,47
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Abbreviations
DRH Deliquescent relative humidity

ppt Part per trillion

ppm Part per million

RH Relative humidity

TCD Time of condensation

TCON Tendency to condensation

Symbols
C Concentration of aerosol particles in the

atmosphere

CC Cunningham correction factor

Ci Molar concentration of i (species)

Cs A shape factor of an object

D Deposition rate (per surface area) of aerosols

Dp Particle (or aerosol) diameter

Ha Henry’s law constant for gaseous absorption

I Air turbulence

M Mass of droplet

Mi Molar weight of i (species)

p Air pressure

p1 Pressure within a drop (on a surface) at the front

extremity

p2 Pressure within a drop (on a surface) at the back

extremity

r Droplet radius (on a surface)

R The gas constant

Ra A parameter that characterizes the resistance to

deposition across boundary layers

Rc Critical amount of rain required to guarantee

run off

Ri The amount of rain in a given rain event

Rt Terrain roughness

r1 Radius of curvature near the front of a drop

r2 Radius of curvature near the back of a drop

Rs The reactivity of a surface

RHc Relative humidity at which a surface wets

T Air temperature (�K)

Ts Temperature of the (metal) surface

Si Initial pollutant load

Sf Final ‘soluble’ pollutant load

U0 The approach velocity (of the air stream) at a

distance x0, from an object

u* Average fiction velocity in the local boundary

layer

Va Vapor concentration of the air

Vd The deposition velocity of aerosols

Vs Saturation vapor concentration

b A constant used in calculating deposition

efficiency

j Mixing ratio

h The capture efficiency (of aerosols) of an object

u Plate or object angle (from the horizontal)

rp The density of an aerosol (or particle) droplet

m The viscosity of air

s Surface tension (between metal surface and

droplet)

f The difference in contact angle between the front

and back of a drop

2.16.1 Typical Atmospheric
Conditions

The atmosphere is the layer of gases that surround
our planet Earth and that are retained by gravity. The
atmosphere is not a single entity and may be divided
into several regions that are subject to varying physi-
cal and chemical conditions. The lowest layer, in
which ‘weather’ occurs, is named the troposphere
and is the subject of this chapter. Above this layer,
there come, in sequence, the stratosphere, the meso-
sphere, the thermosphere, the ionosphere, and finally
the exosphere. It is the events within the troposphere
that are the subject of this chapter. In this section, the
typical conditions that control the formation and
chemistry of gases, particulate aerosols, or rain within
the atmosphere (troposphere) are outlined.
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2.16.1.1 Atmospheric Gases

The average composition of the atmosphere and the
nature of atmospheric cycles for each gaseous con-
stituent are given in Table 1 (from Seinfeld and
Pandis1). The atmosphere is a dynamic system with
its gaseous constituents being constantly exchanged
by vegetation, the oceans, biological organisms, vol-
canic action, weathering, and human influences. For
example, ozone levels are controlled by chemical
processes in the upper and lower atmosphere. Meth-
ane, nitrous oxide, and carbon monoxide levels are
also controlled by biological processes.

When in the atmosphere, a chemical substance
may be altered either as a result of sunlight promot-
ing the decomposition of molecules (photochemical
reaction) or by chemical reactions with other sub-
stances, which can occur either homogeneously or
heterogeneously. Such reactions may transform the
state of a substance (gas to aerosol), allowing the
substance to be removed from the atmosphere more
effectively. As will be discussed later, heterogeneous
reactions of ammonia and sulfur dioxide gases can
lead to the formation of a range of ammonium sulfate
particulates that deposit at a significantly faster rate
than their gaseous precursors, dramatically affecting
the course of atmospheric corrosion.

As evident in Table 1, the major constituents of
the atmosphere are gases that are relatively inert such

as N2 and O2; however, the atmosphere is an effective
oxidizing medium. This is partially due to the pres-
ence of free radicals (e.g., the hydroxyl (OH) radical)
and partially due to such oxidizing species as ozone
(O3). Thus, many species are converted into higher
chemical oxidation states, which also have an increased
polarity and solubility. For example, the partially
soluble SO2 may be converted into SO3 and then to
sulfuric acid, which acidifies rainwater, particulates,
and moisture films, with significant consequences for
atmospheric corrosion.

The average mixing ratio referred to in Table 1 is
the average ratio of the amount (or mass) of a sub-
stance in a given volume to the total amount (or mass)
of all constituents in that volume. Thus, for a partic-
ular species i, the volume mixing ratio is given by

xi ¼ Ci=Ctotal ½1�

where Ci is the molar concentration of i and Ctotal is
the total molar concentration of air.

The mixing ratio can be readily converted to mass
concentration by the following equation:

Concentration in mg m�3 ¼ xi � pMi=RT ½2�

where Mi is the molecular weight, p is air pressure,
R is the gas constant (8.314 J mol�1 K�1), and T is
temperature.

Table 1 Atmospheric gases

Gas Molecular weight (g) Average mixing ratio (ppm) Cycle

Ar 39.948 9340 No cycle
Ne 20.179 18 No cycle

Kr 83.80 1.1 No cycle

Xe 131.30 0.09 No cycle

N2 28.013 780840 Biological, microbiological
O2 32 209460 Biological, microbiological

CH4 16.043 1.72 Biogenic, chemical

CO2 44.010 355 Anthropogenic, biogenic

CO 28.010 0.12 (NH); 0.06 (SH) Anthropogenic, chemical
H2 2.016 0.58 Biogenic, chemical

N2O 44.012 0.311 Biogenic, chemical

SO2 64.06 10�5–10�4 Anthropogenic, biogenic, chemical
NH3 17 10�4–10�3 Biogenic, chemical

NO 30.007 10�6–10�2 Anthropogenic, biogenic, chemical

NO2 46.007

O3 48 10�2–10�1 Chemical
H2O 18.015 Variable Physicochemical

He 4.003 5.2 Physicochemical

Source: Reproduced from Seinfeld, J.; Pandis, S. Atmospheric Chemistry and Physics: From Air Pollution to Climate Change; Wiley
Interscience: New York, 1997.
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2.16.1.2 Specific Atmospheric Gases

Our prime concern is with atmospheric gases that
determine the interaction of moisture layers with
the underlying metals through the following steps:

� Promoting the formation of moisture layers
through the formation of hygroscopic particulates.

� Controlling the pH of moisture layers.
� Controlling the dissolution of oxide layers and

promoting ligand exchange.

For these reasons, the key compounds are the
following:

� Sulfur-containing compounds.
� Nitrogen-containing compounds.
� Strong oxidants (ozone and hydrogen peroxide).
� Organic acids.

2.16.1.2.1 Sulfur-containing compounds

The principal sulfur-containing compounds in the
atmosphere are H2S, dimethyl sulfide (DMS or
CH3SCH3), CS2, carbonyl sulfide (OCS), and SO2,

2

and their mixing ratios (in parts per trillion) are given
in Table 2 (modified from Berresheim et al.2).

The primary sources of hydrogen sulfide are wet-
lands, plants and soils, andvolcanoes. DMS is produced
in oceanic waters by benthic and planktonic organisms,
probably from the decomposition of dimethyl-sulfo-
niopropionate.3 The oxidation of DMS (by OH and
nitrate radicals) is a source of methane sulfonic acid
and SO2 inmarine atmospheres. DMS is also the prime
source of sulfate cloud condensation nuclei (CCN) in
marine atmospheres4 and is, therefore, a direct contrib-
utor to acidified rain. CS2 is produced in oceans, wet-
lands, and plants and soils.2

OCS has a low reactivity and a long residence
time of �7 years, and 7–8% of it is transported
through the troposphere and into the stratosphere.5

This is important, as the photolysis of OCS or reac-
tion with O atoms leads to the widespread production
of SO2 in the stratosphere that may reenter the tro-
posphere across broad geographical zones. OCS has a
number of sources including CS2 oxidation, ocean
emission, and biomass burning. While the transfor-
mation of OCS to SO2 may give rise to a widespread
but low level of tropospheric SO2, the prime source
of SO2 is due to industrial activity.2

The oxidation state of OCS, DMS, CS2, and H2S is
2, that of SO4 (and sulfate species) is 6, and that of
SO3 (and sulfate species) is 6. DMS, CS2, and H2S are
rapidly oxidized (first to sulfur dioxide and then to
sulfates) and, thus, have lifetimes of a few days or

less, while oxidized compounds are stable and their
residence times in the atmosphere depend on the
deposition rates of the liquid entities (aerosols and
raindrops) in which they reside. Thus, while in terms
of atmospheric corrosion the critical compounds are
sulfur dioxide and sulfates, the transport and reaction
of reduced sulfur compounds need to be considered.
For example, DMS and OCS may be transported
significant distances through the troposphere where
they may be oxidized to sulfur dioxide (and other
compounds) and, thus, can give rise to low but signif-
icant SO2 levels, even in isolated nonindustrial areas.
Noller et al.6 for example, found that rainwater in the
Northern Territory of Australia (an isolated, non-
industrial zone) was acidic at least in part because of
the oxidation of DMS.

2.16.1.2.2 Nitrogen-containing compounds

Key nitrogen-containing species in the atmosphere
are nitrous oxide (N2O), nitric oxide (NO), nitrogen
dioxide (NO2), nitric acid (HNO3), and ammonia

Table 2 Average mixing ratio of a number of gases

Compound Location Average mixing
ratio (ppt)

H2S Marine surface layer 3.6–7.5

Coastal regions 65
Forests 35–60

Wetlands 450–840

Urban areas 365
CH3SCH3 Marine surface layer 80–110

Continental surface

layer

8–60

CS2 Marine surface layer 2–18
Continental surface

layer

35–120

OCS Marine surface layer 500

Continental surface
layer

500

SO2 Marine surface layer 20

North American – clean
continental

160

Coastal Europe 260

Polluted continental air 1500

NOx Urban–suburban 10–1
Rural 0.2–10

Remote tropical forest 0.02–0.08

Remote marine 0.02–0.04

O3 Urban–suburban 100–400
Rural 50–120

Remote tropical forest 20–40

Remote marine 20–40

Source: Reproduced from Berresheim, H.; Wine, P. H.; Davis,
D. D. Sulfur in the Atmosphere. In Composition, Chemistry and
Climate of the Atmosphere; Singh, H. B., Ed.; Van Nostrand
Reinhold: New York, 1995; pp 251–307.
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(NH3).
7 N2O is emitted from biological sources in

soils and waters8 and has a residence time of more
than 50 years. It may be transformed in the strato-
sphere to NO, which may then transform to nitrogen
dioxide, which in turn may transform to nitric acid
and reenter the troposphere. Thus, both nitrogen
dioxide and nitric acid can be found at significant
distances from nitrogen sources. The major sources of
nitrogen oxides NOx (NOþNO2) are fossil fuel
combustion, soil release, and biomass burning.8

Table 2 indicates that NOx concentrations fall away
dramatically from urban sources.

NH3 is the primary basic gas in the atmosphere,
with its major sources being animal waste, NH3-
based fertilizers, and emissions from soils.9 NH3 is
readily absorbed by surfaces (including water dro-
plets) and therefore, its residence time is short. The
concentration is highly variable (from 0.1 to 10 ppb),
depending on the distance from the source. Further,
ammonia may react directly with gaseous acids, as in
the following equations:

NH3ðgÞ þHClðgÞ $ NH4ClðsÞ ½3�
or

NH3ðgÞ þHNO3ðgÞ $ NH4NO3ðsÞ ½4�
where, the equilibrium constant is 1� 1016 atm2 and
3.35� 1019 atm2 for the formation of ammonium
chloride and ammonium nitrate, respectively. Thus,
as NH3 is rapidly absorbed in wetted aerosols, and its
product NH4

þ readily reacts to form solids, ammonia
salts are a major aerosol component.

2.16.1.2.3 Strong oxidants, ozone, and

hydrogen peroxide

Ozone plays a major role in catalyzing the oxidation
of compounds, both in the atmosphere and on sur-
faces. Most of the Earth’s ozone is in the stratosphere;
however, it may be transported into the troposphere
by so-called tropopause folding events.10 Ozone may
also be produced by industrial activity and from the
burning of fuels. As it is highly reactive, its mixing
ratio can vary greatly geographically and because of
diurnal cycles. Indeed, ozone may be produced by the
photolysis of nitrogen dioxide during daylight hours
via the following steps:

NO2
Visible and ultraviolet light!NOþ O ½5�

Oþ O2 ! O3 ½6�
Ozone will also react with NO at night, so there is
commonly a very strong diurnal cycle in ozone con-
centration levels. Base levels of ozone are�20–25 ppb,

but they may rise as high as 200–400 ppb close to NOx

sources.1

Hydrogen peroxide concentration is closely
related to photochemical activity and has mixing
ratios that range from 0.2 to 37 ppb but are centered
�2–4 ppb.11,12 Hydrogen peroxide commonly forms
from radical–radical reactions such as13

HO2 þHO2: ! H2O2 þ O2 ½7�
These radicals commonly form by oxidation of
hydrocarbons; however, the radicals may also react
with NOx compounds so that hydrogen peroxide
levels decrease in high NOx environments.12 In the
gas phase, hydrogen peroxide may be destroyed by its
reaction with the OH. radical or by its photolysis,
while in the aqueous phase it reacts with SO2 (eqn
[20]). Nevertheless, hydrogen peroxide is the main
oxidant found in clouds, fogs, or rain.1 Other oxidants
that are of importance are OH� and HO2. which may
be formed by oxidation of hydrocarbons.

2.16.1.2.4 Organic acids

The main organic acids of concern are formic acid
(HCOOH) and acetic acid (CH3COOH). Such acids
come from a variety of sources, including industrial
activity, biogenic activity in soils, and volcanoes, but
the most common source appears to be incomplete
combustion. Organic acid concentrations are com-
monly in the 1–10 ppb range.14

2.16.1.3 Aqueous Phase Reactions

Prior to discussing particulate deposition and wet
deposition, an understanding of aqueous phase reac-
tions is required, as these control the chemistry and,
to some extent, the formation of cloud and rain
droplets, and aerosols, as well as the absorption of
gases onto wet metal surfaces. The reaction of a gas
with the liquid phase is controlled both by absorption
and the immediate reaction of the absorbed phase,
and subsequent reactions that may change the con-
centration of reaction products.

2.16.1.3.1 Absorption and immediate reaction

It is well established that the concentration of an
absorbed gas may be related to the partial pressure
of the gas according to the following relationship:

AðgÞ $ AðaqÞ ½8�
½AðaqÞ� ¼ HA pA ½9�

where [A(aq)] is the aqueous phase concentration (in
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mol l�1), pA is the partial pressure in the gas phase (in
atm.), and HA is the Henry’s law coefficient for species
A, which is a function of temperature, as defined by
Pandis and Seinfeld.15 According to Seinfeld and
Pandis,1 species with HA< 1000 will exist mainly in
the gas phase, species with coefficients between 1000
and 10 000 are considered moderately soluble in
water, and those above 10 000 are considered very
soluble. Henry’s law coefficients for common gases
are set out in Table 3 for a temperature of 298 K.
While it is evident from Table 3 that many common
gases would be regarded as relatively insoluble (e.g.,
SO2, CO2), the absorption of these gases may be
significantly increased by secondary reactions.

2.16.1.3.2 Secondary reactions

Dissociation and other reactions (e.g., oxidation) can
decrease the concentration of dissolved species
allowing further absorption. For example, absorbed
SO2 may dissociate as set out below:

SO2ðgÞ þH2O $ SO2 �H2O ½10�
SO2 �H2O $ HþþHSO�

3 ½11�
while:

HSO3$ HþþSO2�
3 ½12�

The balance of HSO3
� versus SO3

2� depends on pH,
with the former dominating at pH values of 2–7 and
the latter above this. These dissociation reactions
may be taken into account by defining an effective
Henry’s law coefficient that represents the equilibrium
dissolved species when subsequent aqueous reactions
are considered. The effective Henry’s law coefficient
for SO2 goes from1.23Matm�1 at a pHof 1 to in excess
of 107Matm�1 at a pH of 8. This has a dramatic effect
on S(IV) concentrations in solution, which for a mixing

ratio of 200 ppb of SO2 at 298K would increase from
3� 10�7 to 3� 10�3M as pH is increased from 0 to 6.1

In the case of NH3, the Henry’s law coefficient
is 62M atm�1 and, therefore, the gaseous species is
absorbed more readily than SO2, which then dissoci-
ates according to the following reactions:

NH3ðgÞ þH2O $ NH3:H2O ½13�
NH3H2O $ NHþ

4 þOH� ½14�
The equilibrium constant (Keq) value for the dissocia-
tion of NH3.H2O is 1.7� 10�5 and, thus, in solutions
with pH< 8, the dissolvedNH3 is predominantly in the
form of ammonium ion; for pH< 5 practically all the
available NH3 will be dissolved in the aqueous phase.
This high solubility of ammonia makes it a dominant
species in industrial aerosols.

The Henry’s law coefficient for CO2 absorption
is 3.4� 10�2M atm�1 and, therefore, its absorption
would be expected to be quite low; it is indeed so
under acidic conditions. The reactions are

CO2þH2O $ CO2:H2O ½15�
CO2:H2O $ HþþHCO�

3 ½16�
HCO�

3 $ HþþCO2�
3 ½17�

The Keq value for eqns [16] and [17] are 4.3� 10�7

and 4.7� 10�11 respectively, and so in basic con-
ditions CO2H2O readily dissociates to bicarbonate
and hydrogen ions, allowing continued absorption
of CO2. For absorption of CO2 (at a mixing ratio
of 330 ppm), the effective Henry’s law coefficient
rises from a value of 3.4� 10�2M atm�1 at a pH of
4–1.5M atm�1 at a pH of 8.

2.16.1.3.3 Absorption of other gases

Nitric acid is extremely water soluble and would
be expected to be fully dissolved in solution at all
pH> 1. Although formic acid has a relatively high
Henry’s law coefficient, the percent dissolved in the
aqueous phase will depend heavily on pH, so that for
pH< 4 only �10% will be dissolved in solution,
while for pH> 7 almost all formic acid will be dis-
solved. Ozone is practically insoluble, as indicated by
its very low Henry’s law coefficient.

2.16.1.3.4 Oxidation of reduced species

In order to determine the balance between the gas
phase and the absorbed phase for a number of com-
pounds, oxidation reactions also need to be included
(as noted earlier, the atmosphere is in general
strongly oxidizing). A prime and important example
is the absorption of SO2, where the oxidation of SO3

2�

or other forms of S(IV) to SO4
2� or other forms of

Table 3 Henry’s law coefficients for common gases

Species H (M atm�1) at 298K

O2 1.3�10�3

O3 1.1�10�2

NO2 1.0�10�2

CO2 3.4�10�2

SO2 1.23

NH3 62
OH 25

HCl 727

HCOOH 3.6�103

CH3COOH 8.8�103

NO3 2.1�105

HNO3 2.1�105
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S(VI) is critical, as it allows the continued absorption
of SO2, according to eqns [11] and [12].

This oxidation may occur via a variety of mechan-
isms, including reactions with O3, H2O2, and O2 (cat-
alyzed by Mn (II), Fe (III), and NO2), for example:

SðIVÞ þ O3 ! SðVIÞ þ O2 ½18�
SðIVÞ þ 0:5O2�!Mn2þ;Fe3þ

SðVIÞ ½19�
or

SðIVÞ þH2O2 ! SðVIÞ þH2O ½20�
where S(IV) may be HSO3

� or SO3
2�, and S(VI) is

HSO4
� or SO4

2�.
According to Hoffman and Calvert,16 the reaction

rate for eqn [19] is given by

1:2� 106½FeðIIIÞ�½SðIVÞ� ½21�
The sulfate that forms from the oxidation of

S(IV) may exist as SO4
2� or HSO4

� (H2SO4 dissociates
to HSO4

� under pH ranges likely for droplets in
the atmosphere or on surfaces). The balance is
governed by

HSO�
4 $ HþþSO2�

4 ½22�
The Keq value for eqn [22] is 1� 10�2 and thus the
concentration of HSO4

� will increase with acidity.
Hypochlorous acid (HOCl) and hypobromous

acid (HOBr) may also lead to rapid sulfur oxidation:17

SðIVÞ þHOCl ! SðVIÞ þHCl ½23�
SðIVÞ þHOBr ! SðVIÞ þHBr ½24�

The observation by a number of atmospheric corro-
sion scientists18–20 that there is a synergistic effect
among SO2, NO2, and O3 gases in determining the
extent of corrosion, is likely to arise, at least in part,
from the role of NO2 and O3 in promoting the oxida-
tion to S(VI) and, therefore, the continued absorption
of SO2 gas into moisture layers (be they surface
moisture, rain water, or wet aerosols), as well as the
acidification of these moisture layers.

2.16.1.3.5 Ionic reactions in the liquid phase

The ionic species formed by gaseous absorption (and
subsequent oxidation reactions) may combine to form
ionic solids that can act as nuclei for cloud drops or
aerosol particles. Further, ammonium chloride and
ammonium nitrate may form as a direct consequence
of gaseous reactions, as detailed in eqns [3] and [4].
The stability of the different solids will depend on
the liquid concentration of the various species and
pH. Typical reactions and their equilibrium constants

are given below:

Na2SO4ðsÞ $ 2Naþ þ SO2�
4 Keq ¼ 0:48 ½25�

NaHSO4ðsÞ$NaþþHSO�
4 Keq ¼ 2:44�104 ½26�

NaNO3ðsÞ$NaþþNO�
3 Keq ¼ 11:97 ½27�

ðNH4Þ2SO4ðsÞ$ 2NHþ
4 þSO2�

4 Keq ¼ 1:425 ½28�

2.16.1.4 Analysis of Typical Systems

While some of the basic reactions governing gas/
aqueous phase interactions are set out in eqns
[25]–[28], a rigorous analysis requires the evaluation
of the chemical potentials of the gas, liquid, and solid
phases as a function of concentration, temperature,
and pressure, and the effect of droplet geometry on
these factors. This level of detail is outside the scope
of this chapter and therefore, the results from detailed
analyses of three systems representing industrial and
urban environments particularly relevant to atmo-
spheric corrosion are presented, as follows:

� Industrial environment containing H2SO4, NH3,
and water vapor

� Urban environment containing HNO3, NH3, and
water vapor

� A mixed industrial/urban environment containing
H2SO4, NH3, HNO3, and water vapor.

2.16.1.4.1 Sulfuric acid–ammonia–water

systems

In this section, we follow the approach of Seinfeld
et al.1,21 and consider a system containing gaseous
H2SO4, NH3, andwater. Aerosols will nucleate homo-
geneously or heterogeneously and, because of their
high solubility, both H2SO4 and NH3 will be readily
absorbed; they will react according to eqns [13], [14],
and [28] to form a series of solid and dissolved species,
including ((NH4)3H(SO4)2), (NH4)2SO4, NH4HSO4,
NH4

þ, SO4
2�, HSO4

�, and NH3(aq). This system is
of prime importance in determining the chem-
istry of aerosols in industrial locations. Figure 1
(from Seinfeld and Pandis21) illustrates this behavior
at low RH (30%) and at a H2SO4 concentration of
10 mgm�3.

At low ammonia levels, the aerosols consist pri-
marily of H2SO4, with some NH4HSO4(s) and sig-
nificant water (H2SO4 attracts a significant amount
of water even at low RH).21 When the ammonia/
sulfuric acid ratio increases above a molar ratio of
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0.5, NH4HSO4(s) becomes the dominant species,
and H2SO4 and associated water levels fall to zero.21

As the molar ratio approaches 1, the salt letovicite
(NH4)3H(SO4)2(s) forms and gradually replaces
NH4HSO4(s). At a molar ratio of 1.25–1.5, (NH4)3H
(SO4)2(s) goes from being the dominant to the sole
species and at molar ratios from 1.5 to 2 ammonium
sulfate salts form. At molar ratios of 2 or greater,
ammonium sulfate salt is the sole species.15

At 75% RH, the results are very different; the
system is affected by the deliquescence of NH4HSO4

(which has a deliquescent relative humidity (DRH) of
40%) and (NH4)3H(SO4)2 (DRH¼ 69%), and so is in
general a solution of NH4

þ and a sulfate species (whose
form depends on ammonia levels). Thus, the aerosol
is a liquid solution of H2SO4 at low ammonia levels,
HSO4

� at moderate ammonia levels, and SO4
2� at

ammonia/sulfate ratios above 1.5, while the solid
(NH4)2SO4 forms at ratios above 2 when there is suffi-
cient ammonia to completely neutralize the sulfate.21

It is evident from the above discussion that the
composition and hydrogen ion concentration within a
wet aerosol will depend critically on the relative
balance of H2SO4 and NH3 in the atmosphere. The
hydrogen ion concentration will determine the extent
of oxide dissolution promoted by the deposition of
the aerosol and thus the extent of corrosion. This
result can be generalized to environmental systems
containing a range of S-containing gases and ammo-
nia, and it emphasizes the need for an understanding
of both acid and alkali precursors in understanding
the corrosiveness of an environment.

2.16.1.4.2 Ammonia–nitric acid–water

systems

According to Seinfeld and Pandis,1 ammonia and
nitric acid readily react in the atmosphere to form
NH4NO3 (eqn [4]). This may either occur homo-
geneously or, if the ambient RH is lower than the
DRH of NH4NO3 (62%), it may occur heteroge-
neously, with HNO3 being readily absorbed in wet
aerosols (HA¼ 2.1� 105M atm�1). If the RH is above
the DRH of NH4NO3, the compound may dissociate:

NH3ðgÞ þHNO3ðgÞ $ NHþ
4 þNO�

3 ½29�
However, the equilibrium dissociation constant of
NH4NO3 is highly dependant on temperature and
so, for typical atmospheric levels of ammonia and
nitrate, almost all of the species will be in the gas
phase above 30 �C, while at temperatures approach-
ing 0 �C most of the available species will be solid
(below the DRH).1 Therefore, in urban atmospheres
that are low in sulfates but high in acid solutions,
ammonium nitrate particulate will readily form.

2.16.1.4.3 Ammonia–nitric acid–sulfuric

acid–water systems

This type of environment reflects a typical indus-
trial/urban atmosphere that contains NH3, HNO3,
H2SO4, and water vapor. According to Seinfeld
and Pandis1 a range of solid phases ((NH4)2SO4,
NH4HSO4, (NH4)3H(SO4)2, NH4NO3) and aqueous
phases (NH4

þ, Hþ, HSO4
�, SO4

2�, NO3
�) can exist.

In situations where there is insufficient ammonia
to neutralize the sulfate, the sulfate will tend to drive
the nitrate to the gas phase and will tend to exist as
bisulfate (or NH4HSO4 if ambient RH is below the
DRH of this salt).1 In ammonia-rich solutions there is
competition between sulfate and nitrate for the
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Figure 1 Aerosol composition for a system containing

10mgm�3 H2SO4 at 30% RH and T ¼ 298K as a function of

the total (gas plus aerosol) concentration. Reproduced from

Seinfeld, J.; Pandis, S. Atmospheric Chemistry and Physics:
From Air Pollution to Climate Change; Wiley Interscience:

New York, 1997.
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available ammonia, which results in a reduction in
the formation of ammonia sulfate aerosol compared
to systems free of nitric acid.1

The three cases discussed above highlight under
what conditions different compounds in aerosols will
form and what aqueous species will exist; they high-
light, in particular, the roles of ammonia in neutraliz-
ing acid aerosols and nitrates in replacing sulfate
aerosol formation. The same factors will also deter-
mine the chemistry of cloud nuclei and raindrops. It
is apparent that to obtain an accurate understanding
of aerosol (or raindrops) formation and chemistry,
a full knowledge of gas species is required. From the
1980s onward, a significant body of experimental
work18–20 was carried out on defining the effects of
various gas dosages on atmospheric corrosion. Most
of these dose functions were on the basis of SO2

levels, although some19,20 incorporated the effects of
oxidants (such as O3). Unfortunately, no consensus
was reached as to the appropriate dose function to use,
possibly because the exposure regimes incorporated
different levels of other gases (e.g., nitrates, ammonia).
These earlier studies might have been of more value if
the gas regimes at each exposure site had been studied
in more depth and a refined characterization scheme
developed.

2.16.1.5 Reactions in Salt Aerosols

Marine aerosols may react with a range of gaseous
species to form products such as ammonium chloride,
sodium nitrate, sodium sulfate, and sodium bisulfate;
for example, H2SO4(g) may be absorbed into an aero-
sol, and it may react with NaCl. This reaction may
permit H2SO4 (or other strong acids such as HNO3

that have lower vapor pressures relative to HCl) to
accumulate in the aerosol, increasing acidity, and
causing HCl to volatilize22:

H2SO4ðgÞ þ 2NaCl $ Na2SO4þ2HClðgÞ ½30�
or

H2SO4ðgÞ þNaCl $ NaHSO4þHClðgÞ ½31�
Alternatively, in urban environments HNO3(g) may
react with marine aerosols:

NaClðsÞ þHNO3ðgÞ $ NaNO3ðsÞ þHClðgÞ ½32�
Thus, gaseous HCl may enter the atmosphere through
the dechlorination of airborne sea salt particles; how-
ever, as HCl is relatively soluble (HA¼ 727), it is

readily reabsorbed into atmospheric water droplets.
In turn, these HCl-rich droplets may then react with
and promote the absorption of other strong acids:

HClðaqÞ þHNO3ðgÞ $ HClðgÞ þHNO3ðaqÞ ½33�

HClðaqÞþH2SO4ðgÞ$HClðgÞþH2SO4ðaqÞ ½34�
Such cycling of HCl can thus lead to significant acid-
ification of both aerosols and rain or cloud droplets in
marine locations23 with significant contamination by
industrial or urban pollutants. The extent of chloride
depletion is evident in the work of Keene et al.24 who
looked at the Na/Cl ratio of rainwater (the majority of
Na and Cl in rain water will be derived from the
scavenging of marine aerosol) as a function of distance
from the nearest coast in Australia. They found that
the ratio moved from close to 0.8 (the expected ratio
of seawater) to up to 1.3, at 500 km from the coast,
which implies that chloride loss in marine aerosols
may be up to 40%.

2.16.1.6 Aerosols

Aerosols or particles in the atmosphere may either be
emitted from a source directly as particles (primary
aerosol) or be formed in the atmosphere by gas-to-
particle conversion processes.1 Primary aerosols may
arise from natural sources such as soil dust, sea salt,
biological debris, and volcanic dust, or from anthro-
pogenic sources such as industrial dust and soot from
fuels or biomass combustion.8 Of these, soil dust and
sea salt are the major sources. Aerosols range in size
from tens of angstroms to several hundred micro-
meters and, as shown in Figure 2,25 can be divided
into two classes: fine particles (<2.5 mm) and coarse
particles (>2.5 mm). In general, coarse particles other
than water droplets correspond to the primary aero-
sols and fine particles correspond to the secondary
aerosols. Coarse and fine particles are transformed
and removed from the atmosphere separately and so
they can be treated independently.

As evident in Figure 2, fine particles are divided
into two modes – nuclei mode and accumulation
mode – the nuclei mode of particles, being from the
condensation of gases, grow by coagulation, while the
accumulation range of particles largely form from
coagulation of the nuclei mode and by condensation
of vapors onto existing particles. Typically, the accu-
mulation particles outnumber the coarse particles by
three orders of magnitude or more and have up to ten
times the surface area.26 However, the deposition rate
of the accumulation particles is two orders of
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magnitude less than that of coarse particles; there-
fore, they would be expected to deposit on surfaces at
similar rates (see Section 2.16.3.1.2).

The compositions of fine and coarse aerosols are
reasonably distinct, reflecting their diverse origins.
Fine aerosols commonly contain sulfate, ammonia,
and organic and elemental carbon, while coarse aero-
sols contain sea salt, dust (silicon, calcium, magne-
sium, aluminum, and iron), and biogenic organic
particles (pollen spores and plant fragments).27 Nitric
acid reacts with both aerosol fractions (according to
eqns [4] and [32]) and thus nitrates are found in both
size fractions.27 Thus, the chemistry of the accumula-
tion mode is influenced by the sulfuric acid and
ammonia systems described above, while the coarse
mode is influenced by the absorption of sulfuric and
nitric acids into the marine aerosol.

Both coarse and fine aerosols may be hygroscopic
and can absorb water from the atmosphere. The DRH
values for common aerosol constituents are given
in Table 4.28,29 The DRH is the RH at which a
solid aerosol will absorb enough water to become a

saturated aqueous solution. Further increasing the
RH will lead to additional condensation of water
into the aerosol. DRH is dependent on temperature
and for aerosols with more than one component, it is
in general significantly less than that of the more
wettable salt. Considering some marine and indus-
trial aerosols, the DRH of a mixture of NaNO3 and
NaCl (which may occur if HNO3 is absorbed into a
marine aerosol) is 71.3%, while that of a mixture of
NH4NO3 and (NH4)2SO4 is 52.3%.30 When wetted
salts are dried, there is often a very strong hysteresis
in recrystallization, so that recrystallization may
occur at RH levels significantly below the DRH.

Wetted aerosols may also absorb organic mole-
cules, with some studies31 indicating that these may
form an outer surface layer (with the polar part of the
molecule in the aqueous solution and the nonpolar in
air). The formation of such coatings may dramatically
restrict evaporation from the aerosols.
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Figure 2 Idealized schematic of the distribution of aerosol size ranges and sources. Reproduced from Whitby, K. T.;

Cantrell, B. Fine Particles. In Proceedings of the International Conference on Environmental Sensing and Assessment, Las
Vegas, NV, 1976; Institute of Electrical and Electronic Engineers.
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2.16.1.6.1 Marine aerosol production

Salt aerosols may be generated either by the ocean
or from surf, via bursting bubbles generated by
ocean whitecaps (breaking waves that generate white
foam),32 particles torn from the crests of ocean white-
caps,33 or breakers on the shore.34 Surf waves tend to
produce coarse aerosols, while ocean activity pro-
duces medium sized aerosols.35 Thus, the magnitude
of aerosol production from the ocean largely depends
on the extent of whitecap coverage, which is related
to latitude. Equatorial regions have low whitecap
coverage and regions at high latitudes have high
whitecap coverage.33 Salt production from surf is
dependant on local winds,34 but may also depend on
the seabed profile close to the shore (with steep
slopes and mud flats reducing aerosol production).36

An additional factor that may affect both ocean and
surf wave heights (and thus aerosol production) is
‘fetch.’ To reach their maximum height, waves require
a significant length of water where wind can blow
across them. This length is defined as the fetch, and
if fetch is below a critical value, waves will not reach
their maximum height37 and salt production will be
reduced. Along a coast, islands, capes, and other
features may reduce the fetch distance.

The implications of these aerosol production
dynamics are significant. First, salt production and,
thereby, salt deposition and marine aerosol-induced
corrosion would be expected to be lower in tropical
compared to temperate latitudes. Second, salt pro-
duction from shallow or relatively narrow bays
(<300 km) will be reduced and so will salt deposition
and marine aerosol-induced corrosion. Experimental
studies by Cole et al.38,39 have demonstrated both the
latitude and bay effects on salt production.

2.16.1.6.2 Types of aerosol
The nature of aerosols clearly depends on location.
In marine and industrial locations, aerosols occur in
both the coarse and the fine modes, with the fine
mode being dominant adjacent to particular sources
(e.g., highways) but falling rapidly with distance
from the source.1 The fine mode is dominated by
sulfates, nitrates, and ammonia with the exact chem-
istry controlled by the processes outlined in Sections
2.16.2.4.1–2.16.2.4.3. The coarse mode consists of
particles of soil dust, sea salt, fly ash, and particles
generated by mechanical wear such as tire wear par-
ticles. Aerosol fractions are often derived from parti-
cles of less than 1 mm (PM1) or 10 mm (PM10) in
diameter. Typical mass values1 of PM1 and PM10

are 30–150 and 100–300 mgm�3 for urban locations.
The definition of the acidity of aerosol is quite

complex. Three measures are often used, the pH of
the aerosols (sometimes referred to as the in situ free
acidity in aqueous aerosols), strong acidity and free
acidity. Strong acidity is the total [Hþ] derived when
the collected aerosol in dissolved in an excess of
water (nmol Hþ per m3 of air) while free acidity is
the [Hþ] concentration of collected aerosols (without
dissolution in water). The pH of aerosols depends
heavily on the RH as it controls the aqueous content
of the aerosol and, thereby, the concentration of ions.
In sulfate containing aerosols, the strong acidity
includes Hþ released by bisulfate dissociation which
is not included in free acidity. The immediate reac-
tion of an aerosol with a surface would be most
affected by the pH of the aerosol; however, the overall
impact of the environment on the surface as a whole
would be affected by the strong acidity.

Pathak et al.40 looked at the acidity of aerosols in the
PM2.5 range collected in Hong Kong. These aerosols
were rich in ammonia and sulfate with their composi-
tion controlled by the NH4

þ:SO4
2� ratio which controls

the neutralization of acid sulfate (as outlined in
Section 2.16.2.4.1). A differentiation was made
between samples collected when the wind blew off
the ocean and that when it blew off the land. Land
derived aerosols were ammonia-rich and marine
derived aerosols were ammonia poor. Thus, the conti-
nental aerosol had a higher strong acidity than the
marine derived aerosol (62 vs. 35 nmol Hþ per m3 of
air). However, the free acidity was higher for the
marine aerosol (because of the higher water fraction
in the marine aerosol). There was a very wide range in
pH from �0.62 to 2.35 for all aerosols, with the pH

Table 4 DRH of common aerosols (at 20 �C)

Salt DRH (%)

Na2SO4 84.2

NH4Cl 80.0
(NH4)2SO4 79.9

NaCl 75.3

NaNO3 74.3

(NH4)3H(SO4)2 69.0
NH4NO3 61.8

NaHSO4 52.0

(NH4)HSO4 40.0
MgCl2 35.0

Source: Tang, I. N. Atmos. Environ. 1980, 14, 819–828.
Tang, I. N.; Munkelwitz, H. R. Atmos. Environ. 1993, 27A,
467–473.
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increasing as the RH and the ammonia: sulfate ratio
increased.

Other studies have shown similar low pH values in
urban locations. Yao et al.41 found that in Hong Kong
the fine aerosol primarily consisted of NH4

þ and SO4
2�

in a ratio of 0.7 which is consistent with letovicite
((NH4)3H(SO4)2) and had an estimated pH from �1
to 1.5. Takeuchi et al.42 sampled aerosol from an urban
site in Yokohama, Japan and found that the major
constituents of the aerosol were NH4

þ, SO4
2�, and

NO3
�, with some Naþ and Cl�, while the average

aerosol pH was estimated to be between 2 and 2.2.
Some chemical and pH differentiation occurred as a
function of size, with the PM7 aerosol having a slightly
lower pH (1.9–2.1) and higher concentration of sulfate
relative to the PM2 fraction (pH 2–3). NH4Cl and
NH4NO3 are the major ammonia species reflecting
processes that occur in a NO2 rich environment (see
Section 2.16.2.4.3).

In a marine location, the coarse fraction dominates
(typical1 PM1 and PM10 ranges are 1–4 and 10mgm

�3,
respectively) and is associated with marine aerosols.
Keene et al.23 found that in the air over the ocean, in
addition to the coarse fraction, there were also submi-
cron sulfur-containing aerosols. Freshly ejected aerosol
will have a pH similar to that of seawater (�8), which
will rise as the aerosol evaporates and equilibrates with
the environment, increasing the ionic concentration.
In fact according to Sander and Crutzen43 the con-
centration of ions in seawater and marine aerosol (at a
RH of 76.2%) are respectively [Cl�], 0.55 and 5.4M,
[HCO3

�], 2.3�10�3 and 2.7�10�2M, for seawater pH
of 8.7 and an aerosol pH of 9.5. The aerosol pH was
calculated for a RH of 76.2% assuming the solution was
saturated with chloride and HCO3 was in equilibrium
with the gas phase. Subsequently, the pHmay change as
a result of aqueous phase reactions (particularly the
absorption of H2SO4) and volatilization of the products
of these reactions (e.g., HCl).44 Models developed by
Chameides and Stelson45 indicate that the original
alkaline pH may be reduced to below 5 within 15min.
The submicron S-containing aerosols will be primarily
formed by the condensation of H2SO4 in clean envir-
onments, or by the absorption of H2SO4 by fine
particulates in polluted environments. Subsequently,
these wet aerosols may absorb other gases, including
ammonia, which will lead to particle neutralization,
so that submicron aerosols in marine locations will
have a mixture of H2SO4, NH4HSO4, (NH4)2SO4,
and NH4NO3.

46

Historically, there has been considerable varia-
tion in the estimated pH of marine aerosols. Recent

work by Keene et al.47 measured the pH of the
larger sea-salt fractions (geometric mean diameter
(GMD) 	2.9 mm) and found that the median pH
ranged from 3.1 to 3.4, while the median pH for
submicron fractions was 
1.6. This was supported
by previous work48 on marine aerosols off Bermuda,
where pH values of aerosols were found to vary from
0 to 4–5 (1.3 mm aerosols had a pH of 2, 2.4 mm �3,
and 11 mm �4.6). It is notable that the pH of
these aerosols was strongly buffered by bisulfate.
Similar results were found for aerosols measured off
New England, although even the coarsest aerosols
(GMD	 10 mm) exhibited pH values less than 4.
Acidified marine aerosols may be particularly corro-
sive as the acid component may promote oxide disso-
lution, while the chloride will attack a metal surface.

Ocean-produced aerosols will have residence
times of hours to days and, therefore, could be ren-
dered acidic by gaseous reactions. In contrast, most
surf-produced aerosols (see Section 2.16.2) will be
deposited within the first few hundred meters of a
coast and within minutes of their production, and
therefore, there may be insufficient time for enough
gaseous absorption to render them acidic.

In rural locations, the coarse aerosol fraction is dom-
inant (typically PM1 varies from 2.5 to 8 and PM10 from
10 to 40) and aerosols are of natural sources but with a
small anthropogenic source.49 In remote continental50

locations, the coarse fraction dominates (typically PM1

varies from 0.5 to 2.5 and PM10 from 2 to 10) with
source of particles being natural sources such as dust,
pollen, plant waxes, or the products of atmospheric
oxidation processes outlined in Section 2.16.1.3.

2.16.1.7 Cloud Nucleation and Rain
Chemistry

Cloud nucleation occurs when aerosols undergo
rapid growth in the presence of a supersaturation of
water vapor. These aerosols are called CCN. The
supersaturation of water arises because of the steady
decrease in temperature with distance from the
ground, so that when a hot mass of air rises, the RH
of the air steadily increases (or alternatively the satu-
ration vapor pressure decreases). CCN will tend to be
the larger sized aerosols (from coarse aerosols into
the accumulation mode). Once cloud droplets have
formed, they may continue to grow by scavenging the
remaining aerosols in the clouds or by coalescence.
Once a cloud droplet reaches a critical size and falls
as rain, it may continue to scavenge aerosols or absorb
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gases (as detailed in previous sections) until it reaches
the ground.

Because of the processes detailed previously, con-
siderable concentrations of ionic species can build up
in rainwater. Typically observed concentrations of the
major species are given in Figure 3.14 However, the
formation and deposition of rain drops occur over
significant time and spatial scales so that the compo-
sition of rainwater will reflect pollutant levels in a
general area and not only at the point of deposition.
Fog arises when CCN form and grow close to the
ground. A number of studies have identified the prob-
lem of acid fog, both within cities and in rural and
forested areas in their vicinity. North American stud-
ies of fog water have indicated pH levels from 2.951 to
3.652 with high nitrate, ammonia, and sulfate levels.

The variation of chloride concentration in rain-
water, shown diametrically in Figure 3 shows a strong
dependence on the distance from the location where
the rainwater was sampled. Keywood et al.24 have

shown that chloride concentration falls in an approxi-
mately exponential fashion, with peak values between
500 and 1000 meq l�1 at the coast, �10 meq l�1 at
500 km from the coast, and less than 1 meq l�1 in the
center of the Australian continent. Given that the
prime source of chloride in rainwater is the scaveng-
ing of marine aerosols, it is not surprising that they
found that the factors that control aerosol concentra-
tion (sea state, rainfall) also influenced chloride con-
centration in rain water.

In Table 5, typical rainwater chemistry and pH
values from locations around the globe are given.
While there is a tendency for rainwater in or near
industrial or urban areas to have low pH values, some
industrial sites have relatively high pH values. In the
mid-1980s66 lower pH values were reported (pH of
4.2–4.7) close to the industrial belt in central and
eastern Europe. The relatively moderate pH values
reported in such industrial centers as Nanjiing
(China), Dhanbad (India) or Mugla (Turkey) are
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Figure 3 Concentration ranges of ionic and molecular constituents of different types of atmospheric water. Reproduced

from Leygraf, C.; Graedel, T. Atmospheric Corrosion; Wiley and Sons: New York, 2000.
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Table 5 Selected rain water compositions (concentration in meq l�1)

pH
mean

pH
range

Cl� NO3
� SO4

2� Na NH4 K Mg Ca formate Ac Ref

Mt.Rokko Urban Japan 4.5–5.1 25 13 12 21 10 0.8 1.8 1.6 53
Mt Awaga Rural Japan 4.5–5.3 25 9.5 12 28 11 3.7 3.1 2.6 53

Nanjiing Urban/Industrial China 5.15 4.9–5.4 142 39 241 23 193 12 32 295 54

Londrina Urban/Industrial Brazil 5.8 5.5–6.1 66 137 92 0 32 0.1 – – 55

Mugla Urban/Industrial near power
station

Turkey 6.9 4.5–7.7 – 23 124 17 30 3.5 – – 56

Mexico

City

Urban/Industrial Mexico 4.9 4.7–5.3 9 43 77 5 95 2 4 35 57

Amerfoort Rural but nearby Urban/Industrial S. Africa 4.4 10 25 59 9 22 5 7 19 8 6 58
Bangalore Urban/Industrial India 4.8 59 27 89 55 29 15 13 89 59

Dhanbad Industrial-coal India 4.4–6.9 27 10 63 18 35 13 16 70 60

Louis
Trichardt

Rural S. Africa 4.9 10 8 15 9 10 4 4 12 13 8 58

Jabiru Rural Australia 3.6–5.2 7.5 3.2 2.6 3.8 1.7 0.7 0.6 0.3 6.3 61

Katherine Rural Australia 4.8 11.8 4.3 3.2 7.0 2.0 0.9 1.0 1.3 61

Dorrigo Rural Australia 5.5 65 9.7 15 54 3.3 1.9 11 8.2 4.6 3.8 62
Barrington Rural Australia 5.8 24 7.3 8.8 19 7.1 2.2 6.1 11 6.8 5.7 62

Latrobe

Valley

Industrial-coal power stations Australia 5.8 137 11 35 116 – 1 34 26 63

Cape Grim Isolated-Tasmania Australia 6.0 1372 2.7 152 1167 1.6 16 247 78 64
Lithgow Inland – coal power station Australia 4.8 6.8 7.9 7.8 5.3 11.7 0.9 1.2 2.0 6.9 6.3 65
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associated with the neutralizing role of ammonia and
the alkali metals (particularly Caþ), despite the high
sulfate and nitrate contents of rain water. In urban
areas, such as Mt Rokko in Japan, ammonia may play
a significant neutralizing role, while nitrate levels
tend to be equal in importance to sulfates.

Surprisingly, acid rainwater and cloud droplets
have been found in areas remote from any industrial
activity. Charlson et al.67 proposed that the concen-
tration of CCNmay be controlled by DMS emissions
from phytoplankton. Gillet and Ayers61 found that
DMS may indeed promote the formation of acid
CCN (pH 4.8–5.8) in Tasmania, a largely rural island
off the south-east coast of Australia. The same work-
ers64 also found acidic cloud droplets (average pH
3.8) and rainwater (average pH 4.9) in a number of
inland sites in the remote Northern Territory of
Australia. This acidity could be attributed to sulfates
from DMS decomposition (the decomposition of
DMS is complex, but may be triggered by OH radi-
cals or NO) and to formate and acetate in cloud water
and rainwater. Rainwater chemistry in rural and
remote areas may also be influenced by the transport
of particulate and gaseous matter. Work by
Schwartz68 indicates that industry-produced acids
may be deposited up to 1000 km from their source.
This is confirmed by Poste et al.,62 who studied rain-
water and fog acidity at two locations in northern
New South Wales �200 and 500 km from any indus-
trial location, and �40 and 60 km from the coast,
respectively. Both sites exhibited high levels of salts
of marine origin and significant sulfates from anthro-
pogenic sources. Rainwater and fog water had similar
compositions, but fog water was more concentrated
(by a factor of 3).

2.16.1.8 Redox Potential and pH Diagrams

Graedel and Frankenthal,69 on the basis of the evi-
dence of Graedel70 and Garrels,71 have proposed
distribution of potential and pH for dew rain water
and fog. Garrels also proposed redox–pH ranges for
‘environments in contact with the atmosphere.’ Grae-
dels and Frankenthals69 and Garrels71 distributions
along with the potential–pH variations for the redox
couples representing the stability of water, hydrogen
peroxide, and the reduction of oxygen and ozone are
given in Figure 4.

Line A and line B enclose the stability region of
water; line A representing

2Hþ þ 2e� $ H2 ½35�

and line B representing

2H2O $ O2 þ 4Hþ þ 4e� ½36�
Line C and line D enclose the stability region of
hydrogen peroxide; line C representing

H2O2 $ O2 þ 2Hþ þ 2e� ½37�
and line D representing

2H2O $ H2O2 þ 2Hþ þ 2e� ½38�
Line E is the variation in potential for the reduction
of oxygen

O2 þ 2H2Oþ 4e� $ 4OH� ½39�
and line F is the variation in potential for the reduc-
tion of ozone

3H2O $ O3 þ 6Hþ þ 6e� ½40�
The similarity of Garrels71 and Graedel70 analyses
with the H2O2 stability boundary (eqn [37]) implies
that natural waters behave as if they contain a small
amount of dissolved oxygen. It is notable that ‘waters’
not in contact with oxygen such as ground water lose
their oxidizing potential.71 If the redox potential of
dew/rain/aerosols is primarily controlled by the oxi-
dizing species present, those with high ozone content
would be expected to have higher potentials than
predicted by Graedel and Frankenthal.69

2.16.2 Transport of Gases and
Aerosols

2.16.2.1 General Scale of Movement of
Gases and Particles

In the atmosphere, a series of processes occur in
parallel – gaseous species, aerosols, and drops are
constantly reacting, while the air is in constant
motion on scales of a centimeter or less (tiny eddies)
to continental dimensions. At the same time, species
are entering the atmosphere from a variety of natural
and man-made sources, or are leaving the atmo-
sphere through scavenging by raindrops or by impact
with the ground or ground-based objects. The period
during which a species stays in the atmosphere is
referred to as its residence time (which is closely
related to the reactivity of the species) and residence
time is closely related to the distance the species may
travel from its source. In Figure 5, the temporal
scales (residence times) and spatial scales are plotted
for a range of chemical species.1 As the OH radical
(formed by photolysis of O3 and H2O2) is highly
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reactive, it has a residence time of less than 0.01 s, and
it will travel not more than centimeters from its
source. In contrast, N2O has lifetimes in tens of
years, and it will be mixed throughout the global
atmosphere (the major pathway for N2O loss is pho-
todissociation in the stratosphere).

The spatial impact of a species may be increased
by its reaction with other species. For example, DMS
has a residence time of a few hours and would not be
expected to move more than several hundreds of
meters from its source, yet as outlined earlier64 the
acidification of cloud droplets and raindrops at inland
locations was attributed in part to DMS. As indicated
earlier, the decomposition of DMS may produce both
SO2 and H2SO4. The residence time of SO2 is signif-
icantly greater (days rather than hours) and subse-
quently its dispersal from source will be greater

(kilometers rather than hundreds of meters). Finally,
both gaseous SO2 and H2SO4 are readily absorbed in
aerosols that may have residence times of months and
which can be dispersed distances ranging from tens to
hundreds of kilometers from their source, depending
on size. Such aerosols can then either form CCN or
be scavenged by either these nuclei or by raindrops
and thus acidification of cloud droplets or rain may
occur at a significant distance from the original
source of DMS.

Figure 5, therefore, has significant implications
for atmospheric corrosion, as it highlights that highly
reactive species such as hydroxide radicals will travel
extremely short distances, oxidants such as NOx and
H2O2 limited distance (although tropospheric O3

may travel further), gaseous SO2 short distances,
and aerosols will travel moderate distances from
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their source. Thus, direct impacts of gaseous species
on metallic corrosion will be limited to tens of kilo-
meters from source, while indirect effects via aerosols
or rain deposition may be at appreciable distances
from source.

2.16.2.2 Transportation Processes

More detailed studies of transport have been under-
taken either by using an analytical approach (Euler-
ian or Langrangian) or by a numerical approach
(using computational fluid dynamics (CFD)). In this
section, the movement of gaseous species will be
illustrated using the analytical approach and that of
aerosols using the numerical approach.

2.16.2.2.1 Analytical approach to gas
transport

The transport of gases in a turbulent fluid can be
modeled1 using a Gaussian distribution, with the
plume equation having the form below when evalu-
ated along the centerline (y¼ 0) and at ground (z¼ 0).

hcðx;0;0i¼ q=ðpusyszÞ� exp �h2=2s2z
� � ½41�

where q is the mean concentration from a point
source, u is the wind speed, x is distance from the
source, h is the effective source height, and sy

2,sz
2

are the Gaussian variances.

This equation has a maximum value for some inter-
mediate value of x and of wind speed. The position of
this maximum depends on the stability class of the
plume, that is, A (extremely unstable), B (moderately
unstable), C (slightly unstable), D (neutral), E (slightly
stable), and F (moderately stable). Also, two case sce-
narios exist – that when the plume has not reached its
maximum height and that when it has.1

The critical downward distance at which the
surface concentration is at a maximum is given in
Figures 6 and 7 (from Seinfeld and Pandis1) as a
function of source height and plume stability.

It is evident from Figures 6 and 7 that for low-
height sources (<10m) such as short stacks, the max-
imum pollutant levels will occur at 100–500m of the
source, while for plumes emitted from sources at a
height of 100m the maxima may occur up to 10 km
from the source.

Thus, gaseous pollutants may directly impact
on metal structures for distances up to tens of kilo-
meters from their source. However, they may also be
absorbed in aerosols and transported significantly
greater distances.

2.16.2.2.2 Aerosol transport
The corrosion science literature has concentrated on
the transport of marine aerosols and within corrosion
science there has been little work on the deposition of
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industrial aerosols, which, as outlined previously, are
significantly finer (generally <2.5 mm diameter). The
factors influencing the transport of marine aerosols
will also influence industrial aerosols, but industrial
aerosols would be less affected by the various deposi-
tion processes andwould, therefore, have significantly
larger residence times, and would be transported lon-
ger distances.

Ohba et al.72 proposed that aerosols should be
divided into categories: salt produced on the
shoreline, which is relatively coarse and whose

concentration showed an exponential decrease with
distance from the coast; and salt produced at sea,
which is finer and whose concentration showed a
slower decrease tending towards an asymptotic
value that is relatively constant. Other works73–79

have confirmed this double dependence of aerosol
concentration on distance from the coast and have
also shown that aerosol concentration depends on
wind strength and direction and, in particular, on
the strength and frequency of winds arising over
oceans.

Cole et al.80 developed a CFD model of marine
aerosol transport. Aerosols are convected by wind,
lifted by diffusion, and dragged down by gravity.
Gravity depends on aerosol mass and, therefore,
diameter, with the wet particle diameter being criti-
cally dependant on local RH for salt produced by the
sea, but not for salt generated at the shoreline which
has had insufficient evaporation time to reach equi-
librium with the local RH. Salt is removed from the
atmosphere by both wet (rainout and washout) and
dry deposition. In rainout, salt aerosols become the
nuclei of raindrops that agglomerate and fall to earth
(thus, there is insignificant aerosol above the cloud
layer). Washout refers to the scavenging of salt aero-
sols by raindrops and its effectiveness depends on the
radius of the aerosol droplet. Dry deposition includes
deposition on sloping as well as horizontal surfaces.
Trees are particularly effective at scavenging salt
from the atmosphere, as too are man-made struc-
tures. While medium to large aerosols will be readily
trapped, small salt aerosols will follow the air-
streams around tree leaves and man-made structures.
Therefore, separate models are run for the coarse
surf-produced aerosols and the relatively fine ocean-
produced aerosols.

Figure 8 (from Cole et al.80) shows the effect of
wind speed on the salt concentration (% volume�
1010) with distance from the coast for surf-produced
aerosols (ground roughness 0.5 m) at a height of 2.0 m
above ground level. Figure 9 (from Cole et al.80)
shows the effect of wind speed on the transport of
salt produced in the open ocean over a distance of
50 km from the coast at a height of 2.0 m above ground
level (ground roughness 0.5m, ground RH 70%, rain-
fall 1200mmyear�1). Figure 10 (from Cole et al.80)
shows the effect of ground roughness on the salt
concentration of surf-produced aerosols (ground
roughness does not appear to have a significant effect
on the transport of ocean-produced aerosols).Table 6
gives some typical roughness values of various terrain
types (from AS/NZ 1170).
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Rainfall also has a significant influence on the
transport of ocean-produced aerosols. For example,
given a wind speed of 7.5m s�1, a ground roughness
of 0.5 m and 70% RH at a distance of 200 km from the
coast, uniform rainfalls of 200 and 1600mmyear�1

will reduce aerosol concentrations by 3% and 23%
respectively, relative to the case of no rain. The effect
of RH is even more marked. This can be illustrated
from the ratios of the aerosol concentration when the
surface RH is 20%, 70%, and 90% to that when it is
50%, which are 1.4, 0.5, and 0.2 respectively (under
the same conditions as above).

The strong effect of humidity on salt concentra-
tion is related to two effects. The first arises as the
model assumes (following Seinfeld and Pandis)1 that
there is a linear decrease in temperature with height
and thus a corresponding increase in RH; therefore,

the surface RH controls the cloud height. The cloud
height is the upper limit for salt aerosol dispersion
(aerosols act as scavengers or are scavenged by
CCN); therefore, the higher the cloud level, the
greater the vertical dispersion of salt and the greater
the residence time and transport of the average aero-
sol. The second effect is on the particle size (or mass).
The main constituents of marine aerosols are NaCl
and MgCl2, with each salt wetting at 75% and 35%
RH (at 20 �C) respectively, so that above these
humidities the aerosol increases its mass, leading to
a higher terminal velocity and a greater sink effect
of gravity. As the major mass change occurs after
the wetting of the NaCl constituent, a significant
decrease in transport is observed when the surface
RH is increased from 50 to 70% (recall that the RH
at a height will be greater than that at the surface).
This model has been validated by experimental studies
of aerosol deposition across Australia.38 Experimental
and numerical studies indicate that while coarse surf-
produced aerosols are deposited close to the coast,
those ocean-produced aerosols that have a dia-
meter less than 2.5 mm can be transported significant
distances (hundreds of kilometers) from the coast. As
industrial aerosols tend to be finer than marine aero-
sols, it is probable that these too will be transported
significant distances from their sources.

2.16.3 Deposition

2.16.3.1 Forms of Deposition

Traditionally, deposition onto surfaces has been clas-
sified as wet or dry deposition, with deposition by
rain and snow being defined as wet deposition, and
deposition by particulates and aerosols (even when
these are wet) being defined as dry. Deposition modes
can also be defined as follows:

� Deposition of snow, rain, or fog.
� Deposition of particulates or aerosols.
� Deposition of gases into wet surfaces.
� Depositions of gases onto dry surfaces.

2.16.3.1.1 Rain

Raindrops are generally assumed to have a 100%
efficiency of deposition onto a surface. However,
once a raindrop falls onto a surface, it may splash
off the surface and break into smaller drops, which
could reenter the airflow and not redeposit. Analyses
by Cole and Paterson81 indicated that although
splash does occur, it does not lead to significant loss
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of deposition efficiency for rain falling onto station-
ary objects. However, it can be quite significant for
fast-moving objects (e.g., airplanes in flight).

2.16.3.1.2 Gas and particle deposition

Similar principles can be applied to both the dry
deposition of gases and to the deposition of particles.
A generic formulation, common in atmospheric phys-
ics, but pioneered in corrosion studies by Haynie,82,83

and developed by Spence et al.,84 is given by

D ¼ CVd ½42�
where Vd is the deposition velocity, and C is the
upstream concentration of depositing species. If C is
measured in kgm�3, D is measured in kgm2 s�1, and
therefore,D is multiplied by the surface area to get the
total deposition.

There are a number of approaches to defining
the deposition velocity. One approach, developed for
atmospheric corrosion by Spence et al.84 is the resis-
tance factor approach, where the deposition velocity
can be expressed as follows:

Vd ¼ 1=ðRa þ RsÞ ½43�

where Ra characterizes the deposition across bound-
ary layers to the surface, and Rs characterizes the
reactivity of the surfaces. If Rs is low, the value of Ra
determines Vd. Vd is determined from an analogy
with momentum transport, which gives

Vd ¼ u2�=U ½44�
where U is the upstream velocity, and u is the average
‘friction velocity’ in the local boundary layer. u2

*
is

proportional to the local turbulent kinetic energy in
the boundary layer and thus depends on the size of
the obstacle. This approach recognizes the impor-
tance of air turbulence, but assumes that the turbu-
lence is generated solely by flow over the obstacle,
ignoring the effect of turbulence in the air upstream
of the obstacle. Given that Rs is taken as zero, the
work of Spence et al.84 and Haynie83 leads to a depen-
dence of deposition velocity on wind speed, where

Vd / Un ½45�
Here the value of the exponent n varies from 0.6 to 0.7
for sheets and 0.5 for panels and wire.

A more recent approach is that of Klassen and
Roberge85 who considered the effect of inertial
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Table 6 Typical roughness values (from AS/NZ 1170)

Roughness (m) Terrain Roughness (m) Terrain

2 City buildings (10–30m) 0.2 Level wooded country; suburban buildings

1 Forests 0.06 Isolated trees, long grass

0.8 High-density metropolitan 0.02 Uncut grass, airfields

0.4 Center of small towns 0.008 Cut grass
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impaction and turbulent diffusion and introduced the
following equation for application to CLIMAT units
and salt candles:

D ¼ CU� ½46�
where � is the capture efficiency of the target. This is
multiplied by the projected target area to get the total
deposition. This approach implicitly includes turbu-
lence due to the target, but also assumes that there is
no upstream turbulence.

In summary, all approaches presented above assume
smooth flow upstream of the objects, which effectively
mean that they are treating objects isolated from the
surrounding environment. In the real environment,
upstream turbulence due to ground roughness will
vary significantly and may have a major impact on
deposition onto salt candles, plates, or buildings.

A variation to the resistance approach is that of
Cole et al.,86 in which the overall deposition velocity n
can be calculated from the deposition velocities for
the individual deposition mechanisms. A mechanism
may act in parallel or in series and when the mechan-
isms occur together or in parallel (at the same dis-
tance from the surface), the deposition velocities can
simply be added together:

n ¼
X
i

vi ½47�

If the deposition mechanisms occur in different layers
and the depositing aerosol must pass through all
layers (act in series), deposition velocities must
match between layers:

vi ¼ vj ½48�
The main deposition mechanisms for aerosol parti-
cles are the following:

� Gravitational settling.
� Turbulent diffusion.
� Laminar diffusion (also called Brownian deposi-

tion and diffusiophoresis).
� Thermophoresis (migration from high tempera-

tures to low).
� Electrostatic attraction.
� Momentum-dominated impact.
� Vortex shedding (transport by transient laminar

flows).
� Filtering (flow past or through raised fabrics).
� Photophoresis (motion generated by an intense

beam of light).

However, while all these mechanisms can be important
in interior spaces, in open spaces the primemechanisms

are gravity, momentum-dominated impact, and turbu-
lent diffusion. Figure 11 compares the efficiency of
deposition of particles of increasing sizes onto a
cylinder (typical of a salt candle, as described in
ISO 9205) via momentum-dominated impact and
turbulent diffusion. Efficiency is defined as the per-
centage of aerosol flux that would pass through the
air space in the absence of an object. For very small
particles, smaller than 0.1 or 0.01mm in diameter,
electrostatic attraction and laminar diffusion play a
significant role in deposition. For small particles with
a diameter of �1mm, turbulent diffusion dominates,
while for larger particles with a diameter of �5mm
momentum-dominated impact dominates. For par-
ticles with a diameter above 20mm gravitational
settling becomes the prime deposition mechanism.
As the particle diameter increases past 2.5mm the
deposition efficiency increases dramatically.

An approximate equation for the deposition veloc-
ity for momentum dominated impact is86 as follows:

vi ¼ �x0=tþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx0=tÞ2 þ U 2

0

q
½49�

where U0 is the approach velocity at distance x0 from
the object. IfU0 is the upstream velocity, x0 is of similar
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size to the object diameter. The relaxation time t is
given by

t ¼ D2
prpCc

18m
½50�

with particle diameter Dp, density rp, air viscosity m,
and Cunningham slip correction factor Cc.

In fact, Cole et al.87 found that if the deposition
modes are combined, the deposition onto common
objects (plates, salt candles) in the open environment
can be estimated by a formula analogous to that of
Klassen and Roberge85:

D ¼ CVA� ½51�

where

� ¼ 100� I b � Cs ½52�
and I is turbulence; b is a constant (determined
numerically to be 0.38), and Cs is the shape factor.

The shape factor, as well as the deposition effi-
ciency, is reasonably robust, being reasonably inde-
pendent of wind speed; however, it does show a
dependency on particle size. In Table 7 (from Cole
et al.87), deposition efficiencies are given for particles
in the size range 1–229 mm for salt candles and expo-
sure plates (at 45� to the airflow). It is apparent that
deposition onto salt candles is less efficient than onto
exposure plates for small and medium size particles
(<21 mm diameter). For large particles (>21 mm
diameter), the efficiency of deposition onto salt can-
dles is marginally higher than that onto exposure
plates.

In practical terms, this implies that in severe
marine locations where large aerosols will make up
a large fraction of the aerosol distribution, it is rea-
sonable to assume that the deposition onto an expo-
sure plate will be approximately the same as that onto
a salt candle. However, in milder locations the aerosol
distribution will be dominated by aerosols of less than
15 mm and so the salt candle measurements of depo-
sition will be �71% of that on exposure plates.

The average shape factors for particles (assuming
the particle distribution given by Fitzgerald)35 of
<20 mm for plates and salt candles are given in
Table 8 (from Cole et al.87). These factors can be
used in conjunction with eqn [48] to calculate depo-
sition efficiencies and thus deposition rates. Deposi-
tion also depends on turbulence, which in turn
depends on the upstream roughness of the terrain.
However, the latter dependence is relatively weak

and can be approximated by

I ¼ 0:069þ 0:5Rt ½53�
where Rt is terrain roughness.

Thus, as roughness increases from 0.06 to 0.4m, the
deposition efficiency onto a salt candle of aerosols of
20mm diameter increases from 20% to 30%. Typical
values of terrain roughness are 0.06m for isolated trees
and long grass, and 0.4m for the center of small towns.

This model of deposition onto simple objects can
be extended to more complex objects such as build-
ings or rows of buildings. The deposition onto an
isolated building (10m high and 20� 20m in plan)
was computed using CFD and the result is given in
Figure 12 (from Cole et al.87). The randomness in
Figure 12 is caused by the stochastic nature of the
simulation. The aerosol deposition rate is lowest near
the ground, high near the upper edge of the front face
and on the sides, and is highest on the upper corners
and upper sides. The deposition rate is highly influ-
enced by local wind turbulence, which is highest on
corners and sides. Table 9 (from Cole et al.87) gives
the average deposition rates for particles of varying
diameter onto a building compared to deposition of

Table 7 Comparison of salt deposition efficiency on

plate and salt candle

Percentage deposition (%)

Particle diameter (mm) Salt candle Plate Ratio

1 9.2 12.2 1.33

6 7.6 12.2 1.61

11 7.2 12.7 1.76
15 9.8 14.4 1.47

21 18.6 16.7 0.90

29 31.0 19.0 0.61

39 50.4 33.2 0.66
72 77.0 66.8 0.87

134 91.8 88.8 0.97

249 96.4 94.4 0.98

Source: Reproduced from Cole, I. S.; Lau, D.; Chan, F.;
Paterson, D. A. Corros. Eng. Sci. Technol. 2004, 39(4), 333–338.

Table 8 Summary of shape coefficients

Object Cs

Salt candle 0.85

Exposure plate at 45� to airflow 1.2

Plate perpendicular to airflow 0.5

Plate parallel to flow 1.67

Source: Reproduced from Cole, I. S.; Lau, D.; Chan, F.;
Paterson, D. A. Corros. Eng. Sci. Technol. 2004, 39(4), 333–338.
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the same sized particles onto a salt candle. It is
apparent that the average deposition rate onto a
building face is less than half that on a salt candle,
although deposition onto the edges of a building
could be up to twice that on a salt candle.

In Figure 13 (from Cole et al.87), the calculated
deposition onto a row of 2D buildings is shown (the
buildings were 3.32m high, 12.5m wide and were
spaced 30m apart). The plot demonstrates the rapid
fall-off in deposition with increasing number of
houses. Such a fall-off was observed experimentally
and is reported in Cole et al.39 The data presented in
Figure 13 has been transformed to derive a theoreti-
cal urban facade factor, so that the deposition onto the
facade of a dwelling close to the coast in an urban
(low-rise) setting would be only 23% of the deposition
onto an equivalent facade of a dwelling where there
were no dwellings between this dwelling and the coast.

The above examples have been calculated for
marine aerosols; however, similar effects would also
occur for industrial aerosols, although the exact
magnitude of the effects would be dependent on
particle size.

2.16.3.1.3 Deposition of gases onto wet and
dry surfaces

In estimating both the wet and dry deposition of gases
onto surfaces, it can be assumed that the gas con-
centration near the surface approximates the local
composition and that any absorbed gas is readily
replaced. The absorption of gases into moisture layers
on metal surfaces is governed by the same factors that
control absorption of gases into aerosols (outlined
in Section 2.16.1.3) and will in part be controlled by
the Henry’s law coefficient. In contrast, the surface
absorption of gaseous species onto dry surfaces is
controlled by normalized reactivity. Table 10 (from
Seinfeld and Pandis1) presents the effective Ha and the
normalized reactivity values for various gas species.

Table 9 Deposition ratio on a building relative to an
isolated salt candle

Face Deposition ratio (mgm�2)

Front 0.42

Side 0.35

Top 0.49

Back 0.08

Source: Reproduced from Cole, I. S.; Lau, D.; Chan, F.;
Paterson, D. A. Corros. Eng. Sci. Technol. 2004, 39(4), 333–338.

Figure 12 Aerosol deposition on a building 10m high and
20 � 20m in plan. The flow is from right to left. Blue is low

concentration and red is high concentration. Reproduced

from Cole, I. S.; Lau, D.; Chan, F.; Paterson, D. A. Corros.

Eng. Sci. Technol. 2004, 39(4), 333–338.

0
0 2 4 6 8 10 12

20

40

60

80

100

120

140

160
D

ep
os

iti
on

 (p
ar

tic
le

s 
ou

t 
of

 1
0

00
0)

House row

Figure 13 Results from CFD modeling of deposition onto

a row of houses. Reproduced from Cole, I. S.; Lau, D.;

Chan, F.; Paterson, D. A. Corros. Eng. Sci. Technol. 2004,
39d(4), 333–338.

Table 10 Relevant properties of gases for dry deposi-
tion calculations

Species Ha
a (Matm�1)

at 298K
Normalized
reactivity

Nitric oxide 2 � 10�3 0

Ozone 1 � 10�2 1

Nitrogen dioxide 1 � 10�2 0.1
Hydrogen sulfide 0.12 –

Ammonia 2 � 104 0

Nitrous acid 1 � 105 0.1

Sulfur dioxide 1 � 105 0
Hydrogen peroxide 1 � 105 1

Formic acid 4 � 106 0

Acetic Acid 4 � 106 0

Hydrochloric acid 2.05 � 106 0
Nitric acid 1 � 1014 0

aEffective Ha assuming a pH of 6.5.
Source: Reproduced from Seinfeld, J.; Pandis, S. Atmospheric
Chemistry and Physics: From Air Pollution to Climate Change;
Wiley Interscience: New York, 1997.
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The effective Ha in Table 10 takes into account reac-
tions of the aqueous species. When Ha is high and the
normalized reactivity is low (e.g., sulfur dioxide),
deposition will be primarily through absorption into
a moisture droplet (be it a wet aerosol or a surface
moisture film). When Ha is low and the normalized
reactivity is high (ozone), direct gaseous absorption
onto dry surfaces will dominate. Table 10 indicates
that those species of prime importance to atmospheric
corrosion (ammonia, sulfur dioxide, formic acid, and
acetic acid) will all primarily be absorbed through the
moisture layer. Of the nitrogen species, nitric acid will
be readily absorbed into the moisture layer, while
nitrogen dioxide will undergo limited interactions
with both a dry and a wet surface. While the oxidizing
catalyst O3 and hydrogen peroxide will be readily
absorbed on a dry surface their residence times in
the atmosphere are extremely short and, therefore,
the source would have to be very close to the metal
surface for the concentrations of these gases to be
significant. Thus for practical purposes, gaseous depo-
sition onto a dry surface is of marginal importance to
atmospheric corrosion.

2.16.3.2 Comparison of Deposition Modes

The relative significance of particulate deposition
and gaseous deposition in an industrial environment
clearly depends on the particulate and gas concentra-
tions (aerosol deposition will dominate in marine
environments). However, a comparison of deposition
modes in given typical compositions is useful. Consider
the deposition onto a plate exposed at an angle of 45� in
an exterior environment where the total concentration
of particulates is 20mgm�3 (dry weight), which may be
ammonium sulfate, ammonium bisulfate, or hydrogen
sulfate, while the wind speed is 3m s�1 and gaseous
concentrations are CO2 at 400 ppm, SO2 at 75 ppb,
NH3 at 20 ppb, O3 at 200 ppb, and H2O2 at 10 ppb.

Work by Sehmel88 indicates that ammonium sulfate
particles typically have a bimodal size distribution
with peaks at�0.7 and 3mm, with the smaller particles
having three times the concentration (by volume) of
the coarse particles. For this exercise, let us simplify the
distribution and assume that the mass of fine particles
(0.7mm diameter) is 15mgm�3 and the mass of coarse
particles (3mm diameter) is 5mgm�3.

Deposition of particles traveling horizontally
will be dominant and will be defined by eqn [46].
Sehmel88 indicates that typical efficiencies for 0.7 and
3 mm particles would be �0.26% and 18%, and thus
the flux at a typical wind speed of 3m s�1 will be
0.12 and 2.7 mgm�2 s�1 for the fine and coarse parti-
cles, respectively. This then gives a deposition rate
per hour of 10 150 mgm�2 or 108mg/dry weight per
hour onto a plate of size 100� 150mm at an angle of
45� to the vertical.

If this amount of particulate were to deposit into a
moisture film, it would then change the composition
of that film to an extent that depends on the particu-
late composition and thickness of the moisture film.
The change in [Hþ] and [SO4

2�] in M l�1 per hour is
given in Table 11.

Modeling by Cole et al.89 estimated that for the
gaseous compositions given above, the aqueous phase
concentrations will be 1.7� 10�6M of [Hþ] and
1.2� 10�4M of [SO4

2�], or 0.63� 10�4M of [Hþ]
and 0.34� 10�4M of [SO4

2�] in the absence of
NH3. Thus, the deposition of particulate onto a mois-
ture film will substantially increase the ionic content
and acidity of the film. If the moisture film persists for
a number of hours, particulate deposition is likely to
dominate over gaseous absorption.

A second comparison can be made between the
hydrogen ion flux to the surface of a similar metal
sample from acidified rain and from particulates.
In Figure 14, the ‘free’ hydrogen ion flux per day
onto a metal surface is estimated from (NH4)3H

Table 11 Effect of particulates on moisture film composition

Particulate concentration
(mgm�3 dry weight)

Particulate type Moisture film
thickness (mm)

[H+] (M) [SO4
2+] (M)

20 (NH4)2SO4 100 – 7.5� 10�4

20 (NH4)3H(SO4)2 100 4�10�4 8� 10�4

20 NH4HSO4 100 8.5�10�4 8.5� 10�4

20 H2SO4 100 20� 10�4 10�10�4

20 (NH4)2SO4 500 – 1.5� 10�4

20 (NH4)3H(SO4)2 500 0.8�10�4 1.6� 10�4

20 NH4HSO4 500 1.7�10�4 1.7� 10�4

20 H2SO4 500 4.0�10�4 2.0� 10�4

5 H2SO4 500 1�10�4 0.4� 10�4
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(SO4)2 and H2SO4, assuming that the particulate dis-
sociates on the surface in accordance with standard
equilibrium constants. This is compared to the free
hydrogen ion flux from rain water, assuming an unbuf-
fered solution for a daily rainfall of 5 and 50mm. It is
apparent that fluxes are of similar orders of magnitude,
but acidified rain is the major source of Hþ if the rain
water pH is low and rainfall high, while particulate
deposition is of prime importance if the rainfall is low
and the concentration of acidified particulates is high.

The analysis indicates that while dry deposition of
gases onto metal surfaces is likely to be of marginal
importance, rain deposition, particulate deposition,
and gaseous absorption into moisture films are all
likely to be significant sources of both acidity and
ion concentration in moisture on metal surfaces in
industrial environments. The evaporation of moisture
layers formed and enriched by the processes above
will lead to the precipitation of a range of ionic
compounds (many of which are listed in Table 4).
Being hygroscopic, these compounds will promote
further wetting if they remain on the surface. The
next two sections discuss the cleaning, retention, and
wetting of these salts on metal surfaces.

2.16.4 Role of Rain and Wind in
Surface Cleaning

The products that accumulate on a surface control
future hygroscopic wetting and the nature of the
moisture films that develop. Surfaces may be cleaned
by either rain or wind; however, the effectiveness of
these processes is highly dependent on both the char-
acteristics of the wind and rain, and the state of the
surface, as discussed below.

2.16.4.1 Role of Rain in Surface Cleaning

In this section, a simple model for the movement of
raindrops, and thus their ability to clean a ‘fresh’
surface, is developed. In this context, a fresh surface
refers to a surface that remains relatively impervious
to moisture (i.e., not a porous surface that absorbs
moisture). According to Cole et al.,81 during rain,
drops will grow on the surface as they coalesce and
absorb impacting droplets until they reach a critical
size, above which they begin to move. At the critical
size, the gravitational force directed along the plate
(gM sin y) is balanced by the shear force at the base of
the drop (tA) and a force due to surface tension. The
shear force tends to zero when the drop is not moving.
For the force due to surface tension, let 2f be the
difference in interfacial contact angle between the
front and the back of the drop. Then, for a drop of
radius r, the radii of curvature near the front and back
of the drop (r1 and r2 respectively) are roughly given
by r1/r¼ r/r2¼ 1 – tanf. The difference in pressure
within the drop between the front and back extremi-
ties of a drop is then

p1 � p2 ¼ s=r1 � s=r2 ½54�

If the drop is not moving and the gravitational force is
balanced by the surface tension, this pressure differ-
ence is hydrostatic and is given as follows:

p1 � p2 ¼ 2rgr sin y ½55�

By combining eqn [54] and [55], a relationship can be
derived for the maximum radius of a stationary drop
in terms of the plate angle and the difference in
interfacial angle:

r 2 ¼ s
2rg sin y

1

1� tan f
� ð1� tan fÞ

� �
½56�

For air and water g¼ 9.81m s�2, r¼ 1000 kgm�3,
and s¼ 0.07275 Pam.

A diagram of the maximum drop radius as a func-
tion of plate angle and difference in interfacial con-
tact angle is given in Figure 15 (from Cole et al.81). It
is apparent that both the plate angle and the differ-
ence in interfacial angle are of prime importance in
determining the critical size. In particular, it is nota-
ble that the stable drop size increases dramatically as
f approaches 45�.

The concept of single-drop movement has been
embedded in a more complex model of drop move-
ment, created using a fluid dynamics passage in which
71 million droplets were deposited as simulated rain
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onto a 2� 2m surface and their subsequent move-
ment down the surface was studied.44

During the studies,81 drops on the surface grew
by absorbing raindrops impacting on them and by
merging with other drops. When drops rolled off
the surface, the water they left behind was more than
made up for by the collection of smaller drops on the
way down. As each drop grew, it rolled faster and so it is
reasonable to assume that once a drop reaches a critical
size it will remove itself from a surface. Overall, it was
observed that over time, the amount of water on the
surface built up to a peak and then tended to release at
once, giving periods of almost no runoff followed by
periods of strong runoff. This is shown in the stepped
shape of the pollution level curve in Figure 16 (from
Cole et al.81). In the experiments,81 0.0157mm of water
was deposited per timestep and therefore, the duration
of a timestep depended on the simulated rain inten-
sity. Loss of water through evaporation and substrate
porosity was not included. The pollutant was assumed
to have the solubility of sea salt.

The significance of Figure 16 can be illustrated
with regard to ‘average’ rainstorms in the Australian
cities of Adelaide andDarwin, which are chosen as they
span the rain intensity variation across mainland Aus-
tralia, having 4.6 and 28.8mmh�1 respectively as aver-
age rainfall intensities for a one-hour rain shower with
a one-month recurrence interval. Therefore, the aver-
age shower timesteps inAdelaide andDarwinwould be
13 and 2 s respectively. As shown in Figure 16, there is
a factor of 10 decrease in soluble pollutant levels on
the surface between timesteps 80 and 120. By timestep

200 (representing 43min in Adelaide and 6.7min in
Darwin), the amount of pollution left was <1% of the
initial value.81 This only applies to soluble pollutants.

To the first order, the effect of rain on cleaning a
fresh plate can be approximated by81

Sf ¼ Si � e�aR if Ri � Rc > 0 ½57�
or

Sf ¼ Si if Ri � Rc< 0 ½58�
where Sf and Si are the final and initial ‘soluble’
pollutant load, respectively, Ri is the amount of rain
(in mm) in a particular rain shower or event, and Rc is
the critical amount of rain required to guarantee
runoff and thus cleaning. The value of Rc depends
on drop size, surface parameters (e.g., surface energy),
and plate slope, and can be estimated from an analysis
such as that presented in Figure 16; for conditions
relevant to the data set defined above, it can be
approximated by r/2 (where r is the maximum radius
of a stationary drop). Experimental studies87 have
verified this formulation and value of Rc.

2.16.4.2 Removal of Salts by Wind

While in theory the removal of salts by wind could be
significant, in practice it is only significant in climates
where rain is very limited or when the wind carries
abrasive material. In wind tunnel tests, Muster and
Cole90 found that significant amounts of salt were
removed only when wind speeds were 	9m s�1 and
RH was 
40%. These wind speeds represent <10%
of the year in Australian cities. Work by Cole et al.87 is
in agreement with these results in the case where salts
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were dry when deposited, but demonstrated that if
salts were wet when deposited, wind speeds of up to
14m s�1 did not remove such salt particles. In the
case where salt is deposited as a wet aerosol onto
reactive surfaces (steel, zinc, aluminum–zinc), the
aerosol reacts with the surface as it evaporates and
forms a reaction product that binds the crystallized
salt to the surface.

2.16.4.3 Transfer of Pollutants in
Raindrops to a Surface

This section is concerned with defining the condi-
tions where raindrops will evaporate on a metal sur-
face, leaving precipitated pollutants. In tests where
stainless steel, galvanized steel, and zinc plates were
exposed to marine environments for periods of
2–24 h, Cole et al.91 observed fine-scale crystals with
compositions indicative of marine origin and with
geometries consistent with deposition in raindrops.
If raindrops are to evaporate, they must not be
removed either by the motion of other drops (total
rainfall must be less than Rc defined previously) or by
their own motion. If the drop radius is less than that
given by eqn [56], stationary drops will not begin to
move; however, raindrops will maintain some of their
preimpact velocity after contacting the metal surface.
For such moving drops, the critical factor is whether
they will evaporate before they roll off the metal
surface. Work by Cole et al.87 indicates that this is a
function of the hydrophilic or hydrophobic nature of
the surface and of course the distance they have to
travel to roll off the plate. For strongly hydrophilic
and strongly hydrophobic surfaces, the difference in
interfacial angle (2f) is small and so drops will tend
to roll off in both cases. The presence of corrosion
products on a surface can increase f. For example, all
but the finest drops (<10 ml) will run off an exposure
plate (typical dimensions 150� 150mm at an angle
of 45�), while quite large drops (up to 36 ml) may
evaporate on an exposed roof (dimensions 3� 3m,
30� angle) on a summer day. This again indicates the
difference between exposure plates and actual struc-
tures. The residue of raindrops observed by Cole
et al.91 might be associated with light rain and fine
raindrops.

These studies, on the effectiveness of rain in
cleaning surfaces and the nature of rain that can
evaporate on a surface, highlight the fact that rain-
drop size and rainfall intensity are critical factors in
determining the impact of rain on pollutant levels on
metal surfaces. In general, locations closer to the

equator will have more intense rain with larger rain-
drops, which will be more effective in cleaning sur-
faces, while locations at high or low latitudes will
have less intense rain with smaller raindrops, which
will be less effective in cleaning surfaces and may in
fact evaporate on metal surfaces, thereby increasing
the pollutant concentration on such surfaces.

2.16.5 Forms of Moisture on
Surfaces

This section will discuss how moisture may form as a
result of the atmospheric conditions previously dis-
cussed. Moisture may form on a surface because of
the local RH, via the deposition of rain, fog, and wet
aerosols, or because of wetting of hygroscopic salts on
the surface.

2.16.5.1 Effect of RH on Clean Surfaces

A surface exposed to ‘humid’ air will adsorb moisture
and build up monolayers on the surface. Immediately
upon exposure, OH layers will develop on the sur-
face.14 With further exposure, additional water layers
are adsorbed, with the number of layers being depen-
dent on the hydrophobic or hydrophilic nature of the
surface, the density of defects on the surface, and the
RH of the air. Estimates of the number of monolayers
vary from 1 to 2 layers at 40% RH, 2–5 at 60% RH,
to 6–10 at 100% RH.92 It is generally accepted that
below 60% RH the monolayers are too thin to sustain
the electrochemical corrosion process.

2.16.5.2 Effect of Aerosols/Raindrops

Aerosols show a significant variation in size range
depending on the RH of the air and the history of
the aerosol. Wet aerosols of marine origin91 will have
a size range of 5–120 mm and after impact on the
surface they will reform into roughly spherical-cap
shaped droplets (with the contact angle defined by
the surface energy). In general, aerosol droplets fall-
ing onto a surface will only cover a fraction of the
surface and will, therefore, remain isolated with sig-
nificant areas of ‘dry’ metal separating the droplets. In
contrast, when rain impacts a surface, a high fraction
of the surface will become covered by drops, which
will undergo coalescence until they reach the critical
size for drop movement, or they may be scavenged by
a moving drop.
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2.16.5.3 Rewetting of Surfaces and
Condensation

On a clean surface, condensation will occur when the
air close to the surface is at 100% RH. The tempera-
ture of the surface may vary from that of the ambient
air and, therefore, the RH close to the surface may be
different from that of the ambient air.

The evaporation of aerosols or rain on surfaces
may leave crystallized salts, many of which may be
hygrosopic. These salts will wet when the surface RH
is greater than the DRH of the contaminant salts. The
DRH of a number of common pollutants is given in
Table 4. A study by Cole et al.93 compared the nature
of surface contaminants with the wetting behavior of
wetness sensors attached to metal plates and found
that there was a high correlation between the DRH of
the salts present and the wetting point of the sensor.
Further, the nature of the salts present (and hence the
wetting point of the sensor) was highly dependent
on location, with severe marine sites contaminated
with MgCl2 and NaCl, marine sites contaminatedwith
NaCl, severe industrial sites contaminated with
(NH4)HSO4, and moderate industrial sites with a
marine influence contaminated with (NH4)3H(SO4)2,
(NH4)2SO4, NaHSO4, and NH4NO3.

Thewetting of such crystalline salts will occur when

RHs > DRH of any contaminating salt ½59�
where RHs is the RH at the metal surface.

An alternative but equivalent expression can be
expressed in terms of time of condensation (TCD),
tendency to condensation (TCON), and vapor pres-
sure, so that TCD is defined as

TCD ¼ time when TCON > 0 ½60�
TCON is simply the difference between the vapor
concentration of the air (Va) and the saturation vapor
concentration at the metal surface (Vs) required for
condensation (vapor pressure is in Pascals):

TCON ¼ Va � Vs ½61�
and

Vs ¼ ðRHc=100Þ
exp 22:565� 2377:1T�1

s � 33623T�1:5
s

� � ½62�
where Ts is the surface temperature (K) and RHc

accounts for the hygroscopicity of contaminating
salts, which can be approximated by the DRH of
any contaminating salt:

Va ¼ Vas � RH=100 ½63�

where Vas is the saturation vapor pressure of the
adjacent air, which is given by the following equation:

Vas ¼ exp 22:565� 2377:1T�1
a � 33623T�1:5

a

� � ½64�
where Ta is the air temperature.

2.16.5.4 Evaporation

Evaporation of moisture from a surface covered with
hygroscopic salts can be understood using either the
surface RH concept or partial vapor pressure con-
cept. Thus, wetted salts will begin to dry when the
surface RH is less than the DRH of the contaminat-
ing salt or when the TCON is negative. However, to
determine either of these parameters it is necessary
to know the temperature of the metal surface.

2.16.5.4.1 Surface temperature of plates

Metal surfaces exposed to the environment will
undergo a diurnal cycle, heating up during the day
(due to solar heating) and cooling down at night
(because of the emission of radiation to the night
sky), with both processes modulated by convective
interaction with air. The extent of both heating and
cooling will depend on a range of environmental
factors, including cloud cover, wind speed, and the
state of the surface.94,95

Condensation and evaporation will tend to reduce
this diurnal cycle – condensation will release latent
heat restricting further undercooling, while evapora-
tion of moisture films after sunrise will cool surfaces,
reducing solar heating. As a result, it may take signif-
icant time for metal surfaces to dry after sunrise.
Predicted undercooling of a zinc plate openly
exposed to the night sky is presented in Figure 17
as a function of temperature. It is apparent that
undercooling does not exceed 2.5 �C (still air, clear
sky, 50% RH). The RH affects the extent of conden-
sation and the latent heat released during condensa-
tion, so that on a clear night with 75% RH, a plate
would undercool less than on a clear night with 50%
RH. A breeze of 1m s�1 significantly reduces under-
cooling, as does cloud cover.

The rate at which zinc plates heat up after sunrise
is presented (for dry plates) in Figure 18 as a func-
tion of incident solar radiation which in turn is
a function of the time of day. Thermal equilibrium
is assumed. Figure 18 can be matched with the
solar radiation level for a given location. For exam-
ple, measured data for Melbourne (latitude 38� S),
Australia, indicates that on a clear day close to the
September solar equinox (spring), the solar radiation
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levels will be 171, 376, and 696Wm�2 at 1, 2, and 4 h
respectively after sunrise, while on a cloudy day they
will be 28, 68, and 222Wm�2 at 1, 2, and 4 h respec-
tively after sunrise. From Figure 18, it is clear that, as
a function of solar radiation, the increase in tempera-
ture on a cloudy and sunny day is the same. Of
course, much less radiation reaches the surfaces on
a cloudy day, so the temperature rise on a plate is
much lower. Wind dramatically decreases the tem-
perature rise because of forced thermal convection,
with a wind speed of 5m s�1 more than halving the
rise. Figure 19 (from Cole et al.96) compares the
temperature rise of a dry plate with that of a wet
plate. The cooling effect of evaporation dramatically

reduces surface heating. This reduction is closely tied
to the ambient conditions (temperature and RH) that
control evaporation.

2.16.5.4.2 Evaporation rate

Figure 20 (from Cole et al.96) shows the evaporation
rates on a metal surface (assuming a continuous film)
for a variety of environmental conditions as a func-
tion of time after sunrise. The rate of evaporation
is clearly influenced by surface temperature, as
discussed above. With clear skies, a modest wind
(5m s�1) and not excessive humidity (75%), a mois-
ture film of 200 mm will have evaporated an hour
after sunrise. Evaporation actually starts before sun-
rise as the minimum temperatures (under these con-
ditions) generally occur an hour before sunrise. In
contrast, on a cloudy, still day of high humidity
(95%), the same moisture film will still not have
fully evaporated 4 h after sunrise.

A more precise understanding of the relevance of
these effects to corrosion can be obtained if we cal-
culate the time for evaporation of common aerosols.
Using the data of Fitzgerald,35 it can be estimated
that a wetted aerosol on the metal surface will have a
size range of 2–120 mm with a median of 12 mm and
that a nonequilibrium aerosol (with a solids concen-
tration equal to that of seawater) will have a size
range of 5–230 mm with a median of 23 mm. The
time for aerosols with median and extreme dimen-
sions to evaporate is given in Table 12 (from Cole
et al.96). It is apparent that, at least for some aerosols,
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evaporation will take several hours. Many workers
suggest that a peak in corrosion rate occurs during
the evaporation phase, as salt concentrates and oxygen
diffusion paths shorten.

Cole et al.65 have documented experimentally the
duration of periods of wetness that occur on wetness
sensors attached to zinc plates that are openly
exposed to the atmosphere in a range of locations
around Australia.97 They found that periods of wet-
ness could be divided in three modes which they
labeled Mode A, Mode B and Mode C. Mode A are
short daytime wetness events with an average dura-
tion of �2 h (they result from either hygroscopic
wetting of deposited salts or rainfall but are of short
duration as daytime evaporation is rapid). Mode B
are nighttime wetness events that occur when con-
densation occurs in the evening and evaporation the
next morning. The duration of the wetness period
varies depending on the severity of the location (and
thus the nature of deposited salts) from an average of
10 h in benign (inland) sites to 20 h in severe marine
locations. Mode C is wetness periods that last more
than 1 day; they are generally associated with the
deposition of salts with low DRH (e.g., MgCl) so
that surface RH may not dry out the wetted salts on
some days. Again, the duration depends on the sever-
ity of the site raging from an average of 72–120 h in
marine and severe marine sites.

2.16.5.4.3 Evaporation and condensation

on a porous surface

The above analysis refers to clean surfaces; however,
on a corroded surface the situation may be more
complex. First, many oxides are themselves hygro-
scopic, and second many oxides are porous and,
therefore, when aerosols or raindrops are deposited
onto such porous oxides, some of the solution will be
absorbed into the pores and will subsequently evapo-
rate, leaving contaminants within the pore structure.
In these circumstances, capillary forces may alter the
conditions for evaporation and condensation in the

pores, making it possible for condensation to occur
in an atmosphere of less than 100% RH. These
effects are best explored using the differential vapor
pressure approach, where the relative lowering of
the saturated vapor pressure in pores is given by
Thomson’s equation.98

p ¼ po e
�2sM=rRTr ½65�

where p and po are the saturated vapor pressures above
a concave meniscus of radius r and a plane surface,
respectively, s is the surface tension of the liquid at
absolute temperature T, r is its density and M is its
molecular weight of the condensing gas, and R is the
gas constant. It can be estimated that capillary radii of
360, 94, and 30 Åwill reduce the RH for condensation
to 98, 90, and 70% respectively. It has been argued99

that this effect may explain the observation that steel
still corrodes at �70% RH, as ferric oxide gel has
pore sizes�30 Å,100 and therefore, pore condensation
may occur. Correspondingly, the period that moisture
remains in pores may be considerably greater than
that when it is free on the surface. The percent time
that the tendency for condensation both on a clean
surface and on a contaminated surface is greater than
zero is given in Table 13, and compared to that for a
clean pore and one contaminated with NaCl when
both surfaces are exposed for a year in Canberra. It is
apparent that even coarse pores significantly increase

Table 12 Time to dry (hours) for aerosols of given surface radii

Conditions Surface radius (mm)

12 23 120 230

Cloud, no wind, 75% RH Just after dawn 1 3 4

Clear, no wind, 75% RH Just after dawn 0.6 1,5 2

Cloud, 5ms�1, 95% RH Just after dawn 1.1 2.8 3.7
Cloud, 5ms�1, 75% RH Prior to dawn Prior to dawn 0.6 1.7

Source: Reproduced from Cole, I. S.; Paterson, D. A. Corros. Eng. Sci. Technol. 2006, 41(1), 67–76.

Table 13 Effect of pore size on tendency to condensate

formation

Pore size (Å) RH for
condensation (%)

%TCD
(100)

%TCD
(75)

Flat surface 100 4.6 43.5
360 98 7.5 45.3

94 90 19.8 52.1

% TCD (100) is the % time the tendency to condensation (TCON)
is positive when the surface wetting occurs at 100% RH while
% TCD (75) is the % time the TCON is positive when the surface
wetting occurs at 75% RH.
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the time when condensation is favored, both with and
without chloride contamination, although the effect is
more marked in the absence of chloride. Pore conden-
sation and delayed evaporation may be relevant for
metals with porous oxide, such as zinc, and could
significantly change the wetness periods for these
materials.

2.16.6 Summary of Environmental
Conditions

The analysis in Section 2.16.3.1 indicated that pol-
lutant deposition onto a surface may occur by gaseous
absorption into a moisture film, or by deposition of
aerosol or of rain. As outlined in Section 2.16.1.3,
the composition of gases, aerosol, and rain drops will
be affected as they are transported by atmospheric
processes. However, the scale of these transport
processes is likely to be quite different. Gases, partic-
ularly reactive gases, will not be transported far from
their sources; aerosols may form relatively close to
the pollutant source but may be transported signifi-
cant distances, while the processes of rain drop for-
mation are complex and will not bear a direct relation
to pollutant sources. Thus, it is to be expected that the
concentration of atmospheric gases will be highly
influenced by local pollutant sources, and aerosol

concentration will also be influenced by local sources
but concentrations will spread significantly from
these sources, while rain water chemistry will be
affected more by the pollutants in a region rather
than in one locality.

In Table 14 some key parameters defining gas-
eous concentrations, aerosols, and rain water chemis-
try are given for marine, industrial, urban, rural, and
remote locations from data presented in this chapter.
The table should only be taken as indicative and does
not attempt to define the effect of particular local
sources on pollutant levels.

2.16.7 Surface Reactions

2.16.7.1 Equilibrium Considerations

The conditions within the rain droplet or aerosol may
determine the stability of both common metal oxides
and the underlying metal. Consider zinc, which in
dry environments is covered with a zincite (ZnO)
film and which rapidly transforms to zinc hydroxide
in the presence of moisture films. The potential–pH
diagram of zinc–CO2–H2O system101 (at 25 �C) with
Graedels101 regimes for dew, rain, and fog and the
stability lines for H2O, H2O2, and O3 is presented
in Figure 21 (modified with the original from
Graedel101). At the typical rain regime or fog regime

Table 14 Summary of gaseous concentration, aerosol type and rain water composition (meq l�1) for marine, industrial,

urban, rural, and remote locations

Location type Marine Industrial Urban Rural Remote

Gaseous (mixing ratio)

SO2 (ppt) 260 1500 160–1500 160 20
H2S (ppt) 65 365 365 35–60 3.6–7.5

NOx (ppb) 0.2–1000 10–1000 10–1000 0.2–10 0.02–0.08

O3 (ppb) 20–40 100–400 100–400 20–40 20–40

Aerosols
pH 0–9.5 �1–2.4 1.9–3

Major species NaCl, MgCl H2SO4, NH4)3H

(SO4)2), (NH4)2SO4,

NH4HSO4

NH4NO3, NH4Cl

(NH4)2SO4

Dust, pollen

plant

waxes
Secondary species Na2SO4, H2SO4,

NH4HSO4,

(NH4)2SO4 and
NH4NO3.NaHSO4

NaNO3

Rain water

pH 4–5.6 4.2–7.3 4.4–6.1 3.6–5.8 5.6–6

Cl� 100–1300 9–142 10–27 3–25 1–1300
NO3

� 3–10 40–140 13–140 3–25 3–10

SO4
2� 3–10 70–240 12–60 4–60 3–10

Naþ 100–1200 5–60 20–60 3–30 100–1200

NH4
þ 2–10 30–200 10–30 2–20 2–10

Ca2þ 20–300 2–35 2–20 80
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the surface Zn(OH)2 film and the underlying Zn
metal are not the stable phases, and rather Zn2þ is
the stable form. Therefore, dissolution of the zinc
hydroxide is expected with the enrichment of the
zinc ion concentration in solution. Stable oxide
growth would not be expected. This enrichment of
zinc ions in solution would then lead to precipitation
of solid species.

A more complex situation occurs in the corrosion
of iron. In Figure 22, a potential–pH diagram69 is
given for the Fe–H2O system (at 25 �C) with the
addition of the stability lines for H2O, H2O2, and
O3. The diagram indicates that in many of the con-
ditions commonly observed in dew rain and fog, the
stable phase is either FeOOH or Fe2þ at low pH
values. These low pH values could occur either in
fog or during the evaporation phase of dew or rain.
However although the initial corrosion product may
be Fe2þ, the intermediate corrosion products are
mixed Fe(II) and Fe(III) oxides and the final products
contain only Fe(III).102 The development of these
oxides can in part be attributed to the reactive oxi-
dants, hydrogen peroxide (H2O2), the OH, and the
hydroperoxyl radical (HO2). It will be recalled that
the work of Graedel and Goldberg103 demonstrated

that small but significant concentrations of these oxi-
dants could develop in rain droplets. The free radical
and the peroxide reaction are likely to be103

Fe2þ þ OH: $ Fe3þ þ OH� ½66�
Fe2þ þHO2:þH2O $ Fe3þ þH2O2 þOH� ½67�
and

Fe2þ þH2O2 $ Fe3þ þ OH:þ OH� ½68�
If solutions contain oxidants, the redox potential of
the solutions will be influenced by the reduction/
oxidation of these oxidants which may influence the
stability of oxides and the passivation of metal sur-
faces. For example, according to Pourbaix102 in a
dilute solution of hydrogen peroxide the iron may
be in the domain of the corrosion of iron (formation
of Fe2þ) and the reduction of hydrogen peroxide
(point A on Figure 22 at E¼�0.200 V and pH¼ 5.7),
so that the following reactions could occur:

Fe $ Fe2þ þ 2e� ½69�
H2O2 þ 2Hþ þ 2e� $ 2H2O ½70�

The overall reaction will be

FeþH2O2 þ 2Hþ $ Fe2þ þ 2H2O ½71�
In contrast with a concentrated solution of hydrogen
peroxide, iron would be in a passive domain with
stable oxides (point B on Figure 22) and hydrogen
peroxide is in its domain of double instability. In this
region (below line c and above line d in Figure 22),
hydrogen peroxide may decompose into both water
and oxygen according to the following equations:

H2O2 þ 2Hþ þ 2e� $ 2H2O ½72�
H2O2 $ O2 þHþ þ 2e� ½73�

The overall reaction will be

2H2O2 $ 2H2Oþ O2 ½74�
Thus, the metal surface may facilitate the decomposi-
tion of hydrogen peroxide and the evolution of gaseous
oxygen, but the iron will remain in the passive state.

However, hydrogen peroxide can act to oxidize
sulfite to sulfates as outlined in eqn [19]. This will
decrease the pH and the H2O2 concentration so that
the critical parameter in determining if the peroxide
concentration is such that Fe is in a passive or
active region of the potential–pH space is the relative
concentrations of sulfite and peroxide. Thus, if
[H2O2]> [HSO3

�], H2O2 will not be completely
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depleted and hence may be available to passivate the
metal surface.69

In contrast with the marked changes with the
stability of the Fe phases because of the action of
the oxidants, they have little effect on the equilibrium
condition for the zinc system. On Figure 21, the
potentials for reduction of ozone or hydrogen perox-
ide (at pH values likely to occur in rain water or
aerosols) fall in the stability range for Zn2þ. Hence,
the presence of these oxidants will further promote
the corrosion of zinc.

Although the E–pH diagrams are useful, they
only define the equilibrium conditions for relatively
simple systems. In reality the kinetics of the corro-
sion processes are critical in determining the cor-
rosion rate and the corrosion product while both
rain drops and aerosols are multicomponent systems
involving a wide range of aqueous species (chlorides,
sulfates, carbonates, oxidants) and continuous gas-
eous absorption from the environment. Part of the
dynamic nature of this system comes from the elec-
trochemical processes themselves which can induce

separation of anodic and cathodic areas, differential
pH at these zones and ion migration driven by local
potentials.

2.16.7.2 Influence of Electrochemical
Processes on Moisture Film Stability and
Chemistry

The establishment of separated anodic and cathodic
areas may have significant impact on the distribution
of species within a droplet. Two examples will illus-
trate this effect: the first, secondary spreading on zinc
is a relatively long range effect, while the second, the
development of anodic and cathodic zones associated
with particular intermetallic zones containing alumi-
num 2000 and 7000 series is more local. Neufeld
et al.104 studied the effect of wetting fine NaCl crys-
tals on zinc surfaces. It was found that in high humid-
ities (>75% RH) deposited salt crystals rapidly wet
forming roughly hemispherical moisture droplets.
After a relatively short period, a fine moisture film
spreads out from a central droplet. Scanning Kelvin
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probe studies indicated an electrochemical cell
developed, with the central drop becoming anodic
and the secondary spread region cathodic. High pH
developed in the secondary spread region and
slightly acidic pH values in the central droplet.
Neufeld et al.104 demonstrated that significant ion
migration occurred with cations (particularly Naþ)
migrating into the secondary spread region and
anions into the central anodic zone. Correspondingly,
after the drop had dried out at the completion of the
experiment, quite different corrosion products were
found in the two zones with the main product in the
secondary spread zone being zinc hydroxycarbonate
and the main products in the inner anodic region
being zinc hydroxychloride (simonkolleite) and
sodium zinc hydroxysulfate chloride (gordiate).91

Secondary spreading is significant for a number of
reasons. Primarily, the establishment of a very large
cathodic zone removes any possibility of cathodic lim-
itations for the corrosion process and thusmay increase
the initial corrosion processes.However, the high pH in
the secondary spread area provides ideal conditions for
the absorption of carbon dioxide (via eqns [15]–[17]).
At pH 9 the carbonate ion concentration in solution is
106 times that at a pH of 6. High carbonate concentra-
tions will lead to the precipitation of zinc hydroxy
carbonate. Of course, the absorption of carbon dioxide
will also tend to neutralize the alkaline pH. The devel-
opment of significant coverage of the zinc surface
by zinc-hydroxy carbonate will limit corrosion in
subsequentwetting cycles.Muster et al.105 have demon-
strated that the carbonate blocked chloride penetration
to anodic sites on the metal surface to a much greater
extent than zinc hydroxycarbonate.

Such secondary spreading has also been observed in
steel106 and copper.107 However, the phenomenon was
not observed on aluminum when exposed to the iden-
tical condition.108 The work on copper also shows
interesting synergies between secondary spreading
and the absorption of gaseous species in an analogous
manner to that observed for zinc. Chen et al.108 wetted
a NaCl crystal on a copper plate in an atmosphere
containing 150 ppb SO2 and two different levels of
CO2 (<5 ppb and ambient 350 ppb). They observed
that a narrow band of secondary spreading occurred
with an alkaline pH occurring in the spread area, with
sulfate and dithonate (S2O6

2�) species observed in the
secondary spread zone, and the corrosion products
nantokike (CuCl) and pantacamite (Cu2(OH)3Cl)
observed in the central droplet region. It is known
that Cu2þ may catalyze the oxidization of S(IV) to
S(VI) in an analogous manner to that of the other

transition metal ions Mn2þ or Fe2þ (refer to eqn [16]).
Thus, the absorption of SO2 and its dissociationvia eqns
[11] and [12] are promoted by the high pH in the
secondary spread zone. Cu2þ catalyzed oxidation of
the sulfitemayoccur byoneof the following reactions76:

2Cu2þ þ SO2�
3 þH2O$ 2Cuþ þ SO2�

4 þ 2Hþ ½75�
or

2Cu2þ þ SO2�
3 $ 2Cuþ þ S2O

2�
6 ½76�

The absorption of SO2 and the formation of sulfate will
lower the pH in the secondary spread area and second-
ary spreading will cease. The separation of the droplet
into cathodic zones and anodic zones in the central area
will lead to a higher level of [Hþ] in the anodic zone
which will encourage copper dissolution and the pre-
cipitation of nanotokite and pantacamite (rather than
NaCl).108

Thus, secondary spreading can lead to significant
variation in pH and species concentration (both by
variations in gaseous absorption and by migration),
and so it can lead to the formation of different oxides
with the consequence of further corrosion.

Dynamic interactions also occur involving solu-
tion chemistry, local pH, corrosion product for-
mation, and electrochemistry at a finer scale. The
trenching observed around cathodic intermetallics
in aluminum AA2xxx and AA7xxx series alloys can
illustrate these effects (this chapter will not attempt
to cover the interesting and involved interactions
of intermetallics and electrochemistry of these alloys
will be discussed elsewhere109). To achieve the
required strength, the formation of intermetallics is
required in these structural aluminum grades. Some
of these intermetallics – notably the Al–Cu–Fe–
Mn group,110,111 including (Al6(CuFeMn), Al2Cu,
Al7Cu2Fe, and Al20Cu2(FeMn)3) – have a very strong
ability to sustain a cathodic current. Birbilis and
Bucheit110 found that at the corrosion potential of
AA7075-T651 in NaCl (i.e., �965mVsce) Al7Cu2Fe
and Al2Cu could support cathodic currents in excess
of 310 and 470 mA cm�2, respectively while Schnei-
der et al.111 showed the cathodic current on Al20Cu2
(FeMn)3 to be ten times greater than that measured
on AA2024-T3 alloy surfaces. The high cathodic cur-
rent sustained by these intermetallics can lead to
localized pitting corrosion and to trenching around
Al–CuFe–Mn phases.112–116 The exact mechanism
of trenching is still subject to debate with some
researchers112 suggesting that it may be interpreted
as galvanic corrosion between the particle and the
matrix, and others113,114 indicating that it is a form of
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etching under the high pH conditions occurring at
the cathodic intermetallics. In fact Park et al.113 have
found pH values �9.5 at around these particles.
Under these high pH conditions, it is suggested114

that the aluminum matrix undergoes cathodic corro-
sion, together with dissolution of the oxide film pro-
ducing aluminate ions and hydrogen gas according to
the equation

Alþ 3H2Oþ OH� ! AlðOHÞ�4 þ3=2H2 ½77�
The rate of eqn [77] is highly pH dependent. In fact,
Park et al.113 and Vukmirovic et al.115 have found that
increased buffering of the solution decreases the rate
of pitting around the intermetallic particles which
they attribute to the inability to sustain high localized
pH values in a buffered solution. As highlighted
previously in atmospheric conditions, highly buff-
ered solutions can arise from various acid/salt cou-
ples such as the bisulfite/sulfite reactions (eqn [12]).
The formation of colloidal alumina gels have been
observed113,116 between anodic and cathodic regions
on the surface and these may help maintain both
potential and pH differences between these regions.
In fact Ilevbare et al.116 have reported that as high pH
develops at cathodic sites and low pH at anodic sites,
increased galvanic potential differences are created.116

Thus, under atmospheric conditions, an interplay
between local electrochemical activity and local pH
may arise, with corrosion product or gel formation
controlled by the general chemistry of the droplet
solution.

2.16.7.2.1 Oxide precipitation and stability

The fact that a surface is corroding implies that there
is metal ion formation, as well as diffusion or migra-
tion through the oxide layer, and in many cases, these
processes are highly influenced by oxide stability,
dissolution, and growth. Oxide stability in its turn is
affected by the local pH and ion concentration, which
as discussed above, are influenced not only by the
original pH of the deposited moisture and subsequent
aqueous reaction but also by the establishment of
local anodes and cathodes. These interactions will
be discussed in relation to the aluminum and zinc
systems.

The typical form of an oxide film on aluminum
exposed to water or water vapor consists of a thin
layer of g-Al2O3 covered with a thin layer of
boehmite (g-AlOOH) which in turn is covered
with bayerite (Al(OH)3 which can be written as
Al2O3.3H2O.

117 The stability data of boehmite and
bayerite, along with that of CuO and hydrated copper

oxide (Cu(OH)2) are presented in Figure 22 from
the data of Pourbaix.102 It is evident that very low pH
values are required for aluminum oxides to show
significant solubility (less than 2.4 for boehmite). In
fact only in acidic fogs and very acidic aerosols (for
example, referring to Figure 1, the aerosols in the
NH3–SO4 system, where the ammonia/sulfur diox-
ide ratio is less than 0.5 so that H2SO4 is the dominant
and NH4HSO4 the secondary species) will boehmite
dissolve directly. However, these low pH values may
occur in the evaporation phase of rain drops or con-
densate (i.e., dew) or if localized pH changes occur in
association with pitting corrosion or oxygen differ-
entials. However, at a pH of 4 some dissolution of the
oxide may occur, particularly in association with
defects or cracks in the oxide film. Thus when acid
fogs, acidified rain, or acid aerosols (either industrial
or marine – but affected by absorption of acids) fall
on an aluminum surface some dissolution of the
oxide layer is expected, with the electrolyte solution
and the underlying metal substrate being in contact
through cracks and pores in the surface. Aluminum
ions may diffuse through the pores and in sulfate rich
environments may form amorphous aluminum sul-
fate hydrate – Alx(SO4)y(H2O)2, which will gradually
transform into aluminate, Al2(SO4) (OH)4 7(H2O)2.
The pitting may commence beneath defects in the
oxide and the progression of the pitting (and further
dissolution of the oxide) may be supported by the
autocatalytic nature of the pitting process, when
anodic regions occur at the bottom of the pit and
because of the strong oxygen differential between the
bottom and the top or exterior of the pit, cathodic
zones also occur in these regions. The formation of
gel structures by aluminum sulfate hydrate or other
amorphous materials will tend to occur at the mouth
of the pit (where the pH is higher) stabilizing the pH
and oxygen differentials. In the chloride rich solu-
tions generated by marine aerosols, chloride ions may
complex with Al3þ ions at anodic sites and, thereby,
prevent the formation of aluminum hydroxides. Fur-
ther, aluminum hydroxide chlorides may form either
by chlorination of the surface Al(OH)3 or in solution.
Further reactions with chloride ions can lead to the
formation of Cadwaladerite AlCl(OH)2.4H2O and
then aluminum chloride AlCl3.

AlðOHÞ3 þ Cl� $ AlðOHÞ2Clþ OH� ½78�
AlðOHÞ2Clþ Cl� $ AlðOHÞCl2 þ OH� ½79�

AlðOHÞCl2 þ Cl� $ AlCl3 þ OH� ½80�
Clearly, this reaction is favored in acidic and chloride
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rich environments. The dissolution of the boehmite
layer will then permit further access of the solution to
the substrate and thus enhanced corrosion.

The situation above is very similar for structural
alloys with a large range of intermetallics. First, the
oxide layers above the intermetallics tend to be thin-
ner with more defects, so that the electrolyte can
more easily move through to the substrate. Second,
as discussed in a previous section, certain interme-
tallics may establish large cathodic currents which
can reinforce a strong pH difference between the
cathodic intermetallic and the anodic matrix, increas-
ing the corrosion rate and promoting more aggres-
sive pitting in the matrix. These potential and pH
differences can be supported by the formation of gels
as highlighted above.

A second aspect is illustrated by the role of Cu in
the corrosion of aluminum alloys. Copper is a more
noble metal than aluminum and, therefore, during
the corrosion processes will accumulate at the metal
oxide boundary; it then migrates through the oxide to
the surface where it may form clusters and act as
cathodic sites. Copper that has entered into solution
or any original copper in solution may be subse-
quently reduced back to copper metal on cathodic
copper containing intermetallics. In the presence of
Cl� ions the formation of CuClþ will lower the
energy barrier for the deposition of copper onto
aluminum that leads to secondary pitting. Thus, cop-
per plating and secondary pitting may be promoted
in solutions with moderate pH and high chloride
content such as acidified marine aerosols, Figure 23.

In the zinc systems, it is meaningful to discuss
corrosion that occurs as a result of secondary spread-
ing and that occurs when conditions are not suit-
able for secondary spreading. If secondary spreading
occurs, there is a wide separation of anodic and
cathodic zones. In the cathodic regions, alkaline
pH values develop and zinc hydroxycarbonate is
observed to form both in the laboratory conditions
and in the field. Figure 24 from Graedel118 gives the
zinc carbonate stability diagram with the regime for
marine aerosol added. It is evident that under typical
conditions of rain, dew, or marine aerosol, zinc car-
bonate would not be expected to form. Therefore,
the high pH and carbonate levels (up to 103–104 mM)
in secondary spreading zones favor the formation
of the carbonate whereas it would not form in a
‘stable’ drop.

In the central anodic zone of the droplet, slightly
acidic pH values develop and common corrosion
products are gordiate, zinc hydroxy chloride, and

zinc hydroxy sulfate. Stability diagrams from Graedel
indicated that both the hydroxy sulfate and hydroxy
chloride have relatively limited stability regions that
require sulfate and chloride concentrations in excess
of 102 and 103 meq l�1 respectively and zinc ion levels
greater than 0.1M; both these are centered around a
pH of 6.2. However, as the anion concentration
increases, the pH stability range also increases so
that at concentrations of 105 meq l�1 the hydroxy
anions are stable from a pH of just below 6 to nearly 8.
On metal surfaces exposed to a marine environment,
the concentration of chloride and sulfate in deposited
aerosols will range from 0.55 to 5.4M, that is, from
the concentration in seawater (in a freshly formed
aerosol that has not yet equilibrated to the atmo-
spheric conditions) to that at saturation point, when
the RH is just above the deliquescent RH of the
constituents of seawater. Thus, in the solutions
formed by the deposition of wetted aerosols, although
there will be sufficient chloride to promote the for-
mation of zinc hydroxide chloride, there will not
initially be sufficient zinc ions in solution. This may
allow the formation of mixed cation OH anions
and in fact Cole et al.91 have observed the formation
of gordiate after short periods of exposure. Thus,
within the central zone of an aerosol droplet, subject
to secondary spreading, gordiate and zinc hydroxy-
chloride will form. As the droplet evaporates, the
concentration of both anions and actions will increase
allowing the formation of a wider range of salts
such as zinc hydroxysulfate. In droplets that do not
undergo secondary spreading similar processes will
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occur in the central droplet; however, Cole et al.91

found no evidence of the formation of zinc hydroxy-
carbonates. Traditional theories to explain how zinc
hydroxycarbonate may form in marine chloride rich
environments have suggested that zinc hydroxychlor-
ide may transform to the hydroxycarbonate with time;
however, because of the high pH and carbonate con-
centration that occur in secondary spreading, the zinc
hydroxycarbonate phase may form directly.

However, the zinc OH anions and particularly the
hydroxychlorides are not stable under the common
pH and chloride concentrations that occur in dew,
rain, or fog (see Figure 24). Thus, it is quite possible
that zinc hydroxychloride may dissolve under these
types of moisture. In Figure 25, the concentrations of
chloride and zinc ions that occur when zinc hydroxy-
chloride powder (mass of 1.78 g) is placed in 1 l of a
dilute solution of nitric acid with a pH of 4.5 and 6.5
are presented. It is evident that over a period of
500–1500min (or�8–24 h) significant chloride levels
will build up in solution. Work by Cole et al.119 indi-
cated that moisture layers or droplets might exist on
corroded surfaces for equivalent periods (dew may
form early in the evening and last until after sunrise;
likewise rain that falls in the late evening may not
evaporate until the following sunrise) and, therefore,
significant chloride concentration could build up

from the dissolution of these oxide layers, enhancing
corrosion.

Both these examples indicate that there is a very
strong interaction between the atmospheric conditions,
forms of deposition, and electrochemical and surface
reactions controlling corrosion. This is of course con-
trolled by the pH and chemical composition of the
deposited moisture layers, but it is also influenced
by drop size and residency time of the drop.

2.16.7.2.2 Specific features of the

atmospheric corrosion of steel

While the interactions between the environment and
steel are similar to those discussed for aluminum and
zinc, the atmospheric corrosion of steel has a number
of specific features associated with the following:

� The additional reduction and oxidation pathways
provided by the existence and ready transforma-
tion between Fe(II) and Fe (III) oxides.

� The high porous and often quite thick physical
nature of ‘rust’ on ferrous surfaces.

� The interactions of Fe with sulfur dioxide and its
oxidation products, where Fe2þ may catalyze the
reduction of sulfite to sulfate, while the sulfate ion
may characterize the dissolution of iron.

The standard reactions that occur during the atmo-
spheric corrosion of steel are the anodic partial reac-
tion97 of iron (eqn [69]) and a number of possible
cathodic reactions,120 including oxygen reduction (eqn
[39]) and hydrogen reduction (eqn [35]). Hydrogen
reduction should dominate over oxygen reduction at
pH values less than 4; however, because of the dissolu-
tion of iron oxides the electrolyte on top of iron-based
metals is well buffered121 so that Hþ reduction is negli-
gible.However, a third cathodic reaction is the reduction
of Fe3þ ions within the oxide scale, as first proposed
by Evans122:

8FeOOH þ Fe2þ þ 2e� ! 3Fe3O4 þ 4H2O ½81�
Stratmann123 suggested that this reaction is critical in
controlling and accelerating (relative to the corrosion
rate without the redox reaction) the corrosion rate of
ferrous alloys during wet and dry cycles. During the
wetting of an existing oxide layer, Stratmann observed
a corrosion rate much greater than that would be
expected by oxygen reduction alone and therefore,
proposed that the increased corrosion rate was due
to the reduction of Fe3þ ions. He indeed demon-
strated the phenomenon using in situ spectroscopy
(showing that g-FeOOH had in part transformed to
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an Fe(OH)2 phase).
123 Further, the oxide scale has a

very large area and the formation of Fe2þ states within
the FeOOH lattice will control the potential and can
dramatically increase the rate of electron transfer
reactions, notably oxide reduction, both during the
later stages of wetting and during the drying cycle
(the reduction of Fe3þ to Fe2þ being constrained
to the initial wetting period). During the drying
cycle, the corrosion rate shows a marked peak while
the corrosion potential shifts to more anodic values.
The increased corrosion current is associatedwith the
increased availability of oxygen as the pathway from
the atmosphere to the oxide layer shortens dramati-
cally as the moisture layer thins down, while Strat-
mann proposed that the anodic shift is due to the
precipitation of corrosion products in the concen-
trated thin moisture films, which block anodic metal
dissolution and eventually dramatically slow the cor-
rosion rate. Further, the Fe2þ states within the oxide
are oxidized during the drying cycle, which reduces
the rate of oxygen reduction (reversing the previous
effect), and it is only when the oxide is rewetted and
new Fe2þ states are created that electron transfer is
again enhanced.

Therefore, in atmospheric corrosion it would be
expected that the nature of the climatic cycle and the

nature of oxide layers would have a very pronounced
effect on the corrosion rate. At a gross level, atmo-
spheric sequences with a high number of wet/
dry cycles are likely to promote a higher corrosion
rate than more constant conditions. However, the
duration of wet/dry cycles is also important, as
Stratmann’s work indicates that the extent of Fe3þ

to Fe2þ reduction in the wetting stage will control the
extent of corrosion during the drying stage. Precise
details of the kinetics of this transformation are not
available in the literature; however, it is possible that
during short wet/dry cycles, such as those attributed
to wetting or aerosol/rain deposition and subsequent
drying during the day (referred to as Mode Awetting
in Section 2.16.5.4), a lesser quantity of Fe3þ is
reduced and thus the corrosion rate is decreased
relative to longer wet/dry cycles (overnight and mul-
tiday wetting events, as detailed in Section 2.16.5.4).

The volume and porosity of the oxide layers will
also be critical in controlling the corrosion rate. In
this regard, there are two prime effects. First, as out-
lined in Section 2.16.5.4.3, fine pores will increase
the duration of wetness by reducing the RH level
at which condensation will occur and also lowering
the RH level at which evaporation will occur. Further,
increasing the porosity of the oxide will also increase
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the cathodic surface area that develops during a wet/
dry cycle, thus increasing the corrosion rate. There-
fore, it is probable that processes that increase the
porosity of the rust layer (such as localized dissolu-
tion under acid aerosols) will also increase the overall
corrosion rate. However, again there are no system-
atic studies of this currently reported in the literature.

The last significantly different effect (relative to
aluminum and zinc) is the impact of gaseous SO2 and
sulfate compounds on the corrosion of ferrous metals.
As outlined in Section 2.16.1.3.4, Fe(III) states may
catalyze the oxidation of S(IV) compounds (e.g.,
HSO3

� or SO3
2�) to SO4

2� or other forms of S(VI).
This in turn will promote greater absorption of
SO2 and further acidification of moisture layers.
Within moisture layers containing sulfate compounds,
sulfur is not consumed in the corrosion reactions,
but may act as a catalyst according to the following
reactions124,125:

Feþ SO2 þ O2 $ FeSO4 ½82�
4FeSO4 þ O2 þ 6H2O $ FeOOHþ 4H2SO4 ½83�

4H2SO4 þ 4Feþ O2 $ 4FeSO4 þ 4H2O ½84�

Typically, one SO4
2� ion can catalyze the dissolution of

more than 100 atoms of iron before it is removed by
leaching, spalling of rust, or the formation of basic
sulfate.125 The combined effect of the enhanced
absorption of SO2 and the catalytic role of SO4

2�

ion may be responsible for the very high depend-
ence and rate of ferrous corrosion in industrial
environments.126,127

There is extensive literature on the nature of ferrous
rust products and it is beyond the scope of this review
to detail this. A key point, however, is that as the redox
reaction from Fe(III) to Fe(II) has a pronounced effect
on cyclic corrosion, the development of Fe(III) com-
pounds of greater stability should result in a decrease
in the corrosion rate, while compounds of lower stabil-
ity should result in higher corrosion rates. Partially for
this reason, there has been great interest in the devel-
opment of green rusts (GRs), which were initially
identified by Stampfl.128 A typical carbonate-based
GR129 is Fe4

2þFe2
3þ(OH)12CO3�2H2O. Reffass et al.

130

mapped the sequence of corrosion products that
formed when carbon steel corroded in NaHCO3/
NaCl electrolytes and found that pitting corrosion
induced by anodic polarization of the surface in
NaHCO3 led to the initial precipitation of FeCO3,
and that this FeCO3 was then transformed to a
species identified as a carbonate-based GR, which

later transformed to a-FeOOH. Further, in a study
of the oxidation of Fe(II) compounds formed by
mixing FeCl2�4H2O, NaOH and NaHCO3 in solution,
Reffass et al.130 found that three redox couples devel-
oped: FeCO3/GR(CO3

2�), GR(CO3
2�/a-FeOOH, and

FeCO3/a-FEOOH. If such reaction sequences are
reproduced in atmospheric corrosion, then the above
redox reactions may have a major role in driving the
corrosion rate in an analogousway to that discussed for
the Fe(II)/Fe(III) redox couples.

2.16.8 Conclusion

An understanding of atmospheric corrosion requires a
wide understanding of the transfer of pollutants and
moisture to metal surfaces and the form and residence
time of the pollutants and moisture on the surface.

Despite the enormous range of the species in the
atmosphere, surprisingly few species play an active
role in atmospheric corrosion. For a chemical species
to promote corrosion, it must be transported and
deposited onto the metal surface and it must also be
reactive to the surface. These conditions are some-
what contradictory as species that are reactive will
readily react in the atmosphere and, therefore, will
not be available for surface reactions. Gaseous depo-
sition into surface moisture layers, aerosol deposition,
and rain deposition are the prime processes for pol-
lutant deposition onto surfaces. Deposition of reactive
gases will only be important close to the gas source,
while aerosols will be of higher concentration close to
the source but may also be transported significant
distances from the source. The formation of rain and
absorption of gases or aerosols into rain drops require
a complex process including the formation of an aero-
sol, transformation of the aerosol into CCN, growth of
the CCN to form a cloud droplet, and the falling of
the rain drop and scavenging of gaseous and aerosol
species during the fall. Thus, rain drop chemistry will
reflect the regional level of pollutants rather than just
the local level. Species such as ammonia, sulfates,
chlorides, and (to a lesser extent) nitrates, that are
readily absorbed into forms of atmospheric moisture
such as aerosols or rain drops will be readily trans-
ported and deposited on surfaces. Oxidants such as
ozone or hydrogen peroxide are of critical importance
as they will both facilitate the oxidation of reduced
species (such as sulfites), and thus promote further
absorption, as well as controlling the redox potential
of the deposited solutions. The pH of aqueous phases
in the atmosphere will depend critically on the
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balance between acidic (primarily oxides of sulfur and
nitrogen) and alkali precursors (predominately the
alkali metals and ammonia) and, therefore, can be
very variable. Although relatively acidic aerosols
may develop, rainwater solutions tend to be highly
buffered and, hence, extremes in pH are rare.

Once deposited, pollutants, aerosols, and rainwa-
ter may have a number of effects which are mitigated
by local micro climatic effects. The microclimate of
exposed metal components is in general subject to
strong diurnal cycles which are amplified by radiative
effects (heating during the day and cooling at night
by the emission of radiation of the surface to the night
sky) so that low surface RH may occur during day-
light hours and high RH at night. Many of the salts
deposited in aerosols or rainwater are hygroscopic
and so deliquescence of such salts can lead to a cyclic
pattern of localized wetting and drying. Although rain
can promote the deposition of pollutants and transfer
of acidity to the surface, it may also remove pollu-
tants from the surface. The effectiveness of pollutant
removal is controlled by the rain intensity and the
nature of the surface. Electrochemical and surface
reactions may influence the form and chemistry of
droplets on a surface. Perhaps the most dramatic
example of surface processes inducing droplet insta-
bility is secondary spreading. In secondary spreading,
a fine moisture film spreads out from the centralized
drop, with the central drop forming the anode and
the secondary spread region the cathode of an
extended electrochemical cell. Alkaline pH develops
in the secondary spread region which may promote
particular gaseous absorption reactions. For example,
in secondary spreading on zinc, the absorption of
carbon dioxide and the enrichment of the secondary
spread region in carbonate occur and the subsequent
precipitation of zinc hydroxycarbonate is promoted.
However, pH variations and local electrochemical
cells may occur on a much finer scale. In aluminum
alloys, copper-containing intermetallics may be pre-
ferred sites for cathodic reactions, with high pH in
the vicinity of the intermetallics promoting the disso-
lution of the aluminum matrix. However, the ability of
the solutions to sustain such local variations in pH is
heavily influenced by their buffering capacity (highly
buffered solutions will not support these local varia-
tions) which in turn is determined by the history of
aqueous and gaseous reactions prior to deposition.

The solution chemistry will be controlled by the
precipitation of new oxides and the stability of existing
oxides. There can be sharp ‘cycles’ in ion concentration
and pH of deposited moisture. For example in the zinc

system, the zinc hydroxy anions are stable at near
neutral pH values and appreciable anion concentra-
tions. These conditions can readily occur during the
evaporation of aerosol or rain droplets and, therefore,
precipitation of such zinc OH anions is readily
observed under these conditions. However, when an
aerosol or rain drop is first deposited, it will com-
monly be acidic with relatively low anion concentra-
tions. Under these conditions, some of the existing
surface precipitates are not stable and may dissolve.

Thus, atmospheric corrosion is influenced byawide
range of linked processes, both within the atmosphere
and on the surface. However, as in general these pro-
cesses relate to a relatively narrow band of chemical
species, an adequate knowledge of the dynamics of
atmospheric corrosion can be constructed.
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Abbreviations
ALWC Acclerated low water corrosion

BOD Biological oxygen demand

CCT Critical crevice temperature

CP Cathodic protection

CP Commercial purity (of titanium)

CPT Critical pitting temperature

DO Dissolved oxygen

H Heat treatment term in aluminum alloys (aged

condition)

HE Hydrogen embrittlement

IGC Intergranular corrosion

L Low carbon

Max. Maximum

MCA Multiple crevice assembly

MSF Multistage flash (distillation)

O Heat treatment term in aluminum alloys

(annealed condition)

P Perforation

PH Precipitation hardening

PREN Pitting resistance equivalent number

PTFE Poly tetra fluoro ethylene

RH Heat treatment term in PH stainless steels

SCC Stress corrosion cracking

SCE Saturated calomel electrode

SEM Scanning electron microscope

SRB Sulfate reducing bacteria

T Temper heat treatment term in aluminum alloys

T Temperature

TDS Total dissolved solids

YS Yield strength

1107
www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Symbols
C0 Bulk concentration of oxygen

(moles cm�3 )

d Diameter

D Diffusion constant

Pr Prandtl number

U0 Bulk flow rate (cm s�1)

a Alpha phase

b Beta phase

n Kinematic viscosity

y Velocity

2.18.1 Introduction

This chapter focuses on corrosion and behavior of
important engineering materials in seawater. As
entire textbooks have been devoted to seawater and
marine corrosion, it is clearly not possible to cover
this subject in great detail in this chapter.

It is customary to define marine environments in
terms of ‘zones’ in which materials might be exposed,
viz., atmospheric, splash and spray, tidal, immersion
or submerged, and bottom-mud or sediment. This
chapter addresses corrosion issues primarily pertain-
ing to the immersion, tidal, and splash zones. Corro-
sion in marine atmospheres and bottom-mud is
covered elsewhere in this book.

Materials are subjected to seawater conditions in
numerous applications, for example, ships, pleasure
boats, submarines, offshore platforms, subsea pipelines
and telecommunications cables, wharfs, seawater-
cooled power and chemical plants, desalination plants,
fishing gear, and so on. Seawater is a critical resource
for food (primarily fish), table salt, and conversion to
freshwater (desalination). It is also the primary source
for extraction of magnesium and subsequent produc-
tion of its alloys.

As in so many other environments there is a multi-
tude of factors, which can affect corrosion of materials
in seawater. Many of these factors are interrelated,
resulting in complicated behavior of materials in spe-
cific applications. The important influencing fac-
tors are reviewed first, followed by an analysis of
the corrosion mechanisms and the behavior of com-
mon engineering materials in seawater. Finally, test
methods in seawater environments are discussed
briefly.

2.18.2 Environment Characteristics

Seawater covers �70% of the earth’s surface. It is a
highly complex medium that contains almost every
element in the periodic table and a multifarious
plethora of living organisms. Hence, it is sometimes
described as a ‘living’ medium and considered to be
the most corrosive of the natural environments.

2.18.2.1 Seawater Constituents

Conventional wisdom is that the corrosivity of sea-
water is because of its salt (primarily NaCl) content.
However, as discussed later in this section, it is not
the salt per se, but other constituents – especially the
dissolved oxygen (DO) and pollutants such as sulfides
that often play critical roles. The total salt content is
typically expressed in terms of salinity and/or chlo-
rinity. Salinity is the total solid matter (grams) in one
kilogram of seawater (after all the organic matter has
been oxidized, carbonate converted to oxide, and
bromine and iodine replaced by chlorine). From an
analytical viewpoint, it is easier to determine the
chlorine content, which is expressed as chlorinity –
the total amount of chlorine (grams), plus equivalent
chlorine assumed to replace bromine and iodine, in
1 kg of seawater. Salinity is related to chlorinity by
the following empirical expression:

Salinity ¼ ð1:80655 � CholorinityÞ þ 0:03

Salinity and chlorinity are usually expressed as grams
per kilogram or parts per thousand (g kg�1, ppt or
%). Multiplying by 1000 converts g kg�1 or ppt to
parts per million (ppm). Salinity can also be consid-
ered as total dissolved solids (TDS), stated as mg l�1

(ppm). The properties of seawater can vary consider-
ably by geographical location, seasons, and water
depth. Table 1 shows a comparison of the relative
approximate salinities of a number of seas and oceans
in the world. River outflows, evaporation, rainfall,
melting ice, wind, and wave action – all can exert a
strong influence on salinity. Littoral waters are often
rendered brackish (i.e., less salty) due to significant
river outflow and may contain considerable sedi-
ments and pollutants.

The ‘average’ salinity of open ocean waters (i.e.,
well away from land) is in the range �32–36 ppt, and
the corresponding average chlorinity in the
�18–20 ppt range. The salinity of the landlocked
Dead Sea is an order of magnitude higher. Table 2
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shows the ‘average’ concentrations of ionic consti-
tuents in open seawater of 35% salinity. From a
corrosion viewpoint, all the ocean waters can be
considered as sufficiently corrosive toward carbon
steel, typically the most commonly used construc-
tional material, such that corrosion control in some
form or another is essential for extended structure
and component life and functionality in most cases.

In terms of salt content, the ‘average’ seawater
composition corresponds to �3.5% NaCl solution.
Thus, many researchers who do not have easy access
to natural seawater often use this composition as a
synthetic substitute. Others use artificial seawater
solutions2 that attempt to more closely mimic real
seawater, at least in terms of dissolved salts. The
chloride (Cl�) ion is considered to be themost aggres-
sive specie in seawater, particularly for localized
corrosion. Sulfate (SO4

2�) ions play an important

role in the activity of sulfate-reducing bacteria
(SRB) which proliferate under anaerobic conditions,
and can cause serious corrosion problems for certain
materials and applications as discussed later in this
section.

Calcium (Ca2þ) and bicarbonate (HCO3
�) ions

in seawater contribute toward calcium carbonate
(CaCO3) scale formation, which is especially enhanced
on heat transfer surfaces because of the inverse solu-
bility of CaCO3 with temperature. Such scales can
impede transport of DO to the metal surface, and
hence, reduce general corrosion of active metals and
the effects of seawater velocity so long as the scale is
not dislodged. However, the scale reduces heat
transfer, and can significantly increase the probability
of localized (under-deposit) corrosion attack, particu-
larly on materials with passive films that are susceptible
to such conditions (e.g., 300-series stainless steels, alu-
minum alloys, nickel–copper alloys, etc.) in aerated
seawater. Of course, Ca2þ and HCO3

� are also critical
species in the formation of undersea corals and pro-
tective shells by numerous marine organisms such as
clams, oysters, barnacles, crabs, lobsters, star fish, urch-
ins, and so on.

Organic matter necessary for biological processes
contains carbon, oxygen, hydrogen, nitrogen, and phos-
phorus. Carbon, oxygen, and hydrogen (e.g., as poly-
saccharides and lipids) are available in abundance, but
usable nitrogen and phosphorus compounds (primarily
nitrates and phosphates) are generally limiting nutri-
ents. Themain sources of these latter nutrients include,
river runoff into the sea, decaying organic matter, and
upward water flow from deeper ocean areas. In littoral
waters, these nutrients can reach very high concen-
trations where water runoff from land (e.g., in rivers)
discharges large amounts of sewage and fertilizers from
anthropogenic sources. Nutrient-rich waters encour-
age excessive plant growth, which depletes oxygen and
kills animal life – a process known as eutrophication.
An example of this is ‘red tides,’ which are associated
with phytoplankton (algae) blooms.

Industrial waste from anthropogenic sources
that is discharged into any body of water is techni-
cally a source of pollutants, which can consist of, for
example, heavy metals and inorganic and organic
compounds. The introduction of high levels of pollu-
tants can alter the corrosivity of seawater toward
certain materials, for example, copper-ion effects on
aluminum alloys, sulfides and ammonia on copper
alloys, sulfur compounds on steels, and so forth.

Table 1 Salinity of various ocean waters expressed as
approximate total dissolved solids (mg l�1 or ppm)

Seawater Approximate TDS (ppm)

Arabian Gulf 47 000

Red Sea 43000

Mediterranean Sea 41000

Atlantic Ocean 36000
Indian Ocean 35000

Pacific Ocean 34000

North Sea 33000

Bering Sea 32000
Black Sea 22000

Caspian Sea 13000

Baltic Sea 8000
Dead Sea 322000

Table 2 Major ionic constituents in seawater of 35%
salinity (35 000ppm TDS)1

Ion Concentration (ppm)

Chloride, Cl� 19353
Sodium, Naþ 10760

Sulfate, SO4
2� 2 712

Magnesium, Mg2þ 1 294

Calcium, Ca2þ 413
Potassium, Kþ 387

Bicarbonate, HCO3
� 142

Bromide, Br� 67
Strontium, Sr2þ 8

Borate, B4O7
2� 4

Fluoride, F� 1
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2.18.2.2 Dissolved Gases

DO represents the most important species that
controls the corrosion behavior of many materials
in seawater, even more so than chloride. DO con-
centration is reported either as ml l�1 or mg l�1

(ml l�1� 1.429¼mg l�1). The primary factors that
control DO content of seawater include temperature,
salinity, biological activity, and mixing (flow). The
inverse solubility of dissolved oxygen versus temper-
ature and dissolved oxygen versus salinity is depicted
in Figures 1 and 2, respectively. The DO concentra-
tion of the Dead Sea, which has a salinity of�322 ppt,
is apparently �0.1mg l�1.

Oxygen dissolves in seawater either from the at-
mosphere and/or from plant photosynthesis, which is
most prevalent over a depth �100m. Thus, surface
waters at normal atmospheric pressures tend to be
saturated or supersaturated in oxygen, including the
thin liquid environment in the splash zone. However,

quiescent flow conditions that favor algal growth
and proliferation of decaying matter can reduce DO
content markedly because of biological oxygen
demand (BOD).

The principle reaction in seawater that controls
corrosion is oxygen reduction. For any given DO
concentration, the corrosion process is often strongly
influenced by seawater velocity. This is discussed
under corrosion mechanisms later in this chapter.
The role of carbon dioxide is discussed in the follow-
ing section. Other gases such as hydrogen sulfide and
ammonia can be generated by bacteria from decaying
matter and can influence corrosion of certain materi-
als as discussed later.

2.18.2.3 Seawater pH

Clean surface seawater is typically slightly alkaline.
This is related to the carbon dioxide (CO2) equilibrium
with the atmosphere. Seawater contains bicarbonate
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Figure 1 Dissolved oxygen (DO) versus temperature in natural seawater of 35% salinity at 1 atm pressure.
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(HCO3
�) ions, carbonate (CO3

2�) ions, undissociated
carbonic acid (H2CO3), and dissolved CO2. The pH is
influenced by temperature, CO2 partial pressure (which
affects carbonate in solution), photosynthesis, and to a
lesser extent by boric acid. These factors interact to
maintain the pH in a surprisingly alkaline range (8.1–
8.3), and hence, seawater is said to be highly buffered.
Hydrogen sulfide, for example, from sulfate-reducing
bacterial (SRB) activity, can lower the pH considerably
and affect the performance of certain materials.

2.18.2.4 Calcareous Deposits

Calcium, bicarbonate, and magnesium in seawater
are important constituents that can result in the
formation of calcareous deposits on metal surfaces.
Calcareous deposits form on cathodic surfaces and
can slow down the corrosion process by inhibiting
diffusion of DO and, consequently, its reduction at
the metal surface. Calcareous deposit formation is
particularly important when large, bare structures
(e.g., steel offshore platforms) are cathodically pro-
tected in seawater. Without calacareous deposits, cur-
rent demand for cathodic protection would remain at
a high level, consequently, sacrificial anode life would
be considerably reduced and the structure may not
polarize to adequate protection levels. Calcareous
deposit morphology and thickness are affected by
current density at the cathode, seawater composition,
temperature, and velocity.

2.18.2.5 Temperature

Seawater temperature is also influenced bymanygeo-
graphical factors. Temperature generally decreases
with depth. It also varies seasonally at the surface,
ranging from�35 �C at the equator to��2 �C at the
poles. Increasing temperature lowers solubility of
dissolved gases and scale-forming calcium com-
pounds such as calcium carbonate, but generally
increases biofouling. All these factors can have a
complex effect on corrosion behavior as discussed
later in this chapter.

2.18.2.6 Effect of Depth

Figures 3 and 4 illustrate how various parameters can
vary with depth2 and geographic location.3 Generally,
DO, temperature, and pH decrease steeply with depth
over the first several hundred meters while salinity
increases. Hydrostatic pressure increases with depth

while light penetration decreases. It has been postu-
lated that the increase in DO at several 1000m in the
Atlantic Ocean is due to the flow of cold seawater
through the ‘funnel’ in the north; but in the Pacific
Ocean, this effect is prevented because of a minor flow
through the Bering Strait.4 It is important to recognize
that the data shown in Figures 3 and 4, for example,
are very site specific. Thus, quite wide variations in
parameters can occur from one location to another,
which can only be determined from actual measure-
ments. Consequently, these variations can influence
corrosion behavior of certain materials.

2.18.2.7 Fouling, Macro- and
Microorganisms

Fouling constitutes the attachment of macro- and
microorganisms, most prevalent on stationary surfaces.
Biofilms apparently start forming on all metallic and
nonmetallic surfaces within hours of exposure to sea-
water.5 Biofilmswhich are associatedwith organic mat-
ter and molecules (exopolymers) in seawater are
colonized by various bacterial microorganisms. As the
films become established, heavier slime formation is
followed by attachment of macro species,6 for example,
barnacles, oysters, clams, sea squirts, and vegetable
species such as seaweed, bryozoa, hydroids, and
codium. The macrofouling species predominate in
the tidal zone and can slow down diffusion of dissolved
gases, and hence overall corrosion of certain materials.
However, shielding of the surface can lead to local
anaerobic conditions, anaerobic bacterial activity, and
subsequently, localized attack. Some materials (e.g.,
copper-rich alloys) are more resistant but not entirely
immune to macro fouling compared with other mate-
rials that foul copiously (e.g., carbon steel, stainless
steel, titanium, and even nonmetallics).

2.18.2.8 Effect of Velocity

Velocity can influence corrosion behavior in seawater
in multiple ways. If the velocity is too low (quiescent
conditions), solids may settle out, subsequently lead-
ing to under-deposit attack (e.g., on susceptible grades
of stainless steel such as Type 410, 430, 304, 316, etc.).
At intermediate velocities, such deposits may be sus-
pended in the flow (once deposits have formed,
much higher flow rates may be necessary for their
removal than preventing settlement in the first
place). As velocity continues to increase, biofilm and
calcareous deposit formation diminishes. However,

Marine Corrosion 1111

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



increased wall shear stress, turbulence, and impinge-
ment create conditions conducive for the removal of
protective films on solid surfaces – thus, increasing
the risk of erosion–corrosion of susceptible materials
(e.g., carbon steel, copper-base alloys, aluminum-base
alloys). At extreme velocities, even otherwise highly
corrosion-resistant materials become increasingly sus-
ceptible to cavitation damage. Generally, for active

materials, increasing the velocity increases corrosion
rate as more DO is transported to the metal surface.
For passivematerials, the enhanceddiffusion of DOdue
to higher velocities is usually beneficial as long as the
attack (e.g., crevice corrosion) has not been already
initiated. Macroorganisms, calcareous deposits, and
coatings generally reduce velocity effects, partly by
slowing diffusion of oxygen to the metal surface.
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Figure 3 Variations in DO, temperature, pH, and salinity at a specific Pacific Ocean corrosion test site. Reproduced from

Dexter, S.C.; Culberson, C. Meter. Perform. 1980, 19(9), 23.
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However, at higher velocities these protective mechan-
isms may be negated as discussed earlier.

2.18.2.9 Seawater Resistivity

Seawater typically has low electrolytic resistivity
(resistivity is reciprocal of conductivity) due to its
significant dissolved salt content. Low resistivity gen-
erally corresponds to greater local cell action, larger
anode–cathode interaction distances, and conse-
quently, higher corrosion rates (particularly for active
materials such as carbon steel), higher galvanic cor-
rosion rates, and higher current output from cathodic
protection anodes. Table 3 shows that resistivity
decreases with increasing salinity and temperature;
the resistivity values shown in Table 3 were con-
verted from the conductivity data.7 Thus, higher
resistivities can be expected for seawater affected by
fresh water outflows, for example, in coastal areas and
for colder waters.

2.18.3 Corrosion and Protection
Mechanisms

From a corrosion standpoint, chloride ions are con-
sidered to be the most aggressive constituent in sea-
water. The precise role of chloride in the corrosion

process is still not fully understood. For instance,
chloride contributes to increased electrolytic con-
ductivity by ion transport. Higher conductivity
means that current between anodic and cathodic
areas can flow over larger distances, for example, in
galvanic couples; the magnitude of local cell currents
can also be higher. Thus, the overall effect is typically
higher general and/or localized corrosion rates. Cor-
rosion attack at anodic areas is supported by reduc-
tion reaction(s) at cathodic sites – typically oxygen
reduction in aerated seawater.

Corrosion products can provide some degree of
protection if they impede oxygen diffusion to
cathodic sites. Reduction in general corrosion rate
of steel in seawater due to formation of corrosion
products and macrofouling is illustrated in Figure 5.

Oxygen reduction is obviously a critical reaction
for metallic corrosion in seawater. Deoxygenation of
seawater is a recognized method of corrosion control
for carbon steel, for example, in multistage flash dis-
tillation plants and water injection in offshore oil/gas
production during secondary recovery. Thus, chlo-
ride ions are rendered relatively harmless in the com-
plete absence of oxygen. Typical polarization curves
for steel in aerated and deoxygenated seawater are
shown in Figure 6. It is apparent that although the
corrosion potential is nearly 400mV more ‘active’ in
the absence of oxygen, the corrosion rate is signifi-
cantly lower when compared with aerated seawater.

Differences in oxygen levels between local areas
produce potential differences that give rise to concen-
tration cells – commonly referred to as differential
oxygenation or differential aeration cells. The low
oxygen or anoxic (oxygen-free) area becomes anodic
because of its more active (electronegative) potential;
conversely, the area of higher oxygen becomes
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Figure 4 DO-depth profiles at two specific open
ocean test sites. Reproduced from Compton, K.G.,

Corrosion 1970, 26, 448.

Table 3 Resistivity (O cm) as function of salinity and

temperature

Salinity
(%)

0�C 5 �C 15 �C 20 �C 25 �C 30 �C

10 107.1 92.5 80.9 71.6 64 57.7

20 57.3 49.6 43.5 38.5 34.5 31.1

30 39.6 34.4 30.2 26.8 24 21.6

31 38.5 33.4 29.3 26 23.3 21
32 37.4 32.4 28.5 25.3 22.6 20.4

33 36.3 31.5 27.7 24.6 22 19.9

34 35.3 30.7 27 23.9 21.4 19.4

35 34.4 29.9 26.3 23.3 20.9 18.9

Source: Whitfield, M., Jagner, D., Eds. Marine Electrochemistry,
A Practical Introduction; Wiley, 1981; p 513.
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cathodic because of its less active (more electroposi-
tive) potential. This is usually demonstrated in the
laboratory by setting up a partitioned cell in which
one-half is aerated and the other half is deaeratedwith
a steel electrode immersed in each half. Themeasured
open-circuit potentials and couple current flow direc-
tion indicates the afore-mentioned anode/cathode
relationship. However, as noted by Tomashov,8 actual
corrosion rate of the steel electrode in the aerated half
of the cell is greater in chloride solutions, despite being
the cathode in the differential-aeration macrocell, than
in the deaerated half. This apparent contradiction is
due to enhanced microcell action in solutions contain-
ing chloride that prevents anodic passivation of the
steel. Lower corrosion rates of steel piles in the mud

zone (low oxygen environment) relative to the
submerged zone above it (aerated environment) were
cited as a practical manifestation of this apparently
anomalous behavior. In other words, in seawater,
chloride ions and associated high conductivity gener-
ates microcell activity that overrides the differential-
aeration macrocell. In environments where steel
can ‘passivate,’ for example, chloride-free waters or
soils, the classical differential-aeration mechanism
is operative.

In anaerobic seawater environments, the oxygen
reduction reaction is negated. However, high corro-
sion rates observed under anoxic conditions have
been attributed to microbiological activity, in partic-
ular, sulfate-reducing bacteria (SRB, e.g., Desulfovibrio
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desulfuricans). These bacteria reduce sulfate to sulfide
under favorable conditions.9–11

While SRB can influence corrosion in anaerobic
environments, propagation of corrosion attack is gener-
ally most prevalent under conditions of alternate expo-
sure to anaerobic and aerobic environments. In
principle, an impervious sulfide film covering the entire
metal surface may be protective. However, in practice,
such films are rarely impervious and/or continuous.
Thus, corrosion at small exposed areas of the substrate
is accelerated as the sulfide film serves as a large
cathodic surface. The adverse effect of sulfide on corro-
sion of copper heat exchanger alloys is well known and
discussed later in this chapter. Bacteria other than SRB
can also influence corrosion behavior in seawater.

As discussed earlier, calcareous deposits form on
cathodic surfaces. Although enhanced under cathodic
protection conditions, such deposits can also form at
cathodic areas associated with corroding surfaces.
Hydroxyl ion generation by the oxygen reduction
reaction at the cathodes increases the pH at the
metal surface. The increase in pH alters the equilib-
rium, which can result in precipitation of calcium
carbonate scale.

Ca2þ þHCO�
3 þ OH� ! CaCO3 þH2O

Under cathodic overprotection conditions, formation
of magnesium hydroxide is favored.

Mg2þ þ 2OH� ! MgðOHÞ2
Adherent calcareous deposits slow the diffusion of
oxygen to the metal surface. For immersed surfaces,
this implies polarization of the oxygen reduction
reaction, and hence a decrease in cathodic protection

current demand or a decrease in general corrosion
rate when there is no cathodic protection.

Calcareous deposits play a critical role in cathodic
protection of bare metal structures in seawater. Early
pioneering work by Cox generated several patents,
which described the ‘best’ current density ranges to
produce the most protective calcareous deposits12,13

that were referred to as ‘electrocoating.’ Over the
years, many research efforts have been pursued for
a better understanding and optimization of calcare-
ous deposits.14–24 It has been shown that the deposits
are affected by many variables that include current
density, potential, seawater velocity, temperature, and
chemistry.

For example, Figure 7 shows current densities asso-
ciated with calcareous deposits formed in synthetic
seawater at several potentiostatically-controlled protec-
tion potentials in 50 h. Variation of deposit morphology
with protection potential is illustrated in the SEM
photomicrographs in Figure 8. At �1100mV (SCE),
the deposits consisted predominately of CaCO3 (arago-
nite) and a trace of Mg(OH)2 (brucite). Although the
deposits were thick, they were poorly adherent and not
very protective since the current density did not
decrease significantly. More adherent and protective
deposits, composed primarily of CaCO3 (aragonite),
were formed at �800, �900, and �1000mV (SCE).
At �750mV (SCE), complete cathodic protection was
not attained, and the deposits comprised a mixture of
CaCO3 and iron corrosion products (Fe2O3 and Fe3O4).
Data are not included in Figures 7 and 8 for deposits
formed at�1200mV (SCE); however, the current den-
sity was >104mAm�2, the deposits were thick, gelati-
nous, mainly Mg(OH)2, and nonprotective. In practice,
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many impressed current cathodic protection systems
operate at constant current. As calcareous deposits form
under constant current conditions, the current density
increases at local areas, the potential of the protected
metals shifts in the negative direction, and themorphol-
ogy of the calcareous deposits changes. From a research
viewpoint, it is easier to study the formation of, and
protection afforded by, calcareous deposits under
potentiostatic conditions rather than constant current
conditions. Moreover, cathodic protection from well-
designed sacrificial-anode systems, which are more
common in seawater applications, approximates poten-
tiostatic conditions, that is, anode output decreases as
calcareous deposits are formed. However, Humble14

has shown that the Ca/Mg ratio in calcareous deposits
decreases with increasing current density as illustrated
in Figure 9. Surprisingly, it has been found that Mg2þ

ions in seawater inhibit CaCO3 crystal nucleation and
precipitation.25 However, the greater concentration of
Mg2þ in open seawater compared to Ca2þ assures that
CaCO3 will precipitate as aragonite.

26 In other natural
waters, precipitation of CaCO3 as calcite is favored
because the concentration of Ca2þ is usually much
greater than that of Mg2þ.

Table 4 provides some quantitative and qualita-
tive data on calcareous deposit properties relative to
cathodic protection current densities. The solubility
of CaCO3 decreases with increasing temperature,
while that of Mg(OH)2 increases. Thus, precipitation
of CaCO3 is favored in warm seawater, and that of
Mg(OH)2 in colder seawater. This has been postulated
as one possible explanation of higher current density
requirements for cathode protection of steel structures
in colder seawater. It is apparent that calcareous
deposit formation involves complex phenomena;
thus, ideally, characterization and optimization of

calcareous deposits for specific applications are best
performed locally, in situ.

It is generally accepted that protection for mate-
rials such as aluminum alloys, titanium alloys, stain-
less steels, and nickel alloys is conferred by surface
passive oxide films. In other words, these materials
possess active–passive characteristics. In seawater,
active corrosion is suppressed if the material exhi-
bits passive behavior. The air-formed oxide films are
thin (typically <10 nm). The composition of the
base metal, heat treatment, surface cleaning, surface
finish, and the exposure environment are among
the primary factors that determine the stability of
the passive film. There is some evidence that ad-
sorbed species from the exposure environment, for
example, oxygen, contribute to the properties of the
passive film.28

The most deleterious species toward passive films
in seawater is chloride. Film breakdown and rehealing
is a dynamic process. However, under certain condi-
tions rehealing may not occur after corrosion has
initiated at local areas. This can lead to propagation
of attack and high rates of localized corrosion.
A classical case of this is crevice corrosion of suscepti-
ble stainless steels, for example, under gaskets, under
O-rings, at threaded joints, under silt andmacrofouling
deposits, and so on. Previously, this type of attack was
ascribed to oxygen concentration cells, that is, absence
of oxygen in the crevice and plentiful supply outside
the crevice. However, the modern view is a little more
complex. Crevice corrosion has been modeled mathe-
matically and experimentally in a number of ways.29–33

Deeper and tighter crevices are more susceptible to
both the initiation and propagation of crevice corro-
sion. Metal-to-nonmetal crevices are generally tighter
than metal-to-metal crevices because of the easier
deformation of the nonmetal. However, metal-to-
metal crevices, although less tight, may be equally
susceptible to attack because both metal surfaces can
contributemetal ions for hydrolysis. In dissimilar alloys,
crevice attack on the more susceptible metal occurs
first. As the crevice electrolyte becomes more aggres-
sive by the autocatalytic process, crevice corrosion can
initiate subsequently on the more resistant alloy.34

Electrochemical measurements have been used
to demonstrate potential ennoblement and increased
cathodic kinetics on passive surfaces covered by bio-
films in seawater.35,36 It has also been shown that bio-
films are more prevalent in warm seawater, and hence
decrease crevice corrosion initiation time compared
to cold seawater. Above a threshold temperature

–1100 mV (SCE)

–800 mV (SCE)

–1000 mV (SCE) –900 mV (SCE) 

–750 mV (SCE) 

Figure 8 Morphology of calcareous deposits formed

at various potentials in synthetic seawater in 50 h.
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of �50 �C, crevice corrosion susceptibility in nat-
ural seawater apparently decreases.32 It has been
hypothesized that this behavior is due to reduced
microbial activity in biofilms above such tempera-
tures. This is analogous to reduction in crevice cor-
rosion propensity in seawater treated with biocide,
for example, 2 ppm residual chlorine, which inhibits
biofilms and microbial activity. Crevice corrosion
observed at elevated temperatures where biofilms
are absent and microbial activity diminished must
be explained by other mechanisms. For example,

crevice corrosion of titanium is considered to occur
at temperatures >70 �C.

Empirical data and experience indicate that some
alloys are clearly much more resistant to crevice
corrosion than others under the same crevice geom-
etry and seawater conditions. It has been postulated
that this is due to more stable passive films formed
as a result of certain minimum combinations of alloy-
ing additions, primarily Cr, Mo, and N. Interest-
ingly, it has been shown that hydrolysis of Cr3þ and
Mo3þ produces the lowest pH values for the crevice
electrolyte.37 This appears to be the case when insuf-
ficient Cr and Mo (and possibly other synergistic
elements) are present on the alloy surface to produce
a passive film that prevents hydrolysis, acidification,
and anodic dissolution. It has been suggested that
addition of N to stainless steels can produce ammo-
nium (NH4

þ) ions that raise the pH and effectively
neutralize any acidification due to hydrolysis in
the crevice.38

It is often stated that increasing oxygenation of
seawater (e.g., by increasing flow rate) alleviates crev-
ice corrosion. This is based on the widely held view
that higher flow rates minimize biofilm attachment
and allow easy access of oxygen which is necessary to
maintain passivity. That would be the case if oxygen
was able to reach all areas of the metal (including the
crevice) quickly. In fact, increasing oxygen supply
worsens the situation because the oxygen-reduction
cathodic reaction is enhanced by depolarization on
surfaces outside the crevice, while oxygen diffusion
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Table 4 Calcareous deposits properties relative to

cathodic protection current densities

Initial
current
density
(mAm�2)

Duration
(days)

Calcareous film
formed

Current
density for
continued
protection
(mAm�2)

2000 1 Soft with high Mg

content

20–30

1000 2–3 Fairly hard 20–30

500 5–6 Hard, mainly

calcareous

20–30

200 20–30 Medium thickness,
hard

30–40

100 60–90 Medium thickness,

hard

40

60 180 Light, hard 40–50

Source: Doremus, E. P.; Doremus, G. L. Corrosion 1950, 6(7),
216–224.
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into the crevice and neutralization of the acidic con-
ditions within the crevice, both necessary for repas-
sivation, remain severely restricted by the crevice
geometry. In other words, the trapped acidic electro-
lyte in the crevice and lack of oxygen ingress keeps
the crevice very active, while the area outside the
crevice serves as an efficient cathode. Moreover, the
rate of attack within the crevice can be very severe
since the ratio of the cathode (area outside the crev-
ice) to anode (area inside the crevice) is often quite
large in many components in seawater immersion
applications. This is illustrated by the example in
Figure 10.39

Another poorly appreciated fact is the behavior of
active–passive metals in deaerated solutions. As
stated previously, materials such as stainless steels
depend on the formation and maintenance of a pas-
sive film on the alloy surface exposed to seawater.
A widely held but mistaken view is that deaerated
seawater is detrimental because oxygen is unavailable
to sustain passivity. However, the fact of the matter is
that removal of oxygen from seawater is not normally
deleterious toward such alloys because oxygen reduc-
tion is the primary cathodic reaction that controls the
propagation of pits and/or crevice attack. This has
been demonstrated experimentally. Since the sea-
water pH is near-neutral, the alternative hydrogen-
discharge cathodic reaction is negligible. Thus, even
if oxygen is unavailable to maintain passivity, corrosion
of active–passive alloys in seawater will be impercep-
tible unless some other cathodic reaction is viable.
Even with anaerobic bacteria active under anoxic con-
ditions, corrosion damage occurs predominately when
subsequent exposure to aerated conditions occurs.

2.18.3.1 Galvanic Corrosion

Figure 11 is a depiction of the typical galvanic series
of metals and alloys in seawater that is widely avail-
able to engineers. Unfortunately, the severe limita-
tions of adequately predicting galvanic corrosion
from such a series alone are commonly underesti-
mated. The series basically represents a ranking of
metals and alloys according to their free corrosion
potentials in a given environment (in this case, flow-
ing natural seawater at ambient temperature). For a
given metal or alloy, the ranking can be influenced
by a number of variables, for example, temperature,
flow rate, fouling, chlorination, crevices, oxygen
content, and so forth. The series provides only qual-
itative information on likely galvanic corrosion if
two dissimilar materials in the series are electrically
coupled in the environment. Corrosion of the
anodic material (i.e., one with a relatively more
electronegative corrosion potential) is likely to be
accelerated, and corrosion of the cathodic (i.e., one
with a relatively more electropositive corrosion
potential) material is slowed or stopped. However,
the degree of galvanic interaction cannot be deter-
mined quantitatively from the series alone. If Ohm’s
law applied, then the amount of galvanic attack
would be a function of the potential difference
between the two dissimilar materials and the total
circuit resistance. However, polarization behavior of
the materials and their relative area ratios have been
found to be much more significant than the poten-
tial difference. The example Figure 12 shows that
the potential difference between titanium and steel
in seawater is nearly double that of copper versus
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steel. However, for the same anode/cathode area
ratio, the galvanic current density for the tita-
nium/steel couple (and hence expected corrosion
rate of steel) is nearly nine times lower compared to
the copper/steel couple. This behavior is due to the
polarization of the cathode, for example, oxygen
reduction on titanium is less efficient than on cop-
per. Polarization is influenced by surface films. For
example, biofilms on metal surfaces generally
enhance reduction reactions and hence galvanic
corrosion in certain couples.41 Although chlorina-
tion is used for biofouling control (e.g., to maintain
heat transfer), low levels have also been found to
reduce galvanic corrosion, for example, of copper
alloys coupled to more noble alloys, because reduc-
tion reactions are polarized appreciably.42,43 If

calcareous deposits form on cathodic surfaces, they
hinder oxygen diffusion, and hence can reduce gal-
vanic corrosion effects.

It is generally accepted that galvanic attack on the
anodic member in a dissimilar metal couple intensi-
fies as the cathode/anode area ratio increases. How-
ever, geometry and spatial disposition of the anode
and cathode can also play an important role. For
example, in a retubed seawater heat exchanger, tita-
nium tubes represent a large surface area with respect
to the original copper–nickel tube sheet. This gener-
ally results in high galvanic corrosion rate of the
latter. In a plate-type heat exchanger, the surface
area of the titanium plates is very large compared to
say the adjoining copper–nickel piping. However,
galvanic corrosion of the latter is not usually
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Nickel–chromium alloy 600
Nickel–Aluminum Bronze
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Figure 11 Typical galvanic series of metals and alloys in flowing natural seawater. Solid bars represent active
corrosion potentials for otherwise passive alloys.
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significant because the tortuous pathways between the
titanium plates represent a high electrolytic resistance.

The galvanic series only relates to consideration of
two materials at a time in a galvanic couple. In many
practical applications, multiple metals may be
involved. For example, if aluminum, steel, copper, and
titanium components are all coupled in a system, the
galvanic series only indicates that titanium would be
cathodic and aluminum would be anodic with respect
to each other. The galvanic series would not indicate
whether steel and copper would behave anodically or
cathodically in the overall system. This could only be
determined after measuring themixed potential (when
all the subject metals are electrically coupled).

Another widely misunderstood aspect of galvanic
corrosion is the interaction of graphite with other
metals. Because of its typically most noble position
in the galvanic series, it is often misstated that graph-
ite forms adverse galvanic couples with all metals.
Graphite (and graphite-containingmaterials) can cer-
tainly accelerate corrosion of metals such as copper,
steel, and aluminum, especially for large cathode/
anode area ratios. However, graphite is galvanically
compatible with titanium, most Ni–Cr–Mo alloys,
and many stainless steels. For example, attack obser-
ved on stainless steels in contact with graphite gaskets
is often incorrectly attributed to galvanic corrosion.
However, practical experience indicates that such
attack (and of similar magnitude) is in fact due to
crevice corrosion which occurs even when the graph-
ite is replaced by a nonconductive gasket material.44

2.18.4 Carbon Steels

Carbon steels are widely used in seawater applications
because of their ready availability, extensive range of
mechanical properties, ease of fabrication, and usually
lowest initial cost. However, carbon steels are very
susceptible to corrosion in marine environments, and
hence require some form of corrosion control. As
stated earlier, corrosion rate is affected by a complex
interaction of factors that include DO, temperature,
depth, flow rate, and microbiological activity.

Figure 13 illustrates the typical corrosion profile
of steel piling subjected to various marine zones. The
highest corrosion rate in the splash and spray zone is
attributed to constant wetting that produces a thin
film of seawater through which oxygen diffuses read-
ily. The high corrosion rate, constant wetting condi-
tions, and the mechanical effects of splashing
preclude development of protective corrosion pro-
ducts. Even if coatings are applied prior to installa-
tion, they are virtually impossible to maintain in this
zone. However, successful long-term protection has
been achieved with metallic sheathing46,47 (e.g., using
alloys such as NiCu alloy 400 and 90/10 CuNi).
Nonmetallic wraps have also been used for protec-
tion in the splash zone.48,49

In the tidal zone, the structure is exposed to alter-
nate immersion. The lower general corrosion rates in
this zone are ascribed to oxygen shielding by macro-
fouling. However, localized attack can be aggressive
if SRB activity under anaerobic macrofouling
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Figure 12 Polarization curves for carbon steel (anode) versus copper (cathode) and titanium (cathode), illustrating

galvanic current density depends on polarization behavior rather than galvanic couple potential difference. Adapted from
LaQue, F. L. Marine Corrosion: Causes and Prevention; Wiley, 1975; p 195.
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conditions is high. A particularly severe form of
attack known as ‘accelerated low water corrosion
(ALWC)’ afflicts steel sheet piling in some ports
and harbors at areas just above the lowest astronomi-
cal tide.50–52 The phenomenon is not fully under-
stood presently. However, empirical evidence
suggests a strong influence of microbiological organ-
isms, especially SRB possibly synergized by acid pro-
ducing bacteria; corrosion penetration can exceed
1mmyear�1 on a given steel surface. Apparently, struc-
tures affected by ALWC are usually exposed to tidal
and brackish waters.

As discussed earlier, reduction of DO is the pri-
mary cathodic reaction controlling corrosion of steel
in aerated marine environments. Although oxygen
solubility decreases with increasing temperature,
corrosion of steel immersed in seawater generally
increases with temperature and with flow rate. The
data in Table 5 illustrate the increase in corrosion
rate of steel in warmer seawater during the summer
months despite the lower oxygen content. Figure 14
depicts increase in corrosion rate with flow velocity
in ambient temperature seawater in the absence of
significant corrosion products.53 Adherent corrosion
products can diminish the effect of flow. However,
above a critical wall shear stress, corrosion products
are prevented from forming and existing ones
removed by erosion.

The corrosion rate of steel, based on mass loss,
in quiescent seawater is typically on the order of
�0.13mmyear�1 after several years of exposure.
A 5-year worldwide seawater corrosivity test program

indicated that local conditions can exert a strong influ-
ence on corrosion rate and types of attack.54 In some
cases, pitting rates were much higher than general
corrosion rates, as illustrated by the data in Figure 15.
Complete localized penetration of the 6-mm plate
thickness occurred on some, but not all test panels at
specific exposure locations. This type of accelerated
localized attack resulting in large, round pits has been
attributed previously to sea urchins55 – which appar-
ently ‘scrub’ corrosion products, and thus expose fresh
metal surface to enhanced corrosion rate. Extensive
data analysis and modeling on corrosion of steel in
seawater have been performed by Melchers56; the pri-
mary conclusions were that velocity affects corrosion
in the early stages until marine fouling and corrosion
products develop – thereafter, influence of fouling
thickness is significantly reduced. DO and temperature
rather than depth per se affect corrosion; for a given
exposure period, test specimens first exposed during
autumn and winter exhibited less corrosion than those
first exposed in spring and summer.

Relative loss in metal thickness

Zone 5

Zone 4

Zone 3

Zone 2

Zone 1
Atmospheric
corrosion

Splash zone
above high
tide

Tidal

Continuously
submerged

Subsoil

Mean high tide

Mean low tide

Mud line

Figure 13 Corrosion profile of steel piling exposed to various zones in a natural marine environment for 5 years.

Reproduced from Humble, H. A. Corrosion 1948, 5(9), 23–28.

Table 5 Seasonal variations in corrosion rate of steel in

natural seawater at �0.2ms�1

Period Ave
temp
(�C)

Ave
dissolved
oxygen (ppm)

pH Ave
corrosion
rate
(mmyear�1)

Jan–Mar 10.5 9.2 8.0 100

Apr–Jun 22.4 6.9 8.0 130

Jul–Sep 27.2 6.0 8.0 140
Oct–Dec 14.1 8.2 8.1 110
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It is commonly believed that macrofouling reduces
oxygen transport and, consequently, overall corrosion
rate of steel in seawater. However, data from tests
indicate similar corrosion behavior for carbon steel in
filtered and unfiltered seawater – suggesting that mi-
crofouling may be more important than macrofouling
in controlling corrosion behavior. This appears

contradictory to the view that biofilms enhance the
oxygen reduction reaction, for example, in microbio-
logically influenced corrosion of stainless steels.

In shallow immersion, pitting depths on carbon
steel can be an order of magnitude higher than gen-
eral corrosion rates calculated from mass loss as illu-
strated in Figure 16.57Determination of pitting rates

0

0.2

0.4

0.6

0.8

1

0
Seawater velocity (m s–1)

C
or

ro
si

on
 r

at
e 

(u
m

ye
ar

–1
)

1 2 3 4 5

Figure 14 Corrosion rate of clean carbon steel in ambient temperature flowing natural seawater on 38days.

Reproduced from Oubner, R.; Beech, I. In Corrosion/1999; NACE International: Houston, TX, 1999; Paper No. 99318.

100

200

400

500

600

300

C
or

ro
si

on
 r

at
e 

(m
m

ye
ar

)

0
NJ NC FL TX CA PE HI AU JA IT DE ST BM EN

N
o 

d
at

a

7.0

6.0

5.0

4.0

3.0

2.0

1.0

0
NJ NC FL TX CA PE HI AU JA IT DE ST BM EN

N
o 

d
at

a

* Perforated

M
ax

im
um

 m
et

al
 lo

ss
 (m

m
) Carbon steel

(UNS K01501)

Carbon steel
(UNS K01501)

• • •

Figure 15 Mass loss corrosion rate and maximum depth of pitting attack on carbon steel in seawater at 14 worldwide

test locations. For each location, the bars represent (from the left) 0.5, 1, 3 and 5-year exposures. NJ – New Jersey,

NC – North Carolina, FL – Florida, TX – Texas, CA – California, HI – Hawaii, AU – Australia, JA – Japan, IT – Italy, DE – Denmark,
ST and BM – Sweden, EN – England. Reproduced from Phull, B. S.; Pikul, S. J.; Kain, R. M. ASTM STP 1300; American

Society for Testing and Materials: West Conshohocken, PA, 1997; pp 34–73.

1122 Liquid Corrosion Environments

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



can be an onerous task. A common but mistaken
practice involves measuring the maximum or average
pit depth and calculating a pitting rate. There are a
number of flaws with this approach. First, pitting is
not linear with time, especially for long-term expo-
sures in seawater. Second, the data are usually based
on measuring different pits on different test samples,
that is, specific pits are not monitored as a function of
time owing to the obvious experimental shortcom-
ings of this approach. Pitting is a statistical process;
the number, size, and locations of pits on a given metal
surface can vary over a wide range. Thus, computing
pitting rates from limited data, and assuming linear
growth rate with time is fraught with problems.

Figure 17 shows the general corrosion rate of car-
bon steels exposed for 1 year and DO content as a
function of seawater depth.58 It is apparent that the
corrosion profile closely follows that of the oxygen con-
centration. The following relationship derived from
linear regression analysis59 indicates a greater depen-
dence on oxygen content compared to temperature:

Corrosion rate ðmm year�1Þ ¼
21:3þ 25:4½O2ðml l�1Þ� þ 0:356½T ð�CÞ�

Other data have indicated more complex corrosion
behavior. For example, in unpolluted seawater, corro-
sion rate was dependent on oxygen content, whereas in
polluted seawater, temperature had a greater influ-
ence.60 Polluted seawater typically has the following
characteristics (compared to unpolluted seawater):

lower oxygen content, lower pH, higher sulfide and
sulfate-reducing bacteria concentrations, and higher
ammonia content. Corrosion data suggest that at similar
temperatures, the effect of lower oxygen content in
polluted seawater is offset by the presence of pollu-
tants,60 especially sulfides.

Under immersion conditions, low alloy steels
behave fairly similar to carbon steels. Small amounts
of alloying additions do not evidently alter the corro-
sion rate of steel significantly in seawater. However,
as the alloy content is increased further (e.g.,>5wt%,
especially Cr addition), a reduction in general corro-
sion rate is often replaced by deep, localized pits. It
has been reported that low-alloy steels can cause
galvanic corrosion of plain carbon steels despite a
small difference in their corrosion potentials.61

Higher strength carbon steels are susceptible to
hydrogen embrittlement (HE) in seawater, especially
when polarized to excessively negative potentials. Fac-
tors that affect the susceptibility of steels in seawater to
HE include yield strength (which is influenced by
composition and heat treatment), electrochemical
potential, and pollutants (especially sulfide). In general,
susceptibility increases with increasing yield strength.
High-strength steels are generally considered to be
those with YS >700MPa. Steels with YS <700MPa
are generally considered resistant to hydrogen embrit-
tlement. Since alloying additions affect yield strength,
it is difficult to delineate their influence on HE behav-
ior. However, limited data62 on steels of varying com-
positions but similar yield strengths indicate negligible
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Figure 16 Corrosion of carbon steel in natural seawater. Average penetration calculated from mass loss of six replicate
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effects of S or P (each<0.03%), Si or Cr (each<2.1%),
Mo (<1.2%), and Co (<3%). Detrimental effects
were indicated for C (0.3–0.4%), Mn (0–3%), and
slightly deleterious for Ni (>6%). Tempering or
aging heat-treatments at higher temperatures lower
yield strengths and hence typically increase HE resis-
tance. Ultra high-strength steels (e.g., with YS��1400
MPa) can suffer HE even in distilled water. Elevated
temperatures increase crack growth rates, probably
as anodic dissolution rate increases, following Arrhe-
nius behavior.63

Polarization of high-strength steel to more noble
potentials than the free corrosion potential can mark-
edly increase HE propensity as indicated by signifi-
cantly shorter time to failure. Cathodic polarization
to a narrow potential range (e.g.,�0.8 to�0.9 V SCE)
is generally beneficial since anodic dissolution pro-
cesses are stifled. However, cathodic polarization
to more active potentials (especially more negative
than �1V, SCE) again lowers cracking resistance.
Pollutants, in particular sulfur-containing species,
have been found to increase susceptibility to HE.

Carbon steel has been used extensively in the past
for construction of flash chambers in thermal desali-
nation plants. In principle, the corrosion rate should
be negligible if DO is completely stripped from the
seawater used in the process. However, in practice, it
is very difficult to deoxygenate the seawater fully.
Typically, oxygen concentration is reduced from
ppm to ppb levels. However, increasing temperature
has a far greater effect on corrosion than low oxygen
levels. For example, data from a thermal desalination
pilot-plant test revealed that even at a 100 ppb DO
level and seawater flow-rate of �1.7m s�1, the corro-
sion rate of carbon steel doubled from 0.3mmyear�1

at 81 �C to 0.6mmyear�1 at 120 �C.64 Oldfield and
Todd65 developed the following expression for calcu-
lating corrosion rate:

Corrosion rate ðmmyear�1Þ ¼
ð0:0117� Co � U 0:9

o Þ=Pr 0:75

where Co is bulk concentration of oxygen in moles
cm�3, Uo is bulk flow rate in cm s�1, and Pr is the
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Prandtl number (defined as ratio of kinematic vis-
cosity, n, to diffusion coefficient, D). The predicted
corrosion trends were in good agreement with previ-
ously published field and test data; lower actual cor-
rosion rates in the field were attributed to presence of
corrosion products and scaling.

Millscale on steel surfaces is cathodic to the sub-
strate. While the general corrosion rate of steel, based
on mass loss data, may not appear significantly dif-
ferent, the presence of millscale can produce deep
pitting by galvanic action due to the adverse cathode
(millscale) to anode (exposed steel) area ratio.

2.18.5 Cast Irons

The initial corrosion behavior and corrosion rates
of unalloyed gray and ductile cast irons in seawater
are similar to those of carbon steels. However, in
gray cast irons, as corrosion progresses, dissolution of
the ferrite phase exposes increasing the amounts of the
flake graphite network. This dealloying phenomenon
is known as graphitic corrosion. It is commonly but
incorrectly referred to as graphitization – which is
really a metallurgical term used to describe decom-
position of iron carbide (Fe3C) to iron (Fe) and graph-
ite (C) at elevated temperatures. At low velocities, the
iron corrosion products are often ‘trapped’ by the
flake graphite network. In such cases, visual inspec-
tion can greatly underestimate material degradation
because reduction in section thickness is not apparent.
Ultrasonic inspection and/or destructive examination
are usually necessary to monitor graphitic corrosion
before catastrophic failure occurs.

Graphitic corrosion may advance to a stage where
it can induce galvanic corrosion of other materials
coupled to the cast iron. For example, initially steels
are galvanically compatible with gray cast iron, while
copper alloys are cathodic. However, graphitic corro-
sion of the cast iron can eventually generate or
reverse the galvanic couple where the exposed graph-
ite behaves cathodically to steels and copper alloys
and accelerate their dissolution by galvanic action.66

Graphitic corrosion and its consequences are not a
major problem with ductile irons because the graph-
ite is present as discrete nodules instead of a flake
graphite network.

Addition of �20% Ni to cast iron increases
toughness and shock resistance. However, the austen-
itic microstructure is still susceptible to graphitic
corrosion, if the graphite is present in the flake

form. Depending on alloy composition, small Mg
additions (e.g., �0.1%) during production convert
the flake graphite to nodular form. This significantly
increases the tensile strength, impact resistance, and
graphitic corrosion resistance. Corrosion rates of aus-
tenitic cast irons (commonly referred to by a trade
name, NiResist®) in seawater are often an order or
magnitude lower than gray or ductile irons. The
benefit of increasing Ni content in the cast iron is
particularly notable for erosion–corrosion resistance
in seawater at high velocities as illustrated by the data
in Table 6. Sporadic stress corrosion cracking (SCC)
problems observed in austenitic cast iron seawater
pumps have been attributed to improper stress-relief
heat treatment.67

2.18.6 Stainless Steels

The addition of >11% Cr to Fe generates a Cr- and
Fe-containing passive oxide film on the metal surface.
There is a very marked reduction in general corro-
sion rate in seawater compared to carbon steel or low
alloy steels. However, the stainless steels are highly
susceptible to localized corrosion unless much more
Cr and/or other alloying additions such as Mo, N,
and Ni are also present. Thus, determination of gen-
eral corrosion rates of stainless steels in seawater from
weight loss results can be misleading because most of
the metal dissolution is typically associated with
pitting and crevice corrosion.

There are several hundred commercial grades of
stainless steels, with widely ranging compositions and
properties. Obviously, a large number of grades are
unsuitable for seawater applications. Typically, stain-
less steels are divided into several broad classifications,
viz. martensitic, ferritic, austenitic, superaustenitic,
duplex, superduplex, and precipitation hardening

Table 6 Effect of increasing Ni content in cast irons on

erosion–corrosion behavior in seawater at 8ms-1 at 28 �C
for 60days

Alloy % Ni content Ave corrosion
rate (mmyear�1)

Cast iron – 6.9
2% Ni cast iron 2 6.1

Type 1 Ni-Resist 13.5–17.5 0.74

Type 2 Ni-Resist 18–22 0.79

Type 3 Ni-Resist 28–32 0.53

Source: Shreir, L. L., Ed. Corrosion; Newnes Butterworths, 1979;
Vol. 1, pp 3–106.
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(PH). Even within each classification, there can be a
wide range of compositions.

Martensitic stainless steels are susceptible to
pitting, crevice corrosion, SCC, and hydrogen embrit-
tlement (especially under cathodic protection) in
seawater.

High-Cr ferritic grades, such as Type 29–4C
(29Cr–4Mo), are considered to have much greater
resistance to localized corrosion compared to more
leaner grades such as Type 430 (17Cr). Ferritic
grades are resistant to chloride stress corrosion crack-
ing (Cl� SCC), but susceptible to hydrogen embrit-
tlement, especially when subjected to cathodic
protection, unintentional or otherwise.

Despite their popularity, particularly for marine
atmospheres, many austenitic grades (such as many of
the 300-series) are unsuitable for seawater service;
unfortunately, they are often selected because of their
attractive mechanical and welding properties, that is,
without a complete understanding of their limita-
tions, especially corrosion resistance. They are sus-
ceptible to Cl� SCC; susceptibility trend decreases
with increasing Cr or CrþNi content. They are
resistant to hydrogen embrittlement except in the
severely cold-worked condition. Type 304 is highly
susceptible to pitting corrosion in seawater; Type 316
is more resistant due to the Mo addition but certainly
not immune. The biggest limitation of these grades is
their high propensity to crevice corrosion, for exam-
ple, under gaskets, O-rings, washers, sleeves, macro-
fouling deposits, silt, and so on which are discussed
later. Superaustenitic grades have higher alloy con-
tent (�20% Cr, 25% Ni, and �6% Mo, or more) for
increased resistance to crevice corrosion; their higher
Ni content also enhances resistance to SCC.

In seawater, the localized corrosion resistance of
duplex stainless steels is similar or slightly better
than many austenitic grades. They are slightly mag-
netic and susceptible to hydrogen embrittlement, for
example, under cathodic over-protection conditions,
or in the presence of hydrogen sulfide. Superduplex
stainless steels have higher Cr and nitrogen contents
(e.g., alloy 2705; 27Cr–5Ni–3Mo–0.2N), which im-
prove corrosion resistance notably, but does not make
them immune under all conditions. They are much
more resistant to chloride SCC than austenitic stain-
less steels.

PH stainless steels are susceptible to pitting, crev-
ice corrosion, SCC, and hydrogen embrittlement
(especially under cathodic protection) in seawater.

The highly-oxygenated thin liquid film environ-
ment, and absence of biofouling in the splash zone

represent conditions under which stainless steels
generally perform well at ambient temperatures and
if critical crevices are not present. Leaner composi-
tions may develop superficial rust staining. Stainless
steel sheathing fabricated from 300-series austenitic
stainless steel (e.g., Types 304 and 316) has been
successfully used for long-term splash-zone protec-
tion at ambient temperatures.

The leaner grades of stainless steel are susceptible
to localized attack under biofouling attachments that
usually proliferate in the intertidal zone. Figure 18
shows classical crevice corrosion of Type 304 stain-
less steel under barnacles.

The data in Table 7 show localized corrosion
penetration for several stainless steels after 16 years
exposure in the intertidal and full immersion zones in
Panama.69 There was complete perforation of the
6-mm thick plate material by localized corrosion for
all the grades tested under full immersion conditions.
In the intertidal zone, the martensitic Type 410 mate-
rial was also completely perforated, while the deepest
pits on the other three grades ranged from �1 to
�3mm. Type 304 stainless steel pits in seawater like
Type 302 and Type 321 (Type 321 is an analog of
Type 304L, but stabilized with Ti for averting sensiti-
zation in lieu of lowering the carbon content). Attack
typically initiates under biofouling attachments and at
cut edges where inclusions in the material are exposed
prominently. The acidic environment generated in the
pits by metal-ion hydrolysis often leads to subsurface
attack in the form of tunneling. On stationary struc-
tures, such attack often progresses vertically downward
due to gravity. The addition of 2–3% molybdenum in
Type 316 stainless steel imparts some resistance, but

Figure 18 Crevice corrosion of Type 304 stainless steel

under barnacles in natural seawater.
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not immunity to pitting in seawater compared to Type
304. Sufficiently high flow rates that prevent macro-
fouling attachments would be expected to mitigate pit
initiation. However, even in the absence of macrofoul-
ing, attack can initiate if the inclusion (e.g., MnS)
concentration is high. For example, rampant pitting is
encountered in Type 303 ‘free machining’ stainless
steels because they contain sulfur or selenium alloying
additions, which produce copious electrochemically
active inclusions in the microstructure.

Localized corrosion experienced with Type 304
stainless steel often leads to selection and specifica-
tion of Type 316 stainless steel in many seawater
applications. This is unfortunate despite a wealth of
available information in the published literature. Vir-
tually all 300-series stainless steels are susceptible to
crevice corrosion in seawater. It is not widely appre-
ciated that Type 316 stainless steel is just as suscepti-
ble to this form of localized corrosion as Type 304 in
typical seawater applications containing crevices, for
example, at flange faces, under gaskets, under O-
rings, under washers, at threaded connections, under
lap joints, and so on. Crevice corrosion can also occur
under disbonded paint films, under biofouling, under
silt, and so forth. There is another mistaken, but
again, unfortunately, widely held view that low car-
bon ‘L’ grades of 300-series stainless steels are some-
how more resistant to pitting and crevice corrosion in
seawater. This is simply not the case. The ‘L’ grades
are beneficial for mitigating intergranular attack,
which would otherwise occur at sensitized areas of
the microstructure, for example, heat-affected zones
associated with welds. Figure 19 shows typical crev-
ice corrosion of a Type 316L stainless steel pump shaft
bearing sleeve in seawater service. Thus, if crevices
are present, and some form of corrosion-control,

for example, cathodic protection, is not applied,
Type 316 stainless steel will crevice corrode in most
aerated seawater applications. This fact is used in
crevice corrosion testing in seawater where Type 316
specimens are routinely used as susceptible controls.
In other words, the test is invalid if the Type 316
stainless steel controls do not crevice corrode.

Crevice corrosion of stainless steels in seawater
has been investigated extensively over the past
30 years. The importance of DO transport to the
stainless steel surface to maintain passivity is widely
accepted. For example, the following minimum
velocity relationship was derived from one laboratory
study70 on smooth-wall, Type 316 stainless steel
tubes to prevent fouling in seawater:

v ¼ 2:74þ 0:56 log d

where v is the velocity (m s�1) and d is the tube
inside diameter (m).

Table 7 Depth of localized corrosion attack on various stainless steels in natural seawater intertidal and immersion zones

after 16 years’ exposure

Alloy Exposure
zone

Ave of 20 deepest
pits 1 year

Ave of 20 deepest
pits 8 years

Ave of 20 deepest
pits 16 years

Deepest pit over
16 years

410 SS Tidal 1.17 1.70 2.72 P*

Immersion 1.55 4.08 5.38 P

302 SS Tidal 0.15 1.47 1.27 2.79

Immersion 1.78 3.56 3.84 P
321 SS Tidal 0.18 1.42 1.40 2.36

Immersion 1.63 4.90 6.02 P

316 SS Tidal 0.13 0.41 0.33 0.91
Immersion 1.14 3.96 2.41 P

Source: Southwell, C. R.; Bultman, J. D.; Alexander, A. L. Mater. Prot. 1976, 15(7), 9–26.
P – Perforation (of 6-mm plate).

Figure 19 Crevice corrosion of Type 316L stainless steel
pump shaft sleeve in natural seawater.
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Another rule-of-thumb �2m s�1 minimum sea-
water velocity is commonly recommended to prevent
settlement of silt and macrofouling under which
localized attack can initiate and propagate. This
type of approach is fraught with problems in practice
because it is virtually impossible to maintain flow
without interruptions. Experience indicates that
macrofouling which attaches during extended stop-
pages is not usually removed when flow is resumed.
Furthermore, it is very difficult to eliminate ‘man-
made’ crevices completely in most components and
seawater applications. The seawater electrolyte in the
crevice is stationary even if high flow conditions exist
outside the crevice. Thus, if a material is susceptible
to crevice corrosion, maintaining sufficient flow to
prevent fouling (outside the crevice) will not prevent
attack within the crevice, as also discussed earlier.

The data in Table 8 show that the maximum
depth of crevice attack in seawater for three stainless
steel alloys at 28 �C seawater temperature is greater
than at 12 �C, but decreases markedly at 50 �C.71 As
discussed earlier, this behavior is often attributed to
enhanced biofilm activity in warm seawater com-
pared to cold or hot seawater.

As stated earlier, Cr and Mo are the primary
alloying elements that influence localized corrosion
resistance of stainless steels in seawater. Service expe-
rience72 and tests73 have shown that significant crev-
ice corrosion resistance in ambient temperature
seawater is attained with austenitic stainless steels of
the nominal composition 20Cr–25–Ni–6Mo. How-
ever, even these 6Mo alloys have been shown to be
prone to crevice attack if the seawater temperature
exceeds their critical crevice corrosion temperatures
(CCT), typically in the 30–45 �C range depending on
the exact composition. Crevice attack on these alloys
has also been demonstrated in tests conducted on
painted panels even with relatively small areas left
uncoated.74

Duplex stainless steels are also potentially sus-
ceptible to crevice corrosion depending on alloy
composition, crevice geometry, and service or test
conditions. The higher Cr-containing alloy 2507 is
generally more resistant to crevice corrosion than the
lower Cr alloy 2205. Successful use of higher Cr
duplex stainless steel has been reported in offshore
and desalination seawater pumps, valves, and piping
systems75 normally at temperatures below their CCT
(�40 �C) and chlorine levels of 0.5 ppm or less.

Critical crevice corrosion temperatures of stain-
less steels are usually determined using the ASTM
G 48 standard test.76 Test conditions are accelerated
by using an aggressive test solution consisting of 6%
FeCl3þ 1% HCl. Test specimens are fitted with
PTFE multiple crevice assembly (MCA) washers
torqued to 0.28Nm and exposed to the test solution
at various thermostatically controlled temperatures.
The CCTof the test alloy is the temperature at which
crevice attack �0.025mm is detected after 72 h
immersion. Critical pitting temperatures (CPT) also
commonly reported in the literature refer to pitting
corrosion observed in the absence of artificial cre-
vices; any edge attack on the test specimens is dis-
counted. For any given alloy, the CPT is always
greater than the CCT. However, the latter is gener-
ally considered more meaningful for practical appli-
cations because it takes into account the unavoidable
crevices that are either man-made (e.g., gaskets,
O-rings, sleeves) or naturally occurring (e.g., barna-
cles, thermal scale, silt).

In addition to CCT, stainless steels are also fre-
quently ranked for likely crevice corrosion behavior
in seawater based on their pitting resistance number
(PREN). The following is a typical empirical expres-
sion for PREN based on alloy (wt%) composition:

PREN ¼ %Crþ 3:3%Moþ A%N

where the value of A is typically chosen to be 30
for austenitic stainless steels, and 16 for duplex stain-
less steels.Table 9 shows the PREN and CCT values
for a number of stainless steels.77 It is apparent that
as the PREN increases, the CCT increases. The
following expression was proposed78 for austenitic
stainless steels:

CCT ¼ ð2:7� PRENÞ � 0:81

At first sight, this appears to be a very convenient
method for ranking alloy performance in terms of
expected localized corrosion resistance. However,
for reliable materials selection, neither the PREN
nor the CCT (as determined by the ASTM G 48

Table 8 Maximum depth of crevice attack in natural

seawater in 30-day test at three temperatures

Alloy Maximumdepth of crevice attack (mm)

12 �C 28 �C 50 �C

304 SS 0.56 0.81 0.12

316 SS 0.34 0.57 0.05
Alloy 20 0.18 0.20 0

Source: Asphahani, A. I.; Manning, P. E.; Silence, W. L.; Hodge,
G. F. In Corrosion/80; NACE International: Houston, TX, 1980;
Paper No. 29.
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test method) provides a consistently accurate pre-
diction of actual crevice corrosion resistance in
seawater service. In other words, even alloys with
high PREN and CCT values have been shown to
crevice corrode, for example, in tests with severe
crevice geometries.74

In crevice corrosion testing in seawater, crevice
geometries can be created in a number of ways. For
example, for flat sheet or plate stock, nonmetal or
metal crevice-forming washers are commonly used as
bolted assemblies; rubber O-rings and vinyl sleeves
are used for tubular and round bar, and so on. Some
of these devices and methods are described in ASTM
standard G 78.79 For irregular-shaped components
or surfaces, for example, protruding weld beads,
that do not readily permit the use of conventional
crevice-formers, the use of paint coatings as crevice-
formers has been proposed.80 This methodology is
based on the observation of crevice attack under
coatings (e.g., marking inks, paint overspray, dis-
bonded coatings, etc. on stainless steel surfaces) in
actual practical applications.

Surface finish can also affect crevice corrosion res-
istance of stainless steels. The generally greater
resistance of rough-ground surfaces to crevice attack,
compared to smooth polished ones, is explained in
terms of crevice tightness with respect to the crevice
former. A certain degree of surface grinding and/or
pickling is considered essential to remove the surface
layer that is considered to have suffered some Cr
depletion during manufacturing and/or fabrication
(e.g., hot rolling, annealing, welding, etc.). The surface
treatment is also intended to remove any extraneous
particles (e.g., embedded iron) from tools, which can
impair corrosion resistance; removal of embedded iron
by immersion in acid solution (e.g., HNO3) is often
erroneously referred to as ‘passivation.’ Chromium

carbide (Cr23C7) precipitation occurs at grain bound-
aries, typically in the 500–800 �C temperature range
during welding and heat treatment of austenitic stain-
less steels. Corrosion resistance of areas adjacent to the
carbide particles is lowered because of Cr depletion.
However, despite this, no significant incidences of
intergranular corrosion in ambient temperature sea-
water have been reported. On the other hand, pre-
cipitation of sigma phase (FeCr intermetallic), which
can form in the temperature range 565–925 �C in Mo-
containing austenitic steels, is considered more delete-
rious for seawater corrosion resistance.81 Although their
compositions are not exactly the same, cast stainless
steels often exhibit lower resistance to localized corro-
sion than the corresponding wrought material. In the
case of austenitic stainless steels, this is generally due to
the residual ferrite phase in castings (necessary to
counteract shrinkage during solidification). Welds rep-
resent ‘miniature’ castings, and hence their corrosion
resistance can be lower than the parent material of
similar nominal composition. Laboratory tests have
shown that pickling of welds increased the critical
pitting temperature of a 25-Cr duplex stainless steel
by �20 �C82; presumably, the reason for this is elimi-
nation of heat tint and surface Cr depletion. A ‘soft’
start up has been recommended in situations where
pickling is not possible in piping systems; apparently
the procedure consists of initial exposure to cold sea-
water for at least 2 days, followed by exposure to cold
chlorinated seawater for at least 5 days, before turning
on the heat exchangers.75 This methodmay not be very
practical in geographical areas where cold seawater is
not readily available.

As stated earlier, the type of crevice geometry and
its dimensions can play a critical role in the deter-
mining crevice corrosion resistance of stainless steels.
Generally, crevice corrosion severity increases with
decreasing crevice gap (tightness) and increasing
crevice depth. This has been demonstrated by math-
ematical modeling83 and by experimental evalua-
tions.84,85 The critical values of pH and chloride
concentration of crevice solutions to initiate crevice
attack have also been determined83; results for four
different stainless steels are depicted in Table 10. In
crevice corrosion testing, ideally, the actual crevice
geometry (gap and depth) and crevice-formers (gas-
kets, washers, O-rings, etc.) intended for the service
environment should be used. Lack of proper simula-
tion could result in incorrect indication of corrosion
behavior in service, for example, insufficiently tight
and deep crevices could lead to a false prediction of
corrosion resistance and vice versa.

Table 9 Typical PRE numbers versus CCT and CPT

values for various stainless steels

Alloy UNS No. PRE CCT (�C)

316L S31603 26 <5
317L S31783 28 0

2205 S31803 34 17.5–25

904L N08904 36 15–25

2507 S32750 43 35–43
254SMO S31254 46 30–60

AL–6XN N08367 47 43

654SMO S32654 63 60+

Source: Davies, M.; Scott, P. J. B. Guide to Use of Materials in
Waters; NACE International: Houston, TX, 2003; p 90.
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Polluted seawater containing sulfides have not
adversely affected the performance of stainless steels
in seawater,86,87 both at moderate (2.4 m s�1) as well
as high velocities88 (up to 50m s�1). This observed
corrosion resistance is based on the results of testing
and experience in seawater, which either already
contained sulfide or to which sulfide was deliberately
added. Lean stainless steel grades can however, be
subjected to microbially influenced corrosion (e.g.,
especially at welds) where the sulfide is generated
biogenically as a byproduct, especially under quies-
cent conditions.

In the absence of solid particulate matter (e.g.,
entrained sand), stainless steels can generally tolerate
seawater velocities in the order of 40m s�1 without any
erosion–corrosion problems.88 However, in service
application such as pumps and valves, proper hydraulic
design and operation are essential to preclude cavita-
tion problems. Stainless steels are not immune to cavi-
tation, but typically exhibit greater resistance than
‘softer’ materials such as carbon steels, copper-base
alloys, and aluminum-based alloys.

In the passive condition, stainless steels are gal-
vanically compatible with each other in seawater
despite their somewhat different positions in the
galvanic series. In the passive condition, stainless
steels are not usually adversely affected by galvanic
corrosion when coupled to more noble materials, for
example, titanium, gold, graphite, etc. As stated ear-
lier, when localized corrosion of stainless steel is
observed at areas in intimate contact with such
noble materials, there is a common tendency to attri-
bute attack on the stainless steel to galvanic corrosion.
Tests conducted with inert gasket materials, such as
PTFE and graphite-impregnated gaskets have shown
that attack on 300-series stainless steel flanges is just
as severe as, or more so, with the PTFE gaskets
compared to graphite-containing ones.44 The attack
on the stainless steel can be explained as crevice
corrosion with both types of gasket. Conversely, it
can be argued that if it was galvanic corrosion,

graphite should produce attack on even those stain-
less steels that exhibit resistance to crevice attack
with PTFE gaskets. It has been shown that high
alloy stainless steels are adversely affected when cou-
pled to graphite in chlorinated but not natural sea-
water.89 But this is also the case when stainless steels
with nonabsorbent inert gasket materials are sub-
jected to chlorine levels >2 ppm.90 It has been
reported that crevice corrosion associated with syn-
thetic fiber gasket materials which absorb water is less
severe because of dilution of the crevice electrolyte.91

This phenomenon has been used to advantage in the
design of an electrochemical corrosion cell where
crevice corrosion of a flat-stock test specimen is
eliminated by flooding the specimen sealing gasket
with distilled water.92

Crevice corrosion has been investigated electro-
chemically in a number of ways.80 For example, in a
remote crevice assembly, crevice formers are used to
sandwich a small specimen (anode) which is then
coupled to a separate, larger cathode specimen made
of the same alloy as the anode. In an alternative com-
partmentalized cell design, the anode and cathode are
exposed to two different solutions (anode – acidic,
deaerated, high Cl� solution; cathode – neutral, aer-
ated solution), respectively. In both these designs, the
crevice corrosion current associated with the couple is
usually measured using a zero-resistance ammeter
(ZRA). Although, the anode and cathode members
are made from single pieces of the test alloy to elimi-
nate unwanted crevices and immersed connections,
unfortunately localized attack is sometimes observed
on one or both electrodes at the waterline. Such attack
is usually associated with salting out due to evapora-
tion of the test solutions.

Comparisons have been made between pitting
corrosion of stainless steels and crevice attack. This
stems from the similarity observed between chemis-
try (low pH, high Cl�) of the electrolyte trapped
in a pit and in a crevice. Pits can be regarded as
microcrevices (e.g., initiating at sulfide, inclusions)
associated with the microstructure, extraneous
embedded particles (e.g., iron), under heat tints,
‘peaks’ folded over by mechanical processes such as
coarse machining, grinding, and so on. Table 11
shows that pitting corrosion of Type 316 stainless
steel is reduced by more than an order of magnitude
in ‘deaerated’ seawater at 105 �C, but not eliminated
because 25 ppb O2 is probably sufficient to initiate
and sustain some attack. The degree of localized
corrosion attack on susceptible stainless steels shows
a decreasing trend with exposure depth in the ocean

Table 10 Critical crevice corrosion solution values

Alloy [Cl�] (M) pH

430 SS 1.0 2.90

304 SS 2.5 2.10

316 SS 4.0 1.65
904L 4.0 1.25

Source: Oldfield, J. W.; Sutton, W. H. Br. Corros. J. 1980 ,15(1),
31–34.
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as the dissolved O2 content decreases in the deeper
water; however, this trend is general but not neces-
sarily always one-to-one, indicating that other factors
are probably implicated in the corrosion process.

In ambient temperature seawater, nonsensitized
austenitic and ferritic stainless steels are considered
resistant to stress corrosion cracking (SCC). SCC
of Type 316 stainless steel was reported in the
vapor zone above boiling seawater, but not on fully
immersed specimens.81 Since oxygen is usually
essential for SCC, the likely explanation is that boil-
ing eliminated dissolved O2 from the seawater. Other
data indicated that SCC of Type 316 stainless steel in
hot seawater (126 �C) containing 600 ppb O2 was
mitigated when the O2 level was reduced to 30 ppb.93

Martensitic and precipitation-hardening (PH)
stainless steels are more prone to SCC. In deep-ocean
water tests,94 SCC of 15–7PH in the RH950 and
RH1150 condition, and 17–7PH in the RH1050 condi-
tion, was reported. No correlation between SCC sus-
ceptibility and tensile strength was observed. These
failures occurred at low O2 levels, leading to the infer-
ence that hydrogen embrittlement may be the opera-
tive mechanism, for example, due to acidity generation
associated with localized corrosion. Extrapolation of
results of accelerated SCC tests in boiling NaCl and
MgCl2 solutions (e.g., per ASTM standard G 38) to
seawater applications should be done very cautiously.
Although temperatures>50 �C are often cited as nec-
essary for SCC of stainless steels, experience indicates
that failures can occur even at ambient temperatures
where localized corrosion (e.g., crevice attack) gener-
ates low-pH conditions; of course, the material has
to be in a susceptible condition, for example, sensi-
tized, containing martensite, or containing high tensile
stresses, and so on. Dynamic tests such as slow strain
rate and crack growth rate are now strongly favored
over static tests which may otherwise falsely indicate
resistance, because the former expose the base metal

by almost constantly deforming and cracking the
passive film above certain strain rates. Another major
attribute of the dynamic SCC tests is the much shorter
testing time compared to the static tests.

The greater SCC resistance of cast stainless
steels over wrought material is usually ascribed to
residual ferrite phase in the former. Polluted or
putrid seawater containing sulfides may increase
the susceptibility to hydrogen embrittlement of
martensitic and PH and stainless steels; this propen-
sity is increased when the material is deliberately or
inadvertently under cathodic protection. Duplex
stainless steels may also be susceptible under the
latter condition. If SCC propensity decreases above
a certain threshold temperature, especially in sul-
fide environments, it is reasonable to infer that the
cracking mechanism is hydrogen embrittlement
since outward diffusion of atomic hydrogen is tem-
perature dependent. On the other hand, cathodic
polarization increases the susceptibility to hydrogen
embrittlement.

SCC failure of Type 316 stainless steel in venting
systems of MSF desalination plants has been attrib-
uted to bromine.95 Chlorination of seawater for bio-
fouling control converts the bromide ions present in
the seawater to bromine, which dissolves to produce
hypobromous and bromic acids. If ammonia is pres-
ent, bromoamines are also produced. Acidification of
the seawater downstream for scale control releases
hydrogen bromide into the vapor, which can then
attack the susceptible stainless steels such as Type
316 in the venting system:

Cl2 þ 2Br� ! Br2 þ 2Cl�

Br2 þH2O ! HBrþHOBr

Cavitation susceptibility and ranking are often per-
formed in laboratory tests in which the test specimen
is vibrated ultrasonically in seawater byamagnetostric-
tive transducer. Cavitation resistance is based on mass
loss per unit time and visual examination. Results for a
number of alloys are discussed in the literature.96–98

Such laboratory tests have shown decreased cavitation
damage due to cathodic protection.97

2.18.7 Copper Alloys

Copper alloys rely on the formation of protective
corrosion product films for corrosion control in
marine environments. These films are sometimes des-
cribed as ‘passive.’ In the author’s opinion, the term
‘passive film’ should be reserved for situations

Table 11 Maximum pit depths on stainless steel in

natural and deaerated seawater93

Alloy Seawater
conditions

Exposure
(days)

Max. pit
depth (mm)

316 SS Aerated, natural,

ambient

temperature

486 2.4

316 SS Deaerated, 105 �C,
25ppb DO

547 0.12

304 SS Deaerated, 105 �C,
25ppb DO

547 0.60
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(materials and conditions) where the film is very thin
(typically<100 nm), optically transparent, extremely
adherent, ennobles the potential of the metal appre-
ciably, and not formed as a ‘voluminous’ deposit by the
incorporation of species from the environment. For
example, films on stainless steel, titanium, and alumi-
num would be considered as passive. The protective
corrosion product films on copper alloys are much
thicker and also quite complex; in clean seawater,
copper hydroxychloride is often a major component.

In the splash and intertidal zones, 90/10 copper–
nickel sheathing has been successfully used for
corrosion control on offshore platforms. Unlike paint
coatings, such sheathing requires little maintenance –
which is extremely difficult in the splash zone as
discussed earlier. Because of high resistance to macro-
fouling, copper–nickel has also been used for the
construction of small boat hulls and as adhesive-
backed foils on ferries and fireboats.99 Macrofouling
resistance is apparently reduced when the copper–
nickel is galvanically coupled to a more anodic mate-
rial such as steel, or if it is subjected to cathodic
protection, albeit inadvertently. However, the macro-
fouling attachments are relatively easily removed
compared to bare or coated steel.

Copper alloys are very desirable for seawater appli-
cations because of high resistance to biofouling. They
have been widely used for heat exchanger tubing
because of high heat transfer properties. However,
they are relatively soft and hence subject to erosion–
corrosion in seawater above certain velocities. The
high turbulence in seawater pumps restricts the choice
of copper alloys largely to nickel–aluminum–bronze.
As a general rule of thumb critical velocities for small
diameter heat exchanger tubing determined from lab-
oratory testing and field experience are shown in
Table 12.100 These values are still widely used in
design and operation of copper-alloy heat exchangers.
It has been postulated that each copper-based alloy has
a critical shear stress associated with it.101 When this
shear stress exceeds the adhesion strength of the pro-
tective corrosion product film, attack of the base metal
ensues. Critical shear stresses, depicted inTable 13,101

determined using fluid mechanics and evaluated by
laboratory testing now support the view that as the
piping diameter increases, higher critical velocities
than those shown in Table 12 can be used without
increasing the risk of erosion–corrosion for the alloy in
question.

One of the most important corrodents toward
copper alloys in seawater service is sulfide. Sulfide
can be entrained in the seawater (e.g., from bottom

sediment or polluted harbors) or generated in situ by
sulfate-reducing bacteria, as discussed previously.
The latter mechanism is very common when initially
clean seawater putrifies after a few days of stagnation,
for example, in heat exchangers, pumps, and piping
systems during outages or shutdowns. The role of
sulfides has been extensively investigated.102–108

The evidence suggests that protective corrosion
product films allowed to form on copper alloys in
clean seawater for several months can resist short
subsequent exposure to sulfides. Conversely, expo-
sure to sulfide conditions from the outset interferes
with the formation of desirable protective films. In
such cases, sulfides have a deleterious effect on pitting
corrosion and erosion–corrosion resistance. Thus,
commissioning of copper alloy equipment such as
heat exchangers using clean seawater for several
months initially appears to be critical. However, this
task should not be underestimated as access to large
quantities of clean seawater at coastal areas is difficult

Table 12 Rule of thumb maximum velocities for copper

alloy heat exchanger tubing in seawater

Alloy Suggested max. design velocity
(ms�1)a

Copper 0.9
S-bronze 0.9

Admiralty brass 1.5

Aluminum brass 2.4
90/10 CuNi 3.0

70/30 CuNi 3.7

aVelocities may be increased by 0.3–0.6ms�1 in deaerated brines
encountered in heat recovery exchangers in desalination plants.
Source: LaQue, F. L. Marine Corrosion: Causes and Prevention;
Wiley, 1975; p 267.

Table 13 Critical velocities and shear stresses for

copper alloys in seawater

Alloy UNS
No.

Test
temp
(�C)

Critical
velocity
(m s�1)

Critical
shear
stress
(Nm�2)

DHP Copper C12200 17 1.3 9.6

As-inhibited Al

brass

C68700 12 2.2 19.2

90/10 CuNi C70600 27 4.5 43.1

70/30 CuNi C71500 12 4.1 47.9

Cr-modified 90/

10 CuNi

C72200 27 12.0 296.9

Source: Efird, K. D. Corrosion 1977, 33(1), 3–8.
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at best. Experience indicates that once incorporated
in the corrosion product film, sulfides are very diffi-
cult to remove completely and problems continue.

A classical laboratory study102 of the effects of
sulfide on 90/10 and 70/30 CuNi in seawater dis-
closed the following: corrosion rate increased as the
sulfide content was increased from 7 to 250 ppb;
attack was localized at lower sulfide concentrations,
and more general at higher ones; once attack
initiated, there was minimal seawater velocity effect
over the 0.5–5.3m s�1 range; attack continued even in
clean seawater after initial exposure to 1000 ppb sul-
fide for 1–5 days, or 10 ppb sulfide for 30 days. Addi-
tion of 0.2 ppm ferrous ions which is sometimes used
to mitigate erosion–corrosion was found to reduce
but not eliminate sulfide-related corrosion of the
CuNi alloys.103

Protective corrosion product films reduce the cor-
rosion rate markedly in clean seawater with time.109

In the ambient temperature range, the corrosion rate
increases with increasing temperature. However, at
high temperatures, such as in MSF desalination
plants, the corrosion rate decreases with increasing
temperature110 in the 54–121 �C temperature range
as illustrated in Figure 20. This may be due to the
lower oxygen levels and precipitation of scales due to
inverse solubility. However, at elevated temperature,
corrosion rate increases with increasing dissolved O2

even in the ppb range as depicted in Figure 21.111

Decrease in corrosion rate has also been reported for
deep waters where oxygen levels were lower.112

It should be emphasized that copper alloys with
>70% copper are resistant to biofouling compared,
for example, to carbon steel, stainless steels, aluminum,
titanium, but not completely immune. Macrofouling
resistance of copper alloys is usually explained in terms
of either continuous, but slow release of copper ions, or
presence of copper-rich corrosion products on the
metal surface – both of which are purportedly ‘toxic’
toward macroorganisms.113,114 The situation is con-
founded by the fact that while increasing alloy content
lowers the copper ion release (and hence likelihood of
fouling), it also affects the nature of corrosion products.
It is not known why, for instance, barnacles attach at
some but not most areas of such copper alloys. It has
been suggested that attack on the metal under macro-
fouling occurs after the organisms die.113 Fouling is
more likely in quiescent than flowing seawater. A min-
imum velocity of 1–2m s�1 was proposed to mitigate
macrofouling.115 Higher velocities to prevent macro-
fouling may increase the risk of erosion–corrosion.

Pitting corrosion of copper alloys can occur under
deposits due to differential aeration, and is often
exacerbated by sulfides. Another factor that can
increase pitting susceptibility is the presence of
residual carbon films on the copper surface.116 The
carbon is believed to derive from oxidation of lubri-
cating oil residues left behind from manufacturing
(e.g., tube drawing) and subsequent annealing heat
treatment. It has been hypothesized that the carbon
film acts as a cathode and promotes localized corro-
sion of the base metal at exposed areas in the film.
Ideally, the carbon film should be removed after
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manufacturing. Detection of the carbon film is not
always easy. Since the carbon film is insoluble, one
method involves placing a drop of nitric acid on the
test surface and visually observing any flakes of thin
gray/black matter float up to the top. The films are
often even more difficult to detect after corrosion
failures have occurred. Potential measurement has
been proposed as a detection method in such cases.117

A number of copper-based alloys tested concur-
rently in an ancillary seawater condenser operated
for over 8months revealed that Admiralty brass (70/
30 Cu/Zn) suffered from impingement corrosion at
the inlet and outlet ends as well as adjacent to depos-
its.118 Iron and manganese additions to copper–nickel
alloys have been shown to enhance erosion–corrosion
resistance.119 However, some other tests indicated
iron additions to be deleterious,120 especially
>1%.121 This was probably related to the distribu-
tion of iron in the microstructure. Uniform distribu-
tion improves corrosion resistance, while segregation
increases susceptibility to localized attack. A simple
magnetic permeability test is used to detect iron
segregation.122 Small Cr additions to copper–nickel
alloys improves erosion–corrosion resistance; how-
ever, localized corrosion resistance in quiescent con-
ditions may be impaired by Cr segregation. Any
restrictions on flow caused by macrofouling (e.g.,
shells) or pebbles lodged in the tube can cause severe
local turbulence, and hence erosion–corrosion or
impingement attack at associated (usually immedi-
ately downstream) areas. Experience shows that less
protective scales are formed as the seawater pH is

lowered, for example, by pollutants or dissolved CO2.
This is not unexpected since corrosion products and
mineral scales are more difficult to form at lower pH
values. Absence of protective scales at lower pH will
increase erosion–corrosion tendency.

The role of gas bubbles in promoting erosion–
corrosion has been discussed.121,123 In rotating spin-
dle and disc tests, air bubbles in the seawater were
stated to be beneficial toward CuNi alloys.121,124

However, results of impingement attack in flowing
loop tests indicated that both air and nitrogen bub-
bles were harmful.121 Since collapsing bubbles are
thought to be the cause of cavitation damage, copper
alloys, being considerably softer are more likely to be
affected by this form of damage compared to, say,
stainless steels, nickel-based alloys, and titanium.

Investigations on the effect of entrained sand par-
ticles on erosion–corrosion resistance of aluminum
brass indicated the following: erosion–corrosion
increased with increasing sand content (>300 ppm)
and particle size125; cathodic protection with or with-
out ferrous iron injection was beneficial when the
sand particles were 50 mm in size, but not when they
were 250 mm126; less attack in polluted seawater con-
taining sand was attributed to protective sulfide films.

Galvanic corrosion of copper alloys is problematic
in seawater when they are coupled to cathodic materi-
als such as stainless steels, nickel-based alloys, titanium,
and graphite, especially for small anode/cathode area
ratios. In chlorinated seawater, a reduction in galvanic
corrosion of copper alloys coupled to stainless steels
has been observed43,128 and ascribed to reduced biofilm
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activity, which affects cathodic polarization kinetics,
and hence galvanic corrosion rate.

Copper alloys are cathodic to many materials, and
can thus cause unacceptable galvanic corrosion of
anodic materials such as carbon steel, cast iron, alu-
minum, and zinc – particularly for large cathode/
anode area ratios. Gray cast irons are initially anodic
to copper; however, graphitic corrosion of gray cast
iron can eventually expose enough graphite at the
exposed surface so as to reverse the galvanic couple
and accelerate corrosion of the copper alloy. In prin-
ciple, the free corrosion potentials of copper-based
alloys in seawater are fairly close to one another, and
thus one might expect them to be galvanically quite
compatible. In principle, this is the case. However,
regardless of potentials, an adverse cathode/anode
area ratio between two copper alloys can produce
unacceptable galvanic attack on the more anodic
material. Increasing flow rate and temperature typi-
cally accelerates galvanic corrosion of copper alloys.
Presence of sulfides (especially 50 ppb) in seawater
was found to promote galvanic attack on Naval M-
bronze and nickel aluminum bronze fittings coupled
to 90/10 or 70/30 CuNi piping.128 The effect of
sulfides appears to be greater at lower seawater
temperatures.129

Electrically isolated copper components in a sys-
tem can undergo self-corrosion in seawater environ-
ments. The release of even imperceptible amounts of
copper ions can pose an indirect problem for anodic
materials that come in contact with them. For
instance, copper ions can plate out on aluminum,
steel, and zinc, leading to deposition or cementation
corrosion. In other words, copper ions plate out on
the anodic material (as a cathodic reaction) and cause
corrosion of the base metal. However, once the ions
have plated out, galvanic corrosion (usually as pitting)
of the base metal ensues even if the original source of
the copper ions is removed. Copper-colored areas
surrounding pits in the anodic material are usually a
telltale sign of this phenomenon. For example, it has
been observed in aluminum fuel tanks on pleasure
boats, particularly those operating in seawater envir-
onments. Copper corrosion products enter the tank
from water condensate in copper piping and/or cop-
per alloy valves in the fuel system.

Copper-based alloys are quite resistant to SCC in
clean seawater. SCC of brasses is generally associated
with ammonia, amines, or nitrates that are either
entrained as pollutants or can form in situ under decay-
ing biofouling attachments. Copper–nickel alloys are
considered resistant to such environments. Stress relief

of cast nickel aluminum bronze alloys is recommended
to minimize the risk of SCC failure in critical seawater
service applications.

Dealloying is quite common in many copper-base
alloys. It is often observed in marine artifacts
submerged for long periods in seawater. Reddish col-
oration due to copper deposition is a telltale sign of
dealloying. Alpha brasses (e.g., 85/15 Cu/Zn) can be
inhibited against dealloying with Sn or As additions.
Unfortunately, such additions are usually not consid-
ered to be as effective in beta brasses (e.g., 60/40 Cu/
Zn). Unlike in brasses, dealloying in copper–nickels is
usually superficial. In nickel aluminum bronzes, deal-
loying involves the selective dissolution of aluminum
from the alloy. Proper heat treatment to minimize the
beta phase alleviates this problem.

Copper-base alloys can suffer from another form
of localized attack known as metal-ion concentration
cell corrosion. Attack usually occurs at the mouth of a
crevice, in contrast to localized corrosion that occurs
inside the crevice, for example, in susceptible stain-
less steels and nickel-base alloys.

2.18.8 Nickel-Based Alloys

The primary nickel-based materials used in seawater
include nickel–copper alloys (e.g., the 70/30 NiCu
alloy 400, or its high strength version, alloy K-500)
andNi–Cr–Mo–Fe alloys (e.g., alloy 625, C-276, alloy
59, alloy 686, etc.). As with stainless steels, these
nickel-based alloys are also believed to depend on
the formation of passive films for corrosion resistance.

Because of its established record of good perfor-
mance in the splash zone, alloy 400 has been success-
fully used as sheathing for protection of carbon steel
in the splash zone.46 Unlike the copper–nickel alloys
described in the previous section, the NiCu and other
nickel-based alloys are not resistant to macrofouling
in the tidal and immersion zones. In fact, nickel-base
alloys tend to behave more like stainless steels. Gen-
eral corrosion rates in clean seawater are low to
negligible, and when attack occurs, it is usually as
pitting and/or crevice corrosion; corrosion initiation
is more likely in quiescent or low flow seawater.

For unalloyed nickel and nickel–copper alloys (e.g.,
alloys 400 and K-500), pitting in low flow seawater is
common. Unlike with susceptible stainless steels, the
pits tend to be open, hemispherical, and do not grow
significantly in depth, for instance, after �1 year in
seawater.130 Alloying nickel with copper appreci-
ably improves the pitting resistance. Seawater
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temperature has been shown to dramatically affect
pitting corrosion behavior of alloy 400; maximum
pit depth increased in the 18 to 30 �C range, but
then decreased markedly at 50 �C.131 A similar trend
was discussed earlier for crevice corrosion of stainless
steels and attributed to ‘degraded’ biofilms at 50 �C.
The pitting potential of alloy 400 determined elec-
trochemically decreased with temperature.

Corrosion rate of alloy 400 has been shown to
increase as the sulfide concentration in seawater
increased from 0 to 5 ppm.128 Ni–Cr alloys were not
affected by sulfides in ambient temperature seawater.

Alloying additions of �20% Cr and �8% Mo to
nickel-based alloys (e.g., in alloy 625) impart signifi-
cant resistance to pitting and crevice corrosion in
seawater. As with stainless steels, addition of �20%
Cr alone does not ameliorate localized attack.
Table 14 provides a comparison of relative corrosion
resistance of several nickel-based alloys immersed in
quiescent seawater for �18months.132 Apparently,
from a corrosion resistance viewpoint, cobalt in Ni-
based alloys behaves like nickel. Alloy C-276 was
found to be highly-resistant to localized and general
corrosion in seawater up to 288 �C71; it also exhibited
crevice corrosion resistance at 107 �C in deaerated
seawater (DO 28 ppb).

Crevice corrosion of alloy 400 is not generally as
severe as, say, for 300-series stainless steels. This can
be explained by the fact that hydrolysis of Ni and Cu
ions from alloy 400 does not produce a highly acidic
and aggressive crevice solution compared to Cr and
Mo ions from susceptible stainless steels.

The erosion–corrosion behavior of nickel-based
alloys is quite similar to that of stainless steels, that
is, notably superior to that of copper–nickel alloys.
Thus, nickel alloys can tolerate high velocities, tur-
bulence, and impingement which makes them candi-
dates for seawater pumps, valves, piping systems, and
so on. Test data summarized in Table 15133,134 show
that, like stainless steels, most nickel-based alloys
exhibit acceptably low erosion–corrosion rates up
to �40m s�1. With the exception of the NiCu alloys,
their cavitation resistance is also expected to be simi-
lar to that of stainless steels.

Nickel–copper alloys are often selected for sea-
water service because their higher Ni content provides
enhanced resistance to chloride stress corrosion crack-
ing (Cl� SCC) compared to stainless steels. Deep ocean
tests of 2 years duration confirmed the SCC resistance
of Alloy 825 andAlloyC.135 AlloysG-3, 625, andC-276
were resistant to SCC in U-bend tests of several
hundred hours duration in synthetic seawater.81

Because of their austenitic microstructure, nickel-
based alloys are generally resistant to hydrogen
embrittlement in the annealed condition. However,
risk of hydrogen embrittlement (HE) increases as
the strength level increases due to cold work or heat
treatment. At similar strength levels, increasing aging
temperature is apparently favorable in lowering HE
risk. HE of 70/30 NiCu alloy K-500 bolts has been
reported for an offshore platform application under
cathodic protection conditions.136 Susceptibility to
HE was traced to high hardness and subsequent cath-
odic protection. Annealing after rolling the threads
to alleviate high hardness before precipitation hard-
ening was recommended to mitigate the problem.

Accelerated attack would be predicted for active
materials coupled to Ni-based alloys because of the
noble positions of the latter in the galvanic series.
However, the successful use of alloy 400 sheathing on
carbon steel in the splash and tidal zones, even in the

Table 14 Localized corrosion resistance of some
Ni-based alloys after �18months’ exposure in quiescent

ambient-temperature seawater

Alloy Max depth of crevice
attack (mm)

Unalloyed Ni 2.06

400 432

K-500 51
600 457

825 229

625 0
C 276 0

Source: Lennox , T. J., Jr. In Corrosion/82; NACE International:
Houston, TX, 1982; Paper No. 64.

Table 15 Corrosion resistance of Ni-base alloys at

ambient-temperature high velocity seawater

Alloy Seawater velocity
(m s�1)

Corrosion rate
(mmyear�1)

C 39 50

825 43 75

718 41 50
X-750 41 50

600 41 75

400 43 100
K-500 41 100

Source: Boyd, W. K.; Fink, F. W. Corrosion of Metals in
Marine Environments, Battelle Columbus Labs, OH, Report
No. MCIC-78-37, 1978; p 103.
Moller, G. E. Soc. Pet. Eng. J. 1977, 17(2), 101–110.
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absence of cathodic protection, suggests galvanic com-
patibility which has been attributed to easy cathodic
polarization of the nickel alloy.137 It should be emp-
hasized that this would not be the case if the steel/
nickel-alloy area ratio was small. Pitting and crevice
corrosion of NiCu alloy trim in pumps and valves is
mitigated by cast iron bodies. Although nickel-based
alloys are anodic to titanium, they are galvanically
compatible because the increased corrosion rates are
still very small from a practical viewpoint.138

2.18.9 Titanium Alloys

Titanium alloys are among the most corrosion resis-
tant materials in seawater service. The general corro-
sion rate in seawater is extremely low, for example,
0.8 nmyear�1,140 not surprisingly, it is often reported
as ‘nil.’ Titanium alloys are immune to pitting and
crevice corrosion in all marine environments at
ambient temperatures. Thus, no localized corrosion
is encountered in the atmospheric, splash, tidal,
immersion, or mud zones. Titanium is not resistant
to biofouling. Therefore, macrofouling attachments
similar to those on carbon steel, stainless steel, and
aluminum alloys are also commonly observed on
titanium alloys. However, unlike the other alloys,
there is no localized corrosion of titanium under the
biofouling or any silt deposits. No corrosion allow-
ance is necessary for titanium because of its very high
corrosion resistance in ambient-temperature seawa-
ter. Thus, titanium is widely used for heat exchanger
applications, especially retubing in shell-and-tube
heat exchangers. Grade-1 titanium is the premier
material of choice for plate-and-frame heat exchan-
gers because of high corrosion resistance and easy
fabrication properties. However, because of extensive
demand, there is currently a worldwide shortage of
grade-1 titanium. Other materials such as Ni–Cr–Mo
alloys and superaustenitic stainless steels are being
evaluated as alternatives.

Crevice corrosion of titanium in seawater has been
reported in tight crevices at temperatures>70 �C.141,142

The crevice electrolyte was also found to be acidic,
suggesting that a similar oxygen-depletion and
metal-ion hydrolysis mechanism (as discussed earlier
for stainless steels) may be operative. However, the
actual mechanism is probably more complex since
crevice corrosion resistance is increased by small
additions of Pd, Mo, or Ni to the titanium. Iron,
carbon steel or low-alloy steel particles embedded
accidentally into a titanium surface can lead to

localized attack at temperatures >80 �C. This has
been proposed as a special case of crevice corro-
sion,142 that is, occlusion by titanium metal smears
or laps may create micro crevices that allow the gen-
eration of acidic conditions, preventing repassivation
and localized attack, and possibly hydrogen adsorp-
tion. Thus, the mechanism is probably more complex
than the presence of just micro crevices, since the
attack has not apparently been observed if austenitic
stainless steel, nickel, or copper particles are embed-
ded in the titanium surface. Evidently, the Pd-con-
taining grades exhibit significant resistance to attack
associated with smeared iron particles.

Titanium is quite noble in the galvanic series for
seawater. It can sometimes exhibit potentials anodic
to graphite, platinum, zirconium, Ni–Cr–Mo–Fe
alloy C, and NiCu alloy 400, and even some 300-
series stainless steels in the passive condition. How-
ever, titanium is galvanically compatible with these
materials. Any attack on the titanium is more likely to
be crevice corrosion in tight crevices at temperatures
>70 �C, as discussed earlier. In fact, despite being
slightly more noble than titanium, attack is much
more likely on the 300-series stainless steels, alloy
400, and even alloy C, at crevices regardless of gal-
vanic coupling to titanium. Corrosion of the more
active materials such as copper-base alloys, carbon
steels, cast irons, aluminum alloys, zinc, and magne-
sium will be accelerated if galvanically coupled to
titanium. The degree of attack acceleration will
depend on the relative anode/cathode area ratio, sys-
tem geometry, and cathodic reduction reaction kinet-
ics on the titanium, which are influenced by seawater
temperature, velocity, fouling, and so on. Figure 12
shows that in seawater, titanium is more easily polar-
ized than copper due to its higher overvoltage for
oxygen reduction. Consequently, galvanic attack on
carbon steel coupled to titanium is less severe com-
pared to corrosion of steel coupled to copper, in each
case for the same anode/cathode area ratio. The
potential difference between titanium and steel is
nearly double that between steel and copper –
affirming that potential difference is not reliable for
predicting galvanic attack on the anodic material. The
free corrosion potential of titanium in aerated and
deaerated seawater is fairly steady in the �20–135 �C
temperature range. However, as temperature increases
further, the potential shifts in the electronegative direc-
tion by�500mVat�200 �C. Potentials of other alloys
also exhibit electronegative shifts.143

Unfortunately, titanium is susceptible to hydrid-
ing when its potential shifts more electronegative
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than�0.7V (SCE) at elevated temperature.144 This can
happen when titanium is cathodically polarized
bycoupling to anodicmaterials such as steel, aluminum,
or zinc, or by impressed current cathodic protection.
In ambient temperature seawater applications, a
potential shift to no more than �1V (SCE) has been
suggested.144 Hydrogen is generated by a two-step
process: (1) discharge of Hþ to atomic H by electron
consumption, and (2) H recombination to generate
molecular H2 gas bubbles. If excessive hydrogen is
generated, there is an increasing uptake of atomic
hydrogen, which diffuses into the titanium, reacts
with the a phase, and precipitates as brittle, acicular,
titanium hydride (TiH2) needles at grain boundaries.
Hydriding is exacerbated at temperatures >80 �C.
About 500–600 ppm, hydrogen can cause excessive
hydriding which embrittles the titanium, causing
potentially significant reduction in ductility and frac-
ture toughness. Anodizing reduces hydrogen uptake.
The beta titanium alloys do not hydride easily because
of considerably higher solubility of hydrogen (several
1000 ppm) in the beta phase.

It was prematurely concluded from early tests that
unwelded titanium was highly resistant to stress cor-
rosion cracking (SCC) in seawater145 even when
stressed to 75% of the yield strength. However,
those tests used smooth test specimens. Subsequent
tests disclosed that while alloy composition and heat
treatment influenced SCC resistance, presence of
notches simulating stress risers was essential. Envi-
ronmental variables did not greatly affect the SCC
behavior, this is not surprising because of the very
high resistance of titanium to corrosion in seawater.
Generally, all the a alloys (e.g., Ti–8Al–1Mo–1V and
Ti–7Al–3Nb–2Sn), and near a alloys that contain
small amounts of b phase stabilizers such as Al,
Zr, Sn, and O (e.g., Ti–6Al–5Zr–0.5Mo–0.2Si and
Ti–8Al–1V–1Mo) are susceptible to SCC in sea-
water. SCC resistance is markedly reduced when Al
>5% and oxygen >0.4% in a alloys. For the aþ b
alloys, such as grade 5, oxygen concentration <0.1%
is necessary to preclude SCC; commercial alloys
contain typically 0.15% oxygen. In aþ b alloys,
cracking occurs primarily in the a phase. Contradic-
tory behavior has been indicated for the effect of b
stabilizers on SCC resistance in seawater. In some
cases, Vand Nb additions were detrimental, in others,
>2% V was advantageous when Al in the 7–8%
range was present in the alloy. In aþ b alloys,
Si and Mn were apparently deleterious.146

The SCC resistance of titanium alloys in seawater
is greatly affected by heat treatment. Generally, small

grain size is attained by aging just below the b transus
(above the b transus, a or aþ b phases transform to
b) which enhances SCC resistance. For the suscepti-
ble alloys, the SCC behavior is also highly influenced
by stress concentration; for example, there is a signif-
icant decrease in fracture stress in seawater at a notch
radius of 125 mm compared to 250 mm. In slow strain
rate tests in simulated seawater, SCC behavior of a
number of titanium alloys was found to be highly
influenced by the strain rate147; typically, they were
most susceptible at strain rates of �7� 10�5 s�1.
Other laboratory tests revealed that crack velocity
decreased linearly with cathodic polarization of tita-
nium alloys over the�400 to�900mV (SCE) poten-
tial range148; the opposite behavior would be
expected if there is sufficient uptake of hydrogen,
for example, due to extended precharging time
and/or polarization to more negative potentials in
test. Crack velocity was found to increase with tem-
perature, exhibiting Arrhenius behavior.149 In tests
performed in surface seawater and at depths of
�800 and �2000m, only butt-welded, nonstress
relieved, Ti–13V–11Cr–3Al alloy stressed to 75%
of yield strength exhibited SCC.150

The passive oxide film, its ability to reheal, and
high inherent hardness of titanium confer high resis-
tance to erosion–corrosion and cavitation in seawater.
Velocities as high as �37m s�1 can be tolerated in
clean seawater. Minimum velocities of the order of
>2m s�1 are necessary to prevent attachment of
macrofouling in seawater heat exchanger tubing and
piping. Provided they are galvanically compatible,
titanium inserts can be used in the inlet ends of heat
exchanger tubing experiencing erosion–corrosion at
those locations. Ordinary silt in seawater does not
lower erosion–corrosion appreciably. Higher-strength
titanium alloys, such as grade 5 (Ti–6Al–4V), can be
substituted for enhanced resistance if large, angular,
abrasive particles produce erosion of the commercial
purity (CP) grades.

The anodic breakdown potential of titanium in
ambient temperature seawater is �10V. This allows
titanium to be used as a substrate for platinum in
impressed current anodes. If higher breakdown vol-
tages are necessary in specific applications, niobium
is substituted for titanium.

2.18.10 Aluminum Alloys

The low density of aluminum alloys (�2700 kgm�3)
makes them attractive for marine engineering
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applications such as seacraft. However, the corrosion
resistance is quite variable depending on alloy com-
position and heat treatment. Table 16 summarizes a
commonly used designation system for aluminum
alloys. For some applications, ‘Alclad’ products
are specified. Alclad refers to a composite wrought
(e.g., sheet) material which has an aluminum-alloy
core with a metallurgically bonded thin ‘skin’ of
either pure aluminum or another aluminum alloy
on its surface for corrosion protection, for example,
high-purity (more corrosion resistant) aluminum
over alloy 2024, or alloy 7072 applied over alloy
6061 as sacrificial coating.

Aluminum relies on the formation of a passive
aluminum oxide (Al2O3) film for corrosion resistance.
However, the film properties are affected by alloy
composition, metallurgical condition, and environ-
mental factors, and widely ranging corrosion behav-
ior is exhibited in seawater. In seawater immersion,
the major corrosion concerns with aluminum alloys
are galvanic corrosion when electrically coupled to
cathodic materials, crevice corrosion and pitting
under macrofouling and silt deposits, exfoliation,
stress corrosion cracking, and metal-ion (especially
Cu) deposition corrosion. The high strength 2xxx
series and the 7xxx series aluminum alloys are widely
used in aerospace applications. However, the alloying
additions of Cu (in 2xxx) and Zn (in 7xxx) also make
them more susceptible to corrosion in seawater.

Unalloyed aluminum has very low general corro-
sion rate in the splash zone because DO diffuses
easily through the thin seawater layer to sustain pas-
sivity associated with the Al2O3 film. However, pure
aluminum is considered too ‘soft’ for many splash-
zone applications. The stronger 5xxx and 6xxx alloys
are more suitable. In the tidal zone, aluminum alloys

are subject to biofouling and localized attack (pitting
and/or crevice corrosion) underneath macrofouling
attachments. Long-term exposure tests133 showed
that the average penetration for alloys 1100 and
6061 in the tidal zone after 16 years exposure was
very low, <15 mm; however, the maximum pit depths
were �1–1.5mm. Under immersion conditions, the
average penetration increased but was still very low
from a practical viewpoint, <30 mm; however, maxi-
mum pit depths were in the range �1–2mm.

The effect of alloying additions is complex. For
example, depending on specific alloy, <0.2% Cu
and �0.5–1.2% Mn were beneficial, but 0.4–0.8%
Fe was detrimental toward corrosion resistance of
aluminum in synthetic seawater.151 Heat treatment
affects the distribution and size of the intermetallic
particles that influence mechanical properties by
precipitation hardening. The desired mechanical
properties of 5xxx alloys cannot be attained by con-
ventional heat treatment alone; instead, they are
strain hardened by mechanical working and,
depending on alloy, may be subjected to some anneal-
ing treatment. The selected data in Table 17 show
that the general corrosion rate of alloy 5052 in the H22
temper was an order of magnitude lower than in the
annealed ‘O’ condition; the H32 temper reduced the
corrosion rates of alloys 5086 and 5456 by half, but
the H113 temper did not significantly affect the corro-
sion rate of alloy 5085.152

Table 16 Aluminum wrought alloy designations

Series UNS No. Major alloying
element(s)

Heat
treatable

1xxx A91xxx None No
2xxx A92xxx Cu Yes

3xxx A93xxx Mn No

4xxx A94xxx Si No

5xxx A95xxx Mg No
6xxx A96xxx Mg, Si Yes

7xxx A97xxx Zn, Mg Yes

8xxx A98xxx Ti, Li No

Temper (heat treatment) designations

O Annealed
H (e.g., H1, H2, etc.) Strain-hardened only

T (e.g., T4, T6, etc.) Solution heat treated; aged

Table 17 Corrosion rates of 5xxx aluminum alloys in
seawater

Alloy Exposure
duration
(months)

Exposure
depth (m)

Corrosion
rate
(mmyear�1)

5052-O 35 1700 78

5052-H22 35 1700 10
5052-H34 13 770 5

5454-H32 6.5 760 18

5454 13 770 15

5456-H321 13 770 28
5456-H32 13 770 15

5456-H343 6.5 770 10

5085 13 770 13
5085-H113 13 770 15

5086 13 770 20

5086-H32 13 770 10

5086-H34 13 770 15
5086-H112 6 2 28

Source: Reinhart, F. M. Corrosion of Metals and Alloys in the Deep
Ocean, Technical Report No. R-834, Civil Engineering Laboratory,
Port Hueneme, CA, 1976; pp 204–209.
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The increase in corrosion rate of aluminum alloys
with seawater depth is often attributed to lower
oxygen content of seawater, which presumably pre-
vents rehealing of the aluminum oxide film. Lower
seawater pH (and hence less likelihood of calcareous
deposit formation) in deep water has been proposed
as an alternative explanation.153 However, this ratio-
nalization appears to be contradicted by data154 from
artificial seawater tests indicating that corrosion rate
of Al–3Mg alloy decreased with decreasing pH in the
6–9 range. The mechanism is probably much more
complex since alloy composition appears to affect
corrosion behavior even at the same seawater depth.
For example, maximum depth of pitting was <50 mm
for alloys 5086-H34 and 5083-H113 exposed for
1 year at a depth of �250m, whereas the maximum
pit depths for alloys 2219-T81 and 6061-T6 at the
same depth were almost 2mm.

Tests on alloys 3004, Alclad 3004, Aclad 3003, and
5052 exhibited less mass loss, but more pitting in
cold seawater (�10 �C); in warm seawater (�27 �C),
overall mass loss was greater but corrosion was
uniform with no discernible pitting.155 It was shown
electrochemically that the pitting potential was not
significantly altered by temperature,153 however,
ennoblement of the free corrosion potential indicated
greater propensity to pitting in colder seawater. Data
for Al–3Mg alloy indicate that corrosion rate
increased steadily with temperature in the �20 to
�70 �C range, it then decreased somewhat with a
minimum at �90 �C, and finally increased rapidly
above boiling to �125 �C.154 Increased corrosion at
the lower temperatures was attributed to DO.
A significant decrease in pitting corrosion of alloy
5052 was reported for hot, flowing seawater environ-
ment associated with desalination when the tempera-
ture increased from 82 to 108 �C.156

Alloy composition and heat treatment appear to
affect pitting corrosion behavior as illustrated by the
data in Table 18 which show maximum depths of

attack on selected aluminum alloy plate specimens
after 10 years exposure in seawater. Electrochemical
studies have indicated that alloying additions of Zn
lower the pitting potential of aluminum; Cu additions
raise it, while Mg additions exhibit a minor effect.
However, heat treatment to attain maximum hard-
ness lowered the pitting potential of Al–Cu alloys;
this is probably related to grain boundary depletion
of Cu associated with precipitation of CuAl2 inter-
metallics particles at grain boundaries. Figure 22
shows an interesting relationship between pitting
propensity and free corrosion potential for a number
of aluminum alloys.175 There is no general agreement
on the growth rate of pits with time. Some data
suggest that pit depth decreases with time; other
data imply opposite behavior. Despite wide variations
in pitting corrosion behavior, aluminum alloys are
highly susceptible to crevice corrosion, and therefore
require protection, especially when tight crevices are
present. It is not known with certainty whether the
crevice corrosion mechanism in aluminum alloys is
similar to that in stainless steels because it has not
been studied as extensively.

Aluminum alloys have been reported to be gener-
ally resistant to seawater up to velocities of
�6m s�1.157,158 However, critical velocities vary with
alloy composition, heat treatment, and exposure
time159,160; and attack morphology can change from
pitting to increased general metal loss as velocity
increases. Aluminum alloys being relatively soft are
more susceptible to cavitation damage under turbulent
flow conditions than, for example, stainless steels,
nickel-based alloys, and titanium alloys. This means

Table 18 Maximum depths of attack on some alumi-

num alloy plate specimens after 10 years immersion in nat-

ural seawater at ambient temperature

Alloy Maximum pit depth (mm)

1100-H14 1.02

3003-H14 0.53
6061-T4 0.36

6061-T6 2.41

7072 1.42 (perforated)

7075-T6 1.68

• 2024-T351

• 2219-T87

• 7178-T16

Pits 6–39 mils Pits 0–3 mils

3003-H14 •

7079-T6 •
7075-T7351 •

1100-F2014-T6 •
6061-T6 •

X7002-T6 •

•

•

1-3 mils : 5050-H34, 1100-H14,
5052-H34, 5154-H38

< 1 mil : 710G-T63, 6061-T651,
5086-H112, 5083-0, 5052-H32,
5456-H321, 5086-H32, 5086-H34,
X7005-T63, 5052-H32, 5257-H25
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Figure 22 Depth of pitting on Al alloys versus free

corrosion potential in seawater. Reproduced from
Schumaher, M., Ed. Seawater Corrosion Handbook; Noyes

Data Corporation: NJ, USA, 1979; p 61.
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that aluminum alloys can be used, for example, in the
construction of seacraft hulls operating at moderately
high velocities, but not for seawater pump applications.

Aluminum alloys have high thermal conductiv-
ities, which should make them very attractive for
heat transfer surfaces, for example, in seawater heat
exchanger applications. However, several factors
limit their widespread utility. For example, aluminum
alloys are highly susceptible to galvanic corrosion
when coupled to components made of cathodic mate-
rials such as copper-based alloys, stainless steels,
nickel-based alloys, and titanium alloys. Even if they
are electrically isolated, only tens of ppb levels of
copper ions (e.g., generated by self-corrosion of
copper-based alloys upstream) are sufficient to cause
severe corrosion by the cementation mechanism161

(also known as deposition corrosion). Aluminum alloys
are prone to biofouling such that sufficient velocities
would be required to prevent crevice corrosion under
macrofouling attachments.

An extensive study was performed in simulated
seawater on galvanic corrosion rates determined
from current density measurements for a number
of aluminum alloys coupled to dissimilar materials
as well as between the aluminum alloys them-
selves.162 The data showed that all of the aluminum
alloys tested were incompatible with Cu, Ag, and Ni.
In addition, alloys 1100, 6061, and 7075 were not
compatible with all the stainless steels, nickel alloy
718, low alloy steel 4130, and Ti–6Al–4V. However,
surprisingly, alloy 2024 and 2219 were compatible
with these materials (low alloy 4130 excepted). The
aluminum alloys were compatible with each other
except alloy 1100 with alloy 7075. In another test,
alloy 5086-H32 incurred accelerated attack when
coupled to carbon steel, 90/10 CuNi, Type 304
stainless steel, and 60/40 brass.163 The degree of
galvanic attack is influenced by the anode/cathode
area ratio. Laboratory tests164 have confirmed that
increasing seawater velocity will increase galvanic
attack on aluminum alloys in seawater because the
most common cathodic reaction is oxygen reduc-
tion, which is under diffusion control.

Pure Al is generally considered resistant to stress
corrosion cracking (SCC) in seawater. Aluminum
5xxx alloys are prone to intergranular SCC failure
when the Mg addition is >5% which results in
supersaturation and allows precipitation of a contin-
uous Mg2Al3 intermetallic phase at the grain bound-
aries; this phase is anodic to the matrix. Restricting
the Mg addition to <4% results in discontinuous
Mg2Al3 phase and SCC resistance. This was

confirmed by immersion tests in seawater.165 In Mg
additions >5%, addition of small amounts of Bi, Cr,
Zr, B, and Be have been found to enhance SCC
resistance. Alloy 6061 in the fully aged T6 temper is
resistant to SCC in seawater.165

Several of the highest strength 7xxx aluminum
alloys were found to be susceptible to SCC in natural
seawater,166 especially in the T6 temper to attain
maximum strength.

Lithium additions lower the density of the alumi-
num alloy but increase strength and elastic modulus.
However, fracture toughness and SCC resistance are
lowered.

Alloy 6061 is susceptible to SCC in the T4 temper
if slow quench follows high heat treat temperature.
However, the T6 temper (fully aged) imparts high
SCC resistance.

Exfoliation is a form of corrosion that occurs along
grain boundaries in rolled aluminum alloy sheet and
plate products. Corrosion often initiates at exposed
grain boundaries (end-grain attack) or at pit sites that
have exposed the elongated grain microstructure to
the environment.The voluminous corrosion products
of aluminum, Al(OH)3, introduce internal stresses
that are sufficiently to cause exfoliation, that is, lifting
off of material in layers that comprise corrosion
products and unaffected metal. Exfoliation resistance
is derived from the absence of second phase precipi-
tates, especially at grain boundaries, and where the
free corrosion potentials of the precipitates and matrix
are closely matched. The 5xxx aluminum alloys are
resistant to exfoliation in seawater at Mg additions
<3%. 6xxx series are resistant to intergranular corro-
sion (IGC) except when excess Si is present. Al alloys
5456-H116 and-H117 have been used for boat hull
plates to resist IGC in H321 temper.

As-quenched T3 or T-4 tempers, or naturally
aged 2xxx alloys are prone to SCC and exfoliation,
but only slightly to IGC, whereas 7xxx alloys are
more susceptible to IGC. Overaging to T6 and T8
tempers improves SCC and exfoliation resistance but
not IGC. As for 2xxx alloys, rapid quenching and
overaging increases resistance significantly, for exam-
ple, 7075-T63 and T-73, 7178-T76.

Cathodic protection can mitigate SCC of alumi-
num alloys when they are polarized to a potential in
the �1.2 to �1.4 V (SCE) range. However, overpro-
tection, for example, with Mg anodes, and especially
quiescent conditions raise the surface pH signifi-
cantly as OH� ions accumulate at the aluminum
alloy surface. The high-pH conditions can result in
‘cathodic corrosion’ of the aluminum alloy by the
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formation of an aluminate complex:

Alþ 2OH� ! AlO�
2 þH2

Seawater flowing at moderate velocities can prevent
build-up of OH�, and hence reduce risk of cathodic
corrosion. Even in quiescent conditions, the cathodic
corrosion issue for aluminum alloys can be almost
entirely eliminated by the use of zinc anodes for
cathodic protection.

Aluminum is an active metal in the galvanic series.
Therefore, in principle, it could be considered for
cathodic protection of carbon steel and other engineer-
ing alloys. However, the application is not straightfor-
ward. As stated earlier, a passive Al2O3 film usually
forms on aluminum and its structural alloys. This is
contrary to the requirements of a sacrificial anode
material which must corrode efficiently to provide
protective current for cathodic protection. Thus alumi-
num is alloyed with small amounts of Zn or Sn and
trace levels of In or Sn (although Hg was used previ-
ously) to activate the aluminum surface. Aluminum
alloys find widespread usage as sacrificial anodes in
seawater, for example, on offshore platforms and pipe-
lines because of their significant weight advantage and
high current capacity (Ah kg�1) compared to zinc. The
development and performance of aluminum anodes
have been reviewed extensively in the literature.

2.18.11 Magnesium

Magnesium and its alloys are not normally utilized
in seawater because they are highly reactive. Reduction
of DO is not normally the primary cathodic reaction,
but rather the reduction of water to evolve hydrogen.

This reaction occurs particularly easily on cathodic
impurities inMg such as Fe, Cu, Cd, Zn, Ni, and so on.
Being anodic and very reactive, corrosion of Mg is
greatly accelerated by galvanic coupling to most other
engineering materials, for example, carbon steel, stain-
less steels, nickel-based alloys, copper-based alloys,
titanium alloys, and so on. In fact, Mg sacrificial anodes
are widely used for cathodic protection of steel used in
soil environments. Use ofMg for cathodic protection in
seawater environments is rare because of the risk of
overprotection of steel, which can cause hydrogen
embrittlement in high strength steels, cathodic blister-
ing and disbondment of coatings, and cathodic corro-
sion of amphoteric materials such as aluminum alloys,
and high rate of self corrosion of the magnesium.

Mg alloys have been used in a very limited capacity
for deep-sea diving suits – the main attraction being

very light weight due to the low density of Mg. How-
ever, theMg has to be properly coated to prevent direct
contact with seawater which would otherwise result in
severe corrosion. This could be especially catastrophic
at any holidays in the coating if the Mg was inadver-
tently coupled to a cathodic material.

The very high corrosion rate of Mg can be used to
advantage in special applications, for example, ‘time
release’ links on oceanographic instruments deployed
in deep ocean environments.

2.18.12 Zinc

Although zinc is also an active metal in the galvanic
series, it is much less reactive than magnesium. While
the self corrosion of zinc is surprisingly low, its other
major limitations are similar, that is, susceptibility to
galvanic attack when coupled to steel, stainless steels,
copper alloys, and so on. Historically, zinc is the most
common sacrificial material used for cathodic protec-
tion in seawater.

2.18.13 Nonmetallic Materials

Nonmetallic materials do not generally corrode in
the same manner as metals and alloys in seawater,
that is, by thinning. Instead, they may suffer marine
borer attack which is usually not very deep, except
in wood. In addition, nonmetallics may undergo
swelling and some reduction in mechanical strength –
which is usually less for synthetic materials than those
derived from nature (e.g., to make ropes). Deterioration
is generally greater in warm seawater and close to the
seabed. Other hazards are fish bites, for example, on
cables. Results of long-term exposures of polymeric
materials have been reviewed.167,168 Nonmetallic
materials are often reinforced to increase strength, for
example, glass fibers in epoxy resins, carbon fibers in
epoxies and aluminum, steel in concrete, and so on.
Reinforcements can affect the performance of the
composite material in seawater, for instance, carbon
fibers can accelerate galvanic corrosion of aluminum
and corrosion of steel reinforcement can lead to spal-
ling of concrete. Rubber linings and reinforced poly-
mer (e.g., flake glass polyester) coatings applied to
metal substrates can provide corrosion protection.
However, elastomers exhibit reduction in elongation
with prolonged exposures; silicone–rubber and ester-
based polyurethanes deteriorate more extensively.
Thus, meticulous attention to selection, application,
inspection, and maintenance is essential for successful
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usage. While they may provide adequate corrosion
protection, the major limitations of polymeric materi-
als include elevated service temperatures, high pres-
sure containment, and fatigue life.

For seawater service, concretewith sulfate resistance
(Type V cement) must be specified. The steel rein-
forcement requires corrosion protection for long-term
performance, for example, by cathodic protection.
Ceramics are generally considered resistant to seawater.

2.18.14 Corrosion Protection
Methods

In principle, most of the methods used for corrosion
control in other aqueous environments are applicable to
seawater. However, themajor factors contributing to the
corrosivity of seawater that must be taken into consid-
eration include high chloride and sulfate content, pres-
ence of microorganisms, biofouling, and putrefaction.

Carbon steel corrodes in aerated seawater at rates
that require either a corrosion allowance or other
means of corrosion control if a long service life is
required. Corrosion allowance requires careful mon-
itoring to avoid unexpected failures. It is probably
most useful for applications where some areas of
localized perforation caused by seawater can be tol-
erated without loss or mixing of fluids, or reduction
in structural (load-bearing) properties, for example,
nontubular structural support members.

Coatings are the most common method of corro-
sion control. Apart from suitability for seawater ser-
vice, the single most important requirement for a
successful coating is proper surface preparation and
application conditions – which are often best
achieved under shop conditions. Once a coating sys-
tem is applied, even under initially optimal condi-
tions, repairing or replacing it in service can be
extremely challenging. For applications such as the
underwater areas of ship hulls, it is fairly easy to
perform coating inspections, repairs, and replace-
ments during periodic dry docking. In the case of
fixed structures, such as offshore platforms and pipe-
lines, similar access to the underwater areas is almost
impossible. Building cofferdams around the structure
and evacuating them to carry out repairs and repla-
cements can only be done more economically in very
shallow waters. Although some coatings that can be
applied underwater (e.g., by divers) are available, they
are fraught with problems, for example, surfaces can-
not usually be adequately cleaned and prepared, and
coating application and inspection are very difficult.

Hence, such coatings are typically only considered
for emergency situations. Antifouling coatings are
utilized on ships for controlling macrofouling. Pres-
ently, most antifouling coatings contain either copper
or cuprous oxide as the antifouling agent. Other coat-
ings based on low surface energy are also available to
minimize adhesion of macrofouling, but they are
more expensive. Both types of coatings are consumed
with time and lose their effectiveness, and thus need
replacement periodically.

As mentioned previously, it is possible to protect
simple structural steel shapes by sheathing. For
example, splash-zone areas on offshore platforms
have been successfully protected by alloy 400
(nickel–copper) or 90/10 CuNi sheathing. Hot risers
are not usually protected by sheathing because of
periodic visual inspection requirements that would
require removal of the sheathing. Metallurgically
cladding steel with a more corrosion resistant alloy
can also be used but is again applicable to only
relatively simple geometries such as piping.

The most widely used method for corrosion con-
trol of steel structures immersed in seawater is
cathodic protection using sacrificial zinc or alumi-
num anodes. Cathodic protection is only effective
below the waterline, regardless of tide level. Cathodic
protection and coatings complement each other if
they can be used together for corrosion control. The
coating reduces the area of metal requiring protec-
tion; conversely, cathodic protection can extend the
coating life. However, it is essential to select a coating
that is compatible with cathodic protection to obviate
cathodic disbondment (blistering) of the coating. The
anode material must meet tight alloy composition
and performance requirements before it is specified.
Sacrificial anodes generally require no maintenance,
except replacement when consumed. However, it
must be recognized that replacement of anodes
on stationary structures is difficult and very costly;
thus, in such cases, the original anodes are typically
designed to last the life of the structure (e.g., 30 years).
Impressed current cathodic protection systems serve
the same function but, contrary to popular belief,
require more attention, for example, in monitoring
proper operation of rectifiers and reference
electrodes, especially for systems with automatic
control, stray current effects, diver safety concerns,
and so on. Impressed current anodes based on plati-
nized niobium are now preferred in seawater over
platinized titanium because of the much higher
breakdown voltage of niobium (�70 V) compared to
titanium (�9V). Cathodic protection of structures
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and components in seawater is extensively covered in
the published literature.

Calcareous deposits (discussed previously),
formed in seawater on cathodically protected metal
surfaces are essential for polarization of the structure,
and to achieve significant reduction in current
demand by the structure. Although used extensively
for carbon steels, cathodic protection can also be
used to mitigate corrosion of nonferrous materials
in seawater, for example, for pitting and crevice cor-
rosion of stainless steels. In fact, carbon steel can be
used as sacrificial anode material. Cathodic protec-
tion can also be effective for controlling galvanic
corrosion between dissimilar materials, for example,
between waterbox, tube sheet, and tubes; and ero-
sion–corrosion of copper alloys, for example, inlet-
end impingement in heat exchangers.

Cathodic protection for corrosion control in the
interior of pipes has been investigated but is not
commonly used for a variety of reasons. The biggest
problem is limited ‘throwing power’ of the protective
current. Thus, depending on pipe size, an anode may
be required, say, every few meters for protecting bare
steel. Continuous anodes along the length of the pipe
for internal cathodic protection have also been in-
vestigated but present many limitations including
economics.

Modification of the seawater by deoxygenation is
an effective method of corrosion control. As discussed
previously, it is used in a number of applications, for
example, MSF desalination and seawater injection
during secondary recovery. For steels, while corro-
sion rate decreases with oxygen content, it increases
markedly at elevated temperatures even when only a
few hundred parts per billion oxygen is present.
Thus, effective control and monitoring of oxygen is
essential for this method of corrosion control, espe-
cially at high temperatures. Deaeration has not been
found to be harmful for passive materials such as
stainless steels that often rely on oxygen for film
healing.

Conflicting requirements often preclude use of a
single material in most engineering applications. Since
dissimilar materials are often unavoidable, the issue of
galvanic corrosion must be addressed. In principle,
electrical isolation between anode and cathode mem-
bers can be effected by using nonconductive (insulat-
ing) hardware to mitigate galvanic corrosion. However,
in many applications, this is difficult to achieve
because alternative electrical grounding paths exist,
for example, hangers or pedestal supports in piping
systems. In many systems, however, even if electrical

isolation is possible, it is not permitted for personnel
safety reasons, for example, electrical safety codes may
preclude galvanic isolation in systems where ground
fault currents would otherwise pose potential electri-
cal shock hazards. In design, a small cathode/anode
area ratio is usually selected to minimize galvanic
corrosion. Coating either the cathode or both the
cathode and anode can be a practical means of
controlling galvanic corrosion. The anode alone
should not be coated since inevitable holidays and
flaws in the coating can severely accelerate corrosion
attack at those locations because of the resulting very
adverse anode/cathode area ratio. However, it should
be recognized that coatings for galvanic corrosion
control have limitations where they are difficult to
apply and maintain, and where they can incur damage
rather easily, for example, in pumps.

Mitigation of galvanic corrosion in piping systems
at dissimilar-metal flanged-joints, without electrical
isolation, has been addressed in a number of ways.
Since the galvanic corrosion damage of the anodic
material is restricted over a relatively short distance
that is either known from experience or can be deter-
mined by mathematical modeling, one approach is to
insert a heavier-wall waster spool between the origi-
nal anode and cathode. The length of the spool piece
is a function of the pipe diameter and polarization
characteristics of the cathode.169 Consumption of the
waster spool piece can be monitored, for example, by
ultrasonic thickness gauging from the outside, so that
it can be replaced in a timely manner. A novel tech-
nique known as the ‘bi-electrode’ method170,171 has
been proposed to control galvanic corrosion. Two
ring or sleeve electrodes with inert metal surfaces
are inserted in the piping system on either side of
the joint. The sleeves which are electrically isolated
from the piping system are polarized with respect to
each other by an external DC power supply, such that
the electrical field created by current flow annuls the
galvanic current. Since the galvanic current can vary
with operating conditions such as flow, temperature,
oxygen content, and so on, the externally applied
counter current between the bielectrodes has to
adjust automatically – a problem that has been
found to be challenging to date.

For many components, coatings and/or cathodic
protection are not practical methods of corrosion
control, for example, pumps, valves, entire heat
exchanger tubing in shell-and-tube heat exchangers,
plates in plate-and-frame heat exchangers, internal
piping, and so on. In such cases, corrosion resistant
materials must be selected. The selection is based on
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practical experience and test data. For example, as
discussed earlier, Type 304 and 316 stainless steels
are unsuitable materials for seawater service because
of extreme susceptibility to crevice corrosion in aer-
ated seawater; in other words, they should not be
used for immersion service in seawater without
protection (e.g., cathodic protection) if crevices are
present. The use of a resistor-controlled cathodic
protection system has been proposed for control-
ling internal corrosion in chlorinated stainless steel
piping systems.172,173

Unfortunately, selection of more highly alloyed
grades such as Type 317 stainless steel or alloy 825
that contain greater amounts of Cr and Mo does
not bestow sufficient resistance to crevice corrosion.
Crevice corrosion initiation time is usually longer in
cold seawater. Conversely, it is known that localized
corrosion susceptibility increases with increasing
temperature. Critical pitting and critical crevice
corrosion temperature data are used to provide
guidelines for the upper limits of alloys. For exam-
ple, it is generally recommended that superausteni-
tic 20Cr–25Ni–6Mo stainless steels should not be
subjected to seawater temperatures >�35 �C for
prolonged periods. Pitting resistance equivalent
numbers (PREN) based on alloy composition (pri-
marily Cr, Mo, and N) have been advocated as indi-
cators of localized corrosion resistance of stainless
steels and nickel-based alloys in seawater and other
chloride environments. However, crevice corrosion
resistance does not depend just on alloy content; it is
also affected by crevice geometry, tightness, depth,
crevice-forming materials, their deformability, and
surface finish of both the crevice formers and the
alloy in question.174 Thus, although many materials,
such as Ni–Cr–Mo–Fe alloy C-276, have very high
resistance to crevice corrosion in seawater, they are
by no means completely immune under all crevice
conditions. This is also the case with titanium, which
is very resistant to localized attack in seawater at
ambient temperatures, but is susceptible to crevice
corrosion at>70 �C. Titanium alloys containing noble
metals additions, such as palladium in grade 7, aremore
resistant to crevice corrosion.

Copper–nickel alloys have been successfully used
for heat exchanger piping, waterbox and sheathing
applications in clean seawater. In the freely corroding
condition, they are resistant to macrofouling but not
entirely immune. Their major limitations are high
susceptibility to accelerated corrosion by sulfides, for
example, in polluted seawater and bottom silt; or gen-
erated in situ as a result of putrefaction of stagnant

seawater by sulfate reducing bacteria. Avoiding contact
with polluted seawater is difficult in certain situations,
for example, when shipboard piping and heat exchan-
gers are commissioned in harbors. Guidelines based on
practical experience suggest that the risk of sulfide
production and consequent initiation of corrosion of
copper–nickel alloys increases when they are exposed
to stagnant seawater in closed systems for more than
�2 days. Thus, it is imperative that such conditions be
avoided by draining the system, flushing with fresh
water and drying, if possible. Alternatively, the water
can be treated with suitable biocides that are compati-
ble with the alloy. Nickel aluminum bronze pumps
have been used successfully in unpolluted seawater.
This is not a good choice of material for auxiliary
pumps because of the risk of seawater putrefaction
during protracted standby periods and hence sulfide
attack. However, heat treatment is necessary to pre-
clude dealloying, especially in the heat-affected zones
associated with welds, and the consequent increased
risk of fatigue cracking. Such areas are often beyond
the reach of cathodic protection from bare steel piping
that might be beneficial in other situations where the
current ‘throwing power’ is more effective.

Other factors that need to be considered in the
selection of copper-base alloys include sensitivity to
erosion–corrosion at high flow rates and galvanic
corrosion when coupled to stainless steels, titanium,
and Ni–Cr–Mo alloys. For instance, copper–nickel
heat exchanger tubes that have suffered from sulfide
and/or erosion–corrosion attack are often retubed
with titanium. This results in unacceptable galvanic
corrosion of the copper–nickel tube sheet. This situ-
ation is usually alleviated by the application of
cathodic protection which must be controlled and
monitored carefully to preclude hydriding of the
titanium tubes that can be caused by overprotection.
Tube support plate spacing also has to be addressed
to preclude vibration of the low-modulus, thin-
walled titanium tubes, and subsequent mechanical
fatigue failure.

Chlorination is widely used for controlling bio-
films and macrofouling; the latter interferes with
seawater flow. Both biofouling and macrofouling can
initiate corrosion of engineering materials such as
many stainless steels, nickel–copper alloys, and even
some copper-based alloys. At low levels, �0.5 ppm
residual, chlorine does not accelerate corrosion of
these materials or carbon steel significantly. However,
as the chlorine concentration increases to �1–2 ppm,
risk of general corrosion on the active metals and
localized corrosion on certain passive metals
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increases. Reduction of galvanic corrosion of certain
materials, for example, copper-alloys coupled to
stainless steels and nickel alloys, has been observed
especially in laboratory tests and explained on the
basis of biofilm suppression and attendant reduction
reaction kinetics on the cathode. As the chlorine
content increases to �5 ppm or more, corrosion pro-
pensity of many stainless steels and nickel–copper
alloys increases noticeably. Titanium is unaffected
by even very high levels of chlorine in seawater – in
fact, titanium electrodes are commonly used in the
electrolytic cells to generate chlorine from seawater.

2.18.15 Test Methods

Test methods for assessing materials performance in
seawater are extensively described in the literature and
standards. In principle, most of these test methods are
not applicable exclusively to seawater. However, it is
important to recognize the important differences
between natural seawater that contains micro and
macroorganisms that can influence corrosion behavior
of materials, and synthetic seawater that does not
contain representative species which mimic biological
effects. The equipment used for testing in seawater
must also be corrosion resistant to prevent test inter-
ruptions or confounding of results by extraneous cor-
rosion products introduced into the system.
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Glossary
Aerobic The presence of oxygen in an environment

(including oxygen from the air).

Anaerobic The absence of oxygen in an

environment (including oxygen from the air).

Backfill Material that is applied around the

component that is buried.

Bacteria Unicellular microorganisms, typically a

few micrometers in length and having many

shapes including spheres, rods, and spirals.

Biogenic Arising from living processes.

Brownfield site Former commercial or industrial

site, earmarked for commercial development

or industrial projects. Potentially contaminated

land.

Cathodic protection A decrease of corrosion rate

of a metal by cathodic polarization such that

the net anodic current is decreased.

Clay Natural constituent of soil. Comprises particles

of less than 0.005mmmean diameter (<5mm).

Conductivity The specific ability of a material to

conduct ionic or electronic charge. In SI

units, the conductivity is defined as the

conductance (in Siemens or Ohms�1)

between the opposing faces of a cube of

side 1m2 (SI units: Sm�1).
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Corrosion product A species formed as a result of

corrosion; most commonly a solid (e.g., rust)

but may be liquid, gaseous, or ionic.

Corrosion protection A process of modification to

a material or its corrosive environment such

as to decrease its corrosion rate.

Corrosion rate The rate at which corrosion

proceeds. It may be expressed as loss of

thickness or cross-section (e.g., mmyear�1),

as a rate of mass loss per unit area (e.g.,

gm�2 d�1), or via Faraday’s Law, as a current

density (e.g., Am�2). Although the term

implies that corrosion rate is constant, this is

not always the case.

Corrosivity assessment or aggressivity

assessment Estimation of likely corrosion rates

that will occur on metal/alloys in a particular

soil environment on the basis of

consideration of soil type, resistivity, soil and

groundwater chemistry, etc. Also referred to

as aggressivity assessment.

Disturbed soils Soils that are mechanically

disturbed, for example, by excavation.

Electrical resistance (ER) Method for measuring

corrosion rate where metal loss of a probe

element is determined by measurement of

electrical resistance of the element.

General corrosion or uniform corrosion A form of

corrosion that results in a more-or-less

uniform thickness loss from the surface of a

material.

Graphitic corrosion A form of corrosion of grey

cast iron in which the metallic constituents

are selectively removed leaving the graphite

(often called ‘graphitization,’ although the

latter term is deprecated because of its

alternate use to describe the formation of

graphite, for example, by the decomposition

of carbides in steel).

Greenfield site Agricultural or forest land or

undeveloped (virgin) site earmarked for

commercial development or industrial

projects.

Groundwater Natural water contained within soil.

Hot-dip coating or galvanizing A method of

application of a coating by immersion of a

material in a bath of molten metal: for

example, hotdip galvanizing, for the

formation of a zinc coating on steel.

Linear polarization (1) The approximate linear

dependence between current density and

potential at low values of electrode

polarization (typically less than ��10mV).

(2) An electrochemical test method that uses

the principle of linear polarization to derive an

estimate of the electrode reaction (e.g., the

corrosion rate). Not the same as Ohm’s law.

Long-line corrosion Form of differential

concentration corrosion, occurring on

pipelines crossing different soil conditions or

for piles crossing different soil layers. The

large surface area in benign/aerated

conditions causes increased corrosion in

more active/deaerated conditions. See also

macro-cell corrosion.

Macro-cell corrosion Form of differential

concentration corrosion.

Metabolism The complete set of chemical

reactions that occur in living cells. These

processes are the basis of life, allowing cells

to grow and reproduce, maintain their

structures, and respond to their

environments.

Microbially influenced corrosion (MIC) A form of

corrosion that is associated with the

presence of microorganisms, including

bacteria, fungi, and algae. Corrosion is

commonly influenced by the metabolites of

the organism and/or by the production of a

biofilm.

Microorganism or microbe An organism that is

microscopic (too small to be seen by the

human eye). The study of microorganisms is

called microbiology. Microorganisms can be

bacteria, fungi, archaea, or protists, but not

viruses and prions, which are generally

classified as nonliving.

Moisture-holding capacity of a soil A term

applied to the ability of a soil to hold water

present in the form of capillary water.

Nondisturbed soils Soils in the natural state that

have not been affected by excavation.

pH The negative logarithm of the hydrogen ion

activity defined as pH=�log10 aH
+ , where

aH + is the activity of the hydrogen ion in an

electrolyte.

Pit A cavity in the surface of a material that extends

into its interior.

Pitting (corrosion) A form of localized corrosion

that results in the formation of pits, often

associated with a cover of corrosion product

or perforated metal over the pit.
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Polarization resistance The slope (dE/di ) at the

corrosion potential of the current density

versus electrode potential under Linear

Polarization. The polarization resistance is

inversely proportional to the corrosion rate

provided that charge transfer is the

controlling electrode reaction. See also

Charge Transfer Resistance.

Redox An abbreviation for reduction–oxidation.

Redox potential The equilibrium potential of an

inert electrode (such as platinum) in a

solution; a measure of the oxidizing or

reducing tendency of the solution.

Reference electrode An equilibrium half-cell

electrode of reproducible potential against

which an unknown electrode potential can

be measured. Commonly used examples

include the standard hydrogen electrode

(Pt, H2/H
+), the calomel electrode

(Hg/Hg2Cl2/Cl
�), and the silver/silver chloride

electrode (AgCl/Cl�).
Resistivity The inverse of the conductivity of a

material or solution.

Sabkha A flat area between a desert and an ocean,

characterized by a crusty surface consisting

of evaporite deposits (including salt,

gypsum, and calcium carbonate), windblown

sediments, and tidal deposits.

Sand Natural constituent of soil. Comprises

particles of mean diameter 0.07–�2mm in

size (70–2000 mm).

Selective backfill Backfill material that has been

selected to exhibit specific properties,

particularly material of low corrosivity.

Silt Natural constituent of soil. Comprises particles

of mean diameter 0.005–0.07mm (5–70 mm).

Sulfate-reducing bacteria (SRB) Term describing

several groups of anaerobic bacteria that use

sulfate as an oxidizing agent for their energy-

generating metabolism, reducing it to sulfide,

which appears as H2S, sulfide ions, metal

sulfides, or a combination of these forms

according to the conditions.

Standard hydrogen electrode (SHE) A redox

electrode which forms the basis of the

thermodynamic scale of oxidation–reduction

potentials. The potential of platinum

electrode in an acid solution with

aH+=1mol kg�1, purged with hydrogen at a

pressure of 101 325Pa, which is declared to

be zero at all temperatures.

Stray-current corrosion A corrosion process

caused by unwanted currents flowing

through paths other than the intended

circuit and usually arising from an adjacent

direct current source (e.g., traction supply,

welding station, cathodic protection

supply) or from an induced alternating

current source (e.g., power transmission

conductors).

Substrate (1) The base material on which a coating

is present. (2) Any substance (other than

materials required in trace quantities only)

required for the growth or metabolism of a

microorganism.

Thermal spraying A process for the application of

a coating to a substrate by forming an

atomized spray of small particles of molten

material and directing onto a substrate with a

suitable profile.

Underground corrosion A process involving

corrosion of a buried material where the

earth’s soil forms a component of the

corrosive environment.

Abbreviations
ASTM American Society for Testing and Materials

AWWA American Water Works Association

BC Before Christ

BS British Standards

DC Direct current

DIN Deutsches Institut für Normung e.V. (German

Institute for Standardization)

DIPRA Ductile Iron Pipe Research Association

DMM Design decision model

EN EuroNorm (European Standard)

ER Electrical resistance

HDPE Hugh density polyethylene

LPR Linear polarization resistance

MIC Microbiologically influenced corrosion

MTBF Mean time before failure

NACE National Association of Corrosion Engineers

NBS National Bureau of Standards

PREN Pitting resistance equivalent numbers

PVC Polyvinyl chloride

SHE Standard hydrogen electrode

SRB Sulfate reducing bacteria

TS Tank size

UNS Unified Numbering System
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Symbols
kW, kP Scale constants (mm, mil, g m�2, or oz ft�2)

m, n Shape constants, with n, m � 1 (typically n, m

� 0.33–0.67)

pH Soil pH

t Period of exposure (years)

y Typical variable

Cl Chloride ion content

E(age) Unconditional predicated age to corrosion

failure

M Moisture content

P Pit depth (mm or mil)

P Tank structure-to-soil potential

R Resistivity

S Sulfide content

SC Stray current magnitude

WUniformmetal loss (measured asmm,mil, g m�2,

or oz ft�2)

e Standard error

2.19.1 Introduction

Corrosion in soils (also referred to as ‘underground
corrosion’) is applicable to a wide range of different
components (e.g., pipelines, underground storage
tanks, tubular and sheet steel piles, ground anchors,
power and telecommunication cables, etc.), which are
either directly buried, driven, or otherwise positioned
underground (sometimes referred to as ‘below grade’)
and which can, therefore, be exposed to a wide range
of different conditions (ranging from dry aerated sand
to water-logged anaerobic clay). Any consideration of
the subject of corrosion in soils must address both
natural and contaminated (‘green field’ and ‘brown
field’) sites and must consider ferrous alloys (such as
cast iron, ductile iron, carbon/low-alloy steels, vari-
ous stainless steels), as well as alloys of copper, alumi-
num, zinc, and lead. It must also include the
performance of metallic coatings (e.g., galvanizing
and thermally sprayed coatings). However, in all
cases, the basic corrosion mechanisms are the same
as for corrosion in natural waters. Examples of corro-
sion in soils for different components are shown in
Figures 1–4.

Degradation of buried nonmetallic components
(such as polyvinyl chloride (PVC) or high density
polyethylene (HDPE) pipe) and concrete (including
corrosion of reinforcing steel in buried concrete
foundations) are not considered here.

Figure 1 Corrosion of cast iron pipe (due to external stray
current).

Figure 2 Burst failure of carbon steel oil pipeline (due to

lack of cathodic protection).

Figure 3 Corrosion of buried copper pipe exposed to

H2S containing ground water. Reproduced from Corrosion
Atlas, 3rd ed.; compiled by During, E. D. D.; Elsevier Science

Publishers: London, 1997; (Item 06.05.05.01).
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The main aspect that differentiates corrosion in
soils from corrosion in other natural environments is
the contribution that the soil (and associated ground
water) plays in modifying the corrosion mechanism
and in particular the corrosion rate. In practice, cast
iron, ductile iron, and carbon/low-alloy steels behave
essentially in the same manner for a given soil type
and condition; their corrosion rates can range from
negligible (<0.005mmyear�1) to extremely rapid
(with localized corrosion of >1mmyear�1). The dif-
ferences are related to soil type, soil resistivity,
ground water composition, soil condition, and the
activity of bacteria, especially sulfate-reducing bac-
teria (SRB).

It is not the intention here to provide full details of
soil genesis, for which the reader is directed to spe-
cialist publications1 for a detailed description. How-
ever, an outline description of different soil types and
methods of classification is included, in order to assist
in the understanding of the variations in soil that
directly relate to the corrosion processes.

Corrosion in soils has been studied worldwide
over many years; to date, the most extensive and
comprehensive study was conducted by Romanoff,
for the National Bureau of Standards (NBS) in the
US in the 1950s and 1960s. This work was published
as a series of NBS circulars and presentations,2,3

covering the results of over 37 000 different samples,
comprising numerous different metals/alloys and 95
different soils, exposed for up to 17 years. The work is
still relevant today as the benchmark for describing
performance of various metals and alloys exposed to a
wide range of soils and is the ultimate source for
much of the published data relating to the subject.

Other studies have been carried out since the
work by Romanoff up to the present day in North

America,4,5 the United Kingdom,6,7 Sweden,8

Germany,9 and Russia10 and elsewhere. Whilst these
different studies provide further information on spe-
cific local soils and on alternative/new alloys, the
overall results are complementary to the original
findings of Romanoff.

The original studies of corrosion in soil mainly
concerned pipelines; this was later expanded to
include driven piles. However, since the 1980s
significant interest has also been focused on under-
ground storage tanks, because of increased concern
about environmental damage caused by leaking
tanks, especially for small scale (retail) storage facil-
ities at petrol (gasoline) stations, domestic fuel stor-
age facilities, etc. The long-term performance of
ground anchorage systems (high stressed anchorages,
soil nails, tie-bars, etc.) is another area where there is
an increasing requirement to demonstrate long-term
performance, especially for systems that provide sta-
bilization for major critical civil structures such as
flood defense, dams, bridges, tunnels, etc.

In archaeology, the extent of deterioration of
metals over millennia of exposure is of interest. The
condition of bronze and iron artifacts can vary greatly
depending on local ground conditions.

2.19.2 The Nature of Soils

Encarta Dictionary defines soil as ‘‘The top layer of
most of the Earth’s land surface, consisting of the
unconsolidated products of rock erosion and organic
decay, along with bacteria and fungi.’’ While demon-
strating the natural variability in soils, such a defini-
tion does not fully convey an impression of the
countless variations in soil that occur. The type and
condition of the soil are directly affected by moisture,
principally entering through rainfall, but also from
flooding, tidal action, and human interaction (e.g.,
from irrigation schemes, dewatering, or land recla-
mation schemes), as well as by contamination from
industrial processes. It is the combination of the gen-
esis of the soil and the source of moisture within the
soil that leads to variations in soil chemistry.

Often locations are classed as ‘green field’ or
‘brown field’ sites; green field sites are those where
there has been no previous industrial use, while
brown field sites are locations of former industrial
use (factories, storage yards, waste tips, etc.). For brown
field sites there is, therefore, also the possibility that
contaminated soil may be present, the soil being con-
taminated by the presence of man-made chemicals or

Figure 4 Bronze spearheads (Knossos, Crete,
ca. 1500 BC).
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other human alteration in the natural soil environ-
ment. In addition to the direct discharge of industrial
wastes to the soil, contamination often occurs from the
rupture of underground storage tanks, application of
pesticides, percolation of contaminated surface water,
oil dumping or leaching of wastes from landfill sites.
The most common chemicals involved are petroleum
hydrocarbons, pesticides, and heavy metals.

An important consideration is that statutory or
other routine surveys of contaminated land for data
acquisition are carried out primarily for public health
and environmental reasons and are rarely, if ever,
intended for corrosivity assessment. Most of the
data, thereby, generated are of little or no conse-
quence for soil corrosivity evaluation, whereas other
data of vital importance for appraisal of soil corro-
sivity are often not generated by such surveys. A soil
corrosivity survey is, therefore, a distinct exercise
from a general contaminated land survey.

2.19.2.1 General Soil Texture and Structure

In any assessment of potential corrosivity, it is impor-
tant that the nature of the soil itself is considered;
however, this is a vast topic.1 The more important
aspects on soil texture and structure that follow are
based on the corresponding chapter, by Harris and
Eyre, in the previous edition.11

Soils are commonly named and classified accord-
ing to the general size range of their particulate
matter. Thus, sandy, silt, and clay types derive
their names from the predominant size range of inor-
ganic constituents. Particles between 0.07mm and
�2mm are classed as sands. Silt particles range
from 0.005 to 0.07mm, and clay particle size ranges
from 0.005mm mean diameter down to that of col-
loidal matter.

The proportion of the three size groups will deter-
mine many of the properties of the soil. Although a
number of systems have been used to classify soils
according to texture, the one shown in Figure 5
represents the most commonly used terminology for
various proportions of sand, silt, and clay.

As soils contain organic matter, moisture, gases,
and living organisms as well as mineral particles, it is
apparent that the relative size range does not deter-
mine the whole nature of the soil structure. In fact,
most soils consist of aggregates of particles within a
matrix of organic and inorganic colloidal matter rather
than of separate individual particles. This aggregation
gives a crumb-like structure to the soil and leads to
friability, more ready penetration of moisture, greater

aeration, less erosion by water and wind, and generally
greater biological activity. The loss of the aggregated
structure can occur as the result of mechanical action,
or by chemical alteration such as excess alkali accu-
mulation. Destruction of the structure or ‘puddling’
greatly alters the physical nature of the soil.

Mention should be made of the soil profile (sec-
tion through soil showing various layers) because it is
important to recognize that the soil’s surface gives a
very poor indication of the underlying strata. Pipe-
lines are buried a meter or so and foundations/
anchorages typically more than 10m below surface
soils and corrosion surveys based on surface observa-
tions give little information as to the actual environs
of the pipe when buried.

2.19.2.2 The Clay Fraction

Clays make up the most important inorganic constitu-
ents of soil. They consist of variousminerals depending
on the mineral composition of the parent material, and
on the type and degree of weathering. Often clays may
be grouped in a family series, depending upon the
weathered condition, as, for example, montmorillonite
! illite! kaolinite. Weathering of montmorillonite
causes loss of potassium and magnesium, which alters
the crystalline structure, and eventually kaolinite
results. In this example (and also for other clay min-
eral groups) marked changes occur in the physical
properties of a soil as clay minerals undergo the
weathering process.

Montmorillonite clays absorb water readily, swell
greatly, and confer highly plastic properties to a soil.
Thus soil stress occursmost frequently in these soils and
less commonly in predominantly kaolinitic types. Simi-
larly, a soil high in bentonite will show more aggressive
corrosion than a soil with a comparable percentage of
kaolinite. A chalky soil usually shows low corrosion
rates. Clay mineralogy and the relation of clays to
corrosion deserve attention from corrosion engineers.

2.19.2.3 Aeration and Oxygen Diffusion

The pore space of a soil may contain either water or a
gaseous atmosphere. Therefore, the aeration of a soil
is directly related to the amount of pore space pres-
ent and to the water content. Soils of fine texture due
to high clay content contain more closely packed
particles and have less pore capacity for gaseous
diffusion than an open-type soil such as sand.

Oxygen content of soil atmosphere is of special
interest in corrosion. It is generally assumed that the
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gases of the upper layers of soil are similar in compo-
sition to the atmosphere above the soil, except for a
higher carbon dioxide content. However, biological
activity within the soil tends to decrease the oxygen
content and replace the oxygen with gases from meta-
bolic activity, such as carbon dioxide. Most of the
biological activity occurs in the upper 150mm of soil,
and it is in this region that diffusion would be most
rapid. Factors which tend to increase microbial respi-
ration, such as the addition of large amounts of readily
decomposed organic matter, or factors which decrease
diffusion rates (water saturation) will lead to develop-
ment of anaerobic conditionswithin the soil. Anaerobic
conditions favor the proliferation of SRB, which pro-
duce hydrogen sulfide, sulfide ions, or inorganic sul-
fides according to the conditions and may give rise to
very high rates of localized corrosion under conditions
of near neutral pH and low oxygen concentration,

which would normally be considered benign. Such
situations are discussed in Section 2.19.2.6 below.

The main difference between ‘buried’ and ‘driven’
components relates to the availability or otherwise of
oxygen. Where the components are exposed to ‘back-
fill,’ the soil will normally be aerated (at least initi-
ally), whereas for driven components (i.e., where the
item is placed in ‘undisturbed soil’) the oxygen con-
tent can be negligible and in these cases corrosion of
the bulk of the item will also be negligible (see
Section 2.19.3.5 below).

2.19.2.4 Water Relations

No soil corrosion occurs in a completely dry environ-
ment. Water is needed for ionization of the oxidized
state at the metal surface. Water is also needed for
ionization of soil electrolytes, thus completing the
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circuit for flow of a current maintaining corrosive activ-
ity. Apart from its participation in the fundamental
corrosion process, water markedly influences most of
the other factors relating to corrosion in soils. Its role in
weathering and soil genesis has already beenmentioned.

2.19.2.4.1 Free ground water

At some depth below the surface, water is constantly
present. This distance to the water table may vary
from a <1m to >100m, depending upon the geolog-
ical formations present. Only a small amount of the
metal used in underground service is present in the
ground water zone. Such structures, as well as casings
and under-river pipelines, are surrounded by ground
water. The corrosive conditions in such a situation
are essentially those of an aqueous environment.

2.19.2.4.2 Gravitational water

Water entering soil at the surface from rainfall or
some other source will tend to move downwards.
This gravitational water will flow at a rate governed
largely by the physical structure regulating the pore
space at various zones in the soil profile. An impervi-
ous layer of clay, a ‘puddled’ soil, or other layers of
material resistant to water passage may act as an
effective barrier to the gravitational water and cause
zones of water accumulation and saturation. This is
often the situation in highland swamp and bog for-
mation. Usually, gravitational water percolates rap-
idly to the level of the permanent ground water.

2.19.2.4.3 Capillary water

Most soils contain considerable amounts of water
held in the capillary spaces of the silt and clay parti-
cles. The actual amount present depends on the
soil type and weather conditions. Capillary moisture
represents the important reservoir of water in soil,
which supplies the needs of organisms living in or on
the soil. Only a portion of capillary water is available to
plants. The moisture-holding capacity of clay is much
greater than that of a sandy type soil. Likewise, the
degree of corrosion that occurs in soil will be related
to its moisture-holding capacity, although the com-
plexities of the relationships do not allow any direct
and simple quantitative predictive application.

2.19.2.5 Variable Conditions

An important aspect of corrosion in soil is the effect
that varying soil type and composition have on cor-
rosion, giving rise to different conditions on different
sections of a buried structure; this could be due to

changes in moisture content, soil structure (clay to
sand), or soil chemistry (pH, chloride concentration,
oxygen content, etc.), resulting in galvanic corrosion.

For horizontal systems (i.e., pipelines, metallic
cable sheaths, etc.), such processes are often referred
to as ‘long-line corrosion’ where the pipeline crosses
from one soil condition to another. Vertical changes
in conditions are equally important, principally for
driven components (such as piles or soil nails). The
effect can be extensive, with the section of a structure
in the higher pH, low chloride, or more aerated
ground acting as a large cathode over tens or even
hundreds of meters in length, leading to accelerated
corrosion in the lower pH, deaerated, or higher chlo-
ride areas. A classic example is that of a pipeline
running in normally high resistance, well aerated
sand crossing an area of sabkha (i.e., salt rich desert
area). Sabkha, being very high in salt content and
generally low resistivity ground, is naturally more
corrosive than the surrounding sand and hence would
result in naturally higher corrosion rates. However,
for a continuous pipeline, the line sections in the
adjacent, normal sand also act as a good cathode,
increasing the rate of attack in the shabka area.

2.19.2.6 Effect of Bacterial Activity on
Corrosion in Soils

Microorganisms or ‘microbes’ are commonly defined
as living entities that are too small to be visible to the
human eye. Soils that contain more than a few per-
cent moisture abound with an incalculable variety of
microbial activity. However, fundamentally, the vast
majority of those microbes perform a single overall
metabolic function to mineralize organic matter of
plant and animal origin and ultimately to convert it to
carbon dioxide, inorganic nitrates, inorganic phos-
phates, etc. Such microbes, termed ‘heterotrophs,’ have
little direct relevance to corrosion of buried metal.

A more detailed account of microbially-influenced
corrosion (MIC) is presented in Chapter 2.20, Cor-
rosion in Microbial Environments of this work,
to which the reader is referred. In the context of
soils, the most important group of microorganisms
associated with corrosion belongs to the specialized
group of bacteria known as sulfate reducing bacteria
(SRB); the vast majority of MIC failures are related to
their activities.

SRB thrive in oxygen-free soils and other anaero-
bic environments, where they obtain their required
carbon from organic nutrients and their energy from
the reduction of sulfate ions to sulfide. Waterlogged
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soils often provide ideal environments for SRB pro-
liferation, especially in brackish or estuarine water
areas, which contain abundant sulfate ions. Sulfide
appears as hydrogen sulfide (H2S), sulfide ions, metal
sulfides, or a combination of these according to con-
ditions. Sulfides are highly corrosive to many metals,
mainly because they form complex semiprotective
layers that are also conductive and cathodic to the
parent metal, leading to intense localized (shallow
pitting) attack in areas of film breakdown. In the case
of ferrous metal corrosion, the characteristic black
iron sulfide (FeS) corrosion products liberate H2S on
acid treatment, distinguishing it from black iron oxide
(magnetite). The corrosion products are often loose
and when dislodged exhibit pits lined with bright
metal corresponding to areas of anodic dissolution,
but are sometimes also hard and adherent. Typical
pictures of the morphology of this type of attack are
shown in Chapter 2.20, Corrosion in Microbial
Environments.

The effect of high SRB activity to corrosion rates
in soils and corrosivity assessments are described in
the relevant sections of this chapter (below). Suffice
to say at this point that the most severe conditions
with respect to MIC typically occur under conditions
of low oxygen content and near-neutral pH, which
would be otherwise regarded as benign. In this
respect, low oxidation/reduction (redox) potential is
an important indictor of intense SRB activity.

2.19.3 Corrosion Rates in Soils

2.19.3.1 Carbon and Low Alloy Steels

Themonumental work of Romanoff,2 which still forms
the basis of much of our understanding of corrosion in
soils, demonstrated that, in practice, all ferrous alloys
(cast iron, wrought iron, mild steel, low carbon steel,
etc.) are attacked at essentially the same rate in a
particular soil. However, the rate of attack is not nor-
mally linear with time and can generally be modeled
by an exponential relationship, as shown in eqn [1]:

W ¼ kw � tm or P ¼ kp � t n ½1�
where t is period of exposure (years); W, uniform
metal loss (measured as mm, mil, gm�2 or oz ft�2);
P, pit depth (mm or mil); kW, kP, scale constants (mm,
mil, gm�2 or oz ft�2); m, n, shape constants, with n,
m� 1 (typically n, m � 0.33–0.67).

The scale and shape constants are dependent on
the soil. For example, data for different ferrous mate-
rials exposed to two different soil types (sand and

clay respectively) over a 17 year period are shown in
Figure 6, which presents both the raw data and the
calculated regression lines for the two conditions.
The shape constants are 0.702 in clay and 0.809 in
sand (independent of units), with scale constants of
0.636 and 0.215mm for clay and sand, respectively.
The error bands shown in Figure 6 are the 95%
prediction range from linear regression analysis of
the data which gives factors of 	 10�0.094 for clay
and of 	 10� 0.236 for sand. Because the data follow
an exponential relationship, a plot of log(y) versus
time takes the form of a straight line, which allows
the standard error (e) of the predicted value of log(y)
to be obtained. The 95% prediction limit (for log(y))
is given as �1.96�e; the corresponding limit is for y is
then given by 10�1.96�e.

However, while Romanoff found that, in general,
all ferrous material alloys behaved similarly in the
same soil, some low alloy steels did show variable
performances in specific soil types. Generally steels
with chrome content of �5% (with or without
molybdenum, at �0.5%) exhibited corrosion rates
(weight loss or pitting) of about half of that plain
low alloy/low carbon steels, except in very poorly
aerated conditions, where they exhibited greater
pitting, as shown in Figure 7 (steels D, E, and H).

In the presence of high SRB activity, see Section
2.19.2.6, special considerations apply and localized,
shallow pitting corrosion may be much higher than
would otherwise be expected. In some instances, cast
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iron pipes of 8mm thickness have become perforated
within a year under such conditions, while perforation
rates of 1–2mmyear�1 at ambient temperature are not
uncommon. Under anaerobic/aerobic cycling condi-
tions, where SRB mediated sulfide corrosion may be
exacerbated by the production of elemental sulfur,
and/or at elevated temperatures corrosion rates of
3–5mmyear�1 may be encountered.

2.19.3.2 Other Metals and Alloys

Romanoff obtained only limited experimental data for
stainless steels in soils, as summarized in Table 1,
which shows improved performance with regards
to both general metal loss and pitting except for
ferritic steels (grade UNS S41000/EN 1.4006 and
UNS S43000/EN 1.4016), which were still relatively
high at 0.75 and 0.31mmyear�1, respectively.

Since the work carried out by Romanoff, a wider
range of stainless steels are now available for pipework,
tanks, and anchorage systems. Typically, the higher the
pitting resistance equivalent number (PREN) the bet-
ter the corrosion resistance for stainless steels in soils
and with the main factor being consideration of chlo-
ride content and resistivity, SRB can also attack stain-
less steels.12

The corrosion behaviors of other metals, includ-
ing copper, lead, and zinc obtained by Romanoff2 are
summarized in Figure 8 for exposure in a combina-
tion of several different soil types and for tidal marsh,
clay, and sandy loam.

2.19.3.3 Influence of Soil Parameters on
Corrosion Rate

Romanoff concluded that the main parameter that
influenced the corrosion rate of ferrous materials
was the extent of aeration, with the highest corrosion
rates occurring in soils with poor or very poor aera-
tion (poor or very poor drainage) compared to lower
corrosion in soils possessing good aeration (good
drainage). Pooled data for steel samples from 47 test
sites2 grouped by degree of aeration as defined by
Romanoff are shown in Figure 9. However, it is clear
that aeration alone is insufficient to account for the
variability among different soils.

The same pooled data from Romanoff, if grouped
by resistivity, soil type, pH, or salt content, show similar
levels of correlation. Consequently, these factors have
been incorporated into the development of various
methods for assessing corrosivity, as described later.
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Table 1 Corrosion performance of some stainless
steels

Stainless steel grade General
metal loss
(mmyear)

Pitting
rate
(mmyear)UNS system EN system

S41000 1.4006 750 � 650 68 � 44

S43000 1.4016 310 � 280 65 � 31

S30400 1.4301 7.8 � 7.2 15 � 8.0

S31600 1.4401 1.3 � 0.88 0.42 � 0.82
S30200 1.4319 0.37 � 0.30 0.91 � 1.8

S30900 1.4822 0.15 � 0.11 0.91 � 1.8

Source: Modified from Romanoff, M. Underground Corrosion;
National Bureau of Standards, Circular 579 (April 1957);
[Republished by NACE International, Houston, Texas, USA, 1989
ISBN 0–915567–47–4].
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2.19.3.4 Long-Term Corrosion Rates in the
Soil Environment

For most engineering applications, the rate of deteri-
oration is considered over periods ranging from 20 to
100 years; however, corrosion in soils is a rare instance
where exposure periods of more than 1000 years may
also be relevant, both for strategic storage facilities
(nuclear fuel storage, national archives, etc.) and with
regard to archaeological artifacts.

In fact, ancient historical periods are defined by
the metallurgy that was available at the time, from the
Copper Age (4000–3500 BC), various Bronze Ages
(Early 3500–2000 BC, Middle 2000–1600 BC, and
Late 1600–1100 BC), and Iron Age (from 1100 BC
to 500 AD). Lead was also widely used from 3000 BC
onward. The different natural corrosion rates for the
various metals and alloys, together with the soil con-
ditions in which the metallic items were left, lead to a
wide variation in the quantity and condition of arti-
facts found in archaeological sites, with some older
artifacts fabricated from bronze being preserved in
better condition than newer iron artifacts.

Studies over recent years have examined the
impact of different soil parameters on bronze arti-
facts13 and have shown that aeration and pH are the
main factors, with highly aerated and/or acidic soils
leading to the most severe deterioration, while low
aeration (i.e., clay soils) leads to best preservation.
These findings have wider implications as environ-
mental changes, and in particular impact of acid rain
on soils, could lead to deterioration of artifacts that

have been reasonably preserved for thousands of years
but are located in soils of poor buffering capacity.

For iron artifacts, while acidic conditions will also
lead to severe attack, poorly aerated/clay soils tend
to lead to the converse condition,14 which is consis-
tent with the experience on modern ferrous materials
as described above. Another factor that is important is
the presence of soot in the soil, formed for example,
from a funeral pyre or from destruction of a dwelling
by fire, which can also lead to more extensive corro-
sion of the artifact.

2.19.3.5 Disturbed and Undisturbed Soils

One of the main factors relating to corrosion rate in
soils iswhether the component is placed in disturbed or
undisturbed condition. Disturbed soil is defined as one
that has been mechanically moved and replaced (e.g.,
backfill used in laying a pipeline, burying a tank, etc.),
whereas in the case of undisturbed soils the compo-
nent has been driven directly into soil, for example,
driven sheet steel piles, H-piles, tubular steel piles, or
soil nails.

The process of mechanically moving the soil
affects it by breaking up the soil (which can affect
the cohesiveness of the soil) and also aerates the soil.
Conversely, for driven components, the mechanical
property and cohesive form of the soil are unaffected.
Separate work by Romanoff in the 1960s3 found that a
soil which, if disturbed, would be considered corro-
sive, resulted in negligible corrosion if undisturbed.
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This work combined specific field trials plus observa-
tions of steel piling that were removed after 50 years
exposure.

In many cases, the extent of metal loss was mini-
mal and only limited isolated pitting observed, which
for most types of piling is not structurally significant.
In some cases, it was reported that the original mill
scale was still intact when the pile was removed.

Examination of piling removed from permafrost15

also showed that no corrosion occurred on the section
of pile that was permanently in frozen conditions,
with little corrosion occurring in the area above the
frozen ground.

A surveycarried out in 20004 confirmedRomanoff ’s
overall findings relating to steel piling for most soils.
However, cases of significant corrosion of steel piling
(single side metal loss rates of 0.06–0.11mmyear�1)
were found where the ground was either contaminated
by cinders/coal, or had low resistivity (<20Om) or
where acidic (pH< 4) conditions occurred. In particu-
lar, this study identified problems at the interface
between disturbed and nondisturbed areas, where dif-
ferential concentration cells (macro-cells) are formed,
as described above and as shown inFigure 10. Here the
corrosion is concentrated on the section of pile in the
nondisturbed soil at the interface.
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2.19.4 Corrosivity (Aggressivity)
Assessment

2.19.4.1 General

Various different methods for assessing the likely
corrosivity of soils have been developed. In most
cases, the different procedures assign ratings (values)
to the various influencing factors and the sum of the
ratings is used to assess aggressiveness. Schemes have
also been proposed that incorporate a statistical
approach, whilst others provide general guidance
based on generic conditions or rely on direct mea-
surement of corrosion rate in the soil.

The methodology used most extensively in the
UK and Europe is on the basis of original work
carried out in Germany9 and first published in
English in Beakman and Swenk.16 In Germany, the
system has evolved into DIN 50 929 Part 3.17

The Eyre & Lewis system,18 which is a derivative of
the original German system, has been adopted by the
UKHighways Authority for assessment of new bridge
and road projects.

2.19.4.2 Resistivity

The simplest method of assessing soil corrosivity is
solely on the basis of resistivity measurements. There

are several different resistivity criteria; the most
widely used method is summarized in Table 2.

Sandy soils are high up on the resistivity scale and
therefore considered the least corrosive on the basis
of this simplistic criterion. Clay soils, especially those
contaminated with saline water, are at the opposite
end of the spectrum. The soil resistivity parameter is
widely used in practice and generally considered to
be the dominant variable in the absence of microbial
activity. However, it is widely acknowledged that
resistivity alone does not determine overall soil cor-
rosivity and hence most systems include assessment
of other parameters.

2.19.4.3 Influence of SRB

A large scale study of many factors at 59 sites in the
United Kingdom6 lead to the finding that aggressive
sites were characterized by soil resistivity of less than
20Om or a mean redox potential more negative than
þ400mV (the redox potential is defined as the
potential difference measured between a platinum
electrode and a suitable reference electrode in con-
tact with the soil, normalized to standard hydrogen
potential (SHE) and a pH of 719). Low redox poten-
tial is attributed to reduced sulfur compounds, par-
ticularly sulfides, produced by the activities of SRB.
‘Borderline’ cases were classified according to water
content – those containing more than 20% water
being deemed aggressive soils. Similarly, all soils
with a mean soluble iron content of over 120mg kg�1

were found to be aggressive.
It is the authors’ experience that, in addition to

redox measurements (which should, be performed
on undisturbed soil in situ), it is also useful to test
small samples of soil for the direct presence of
SRB. A pragmatic procedure, developed by the
authors, involves two different sized samples inocu-
lated (in triplicate) into vials of SRB culture medium
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nondisturbed soils. NACE Technical report 05101 State-of-
the-Art Survey on corrosion of steel piling in soils

(Dec-2001); published by NACE International (item no
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Table 2 Assessment of soil corrosivity based on soil

resistivity

Soil resistivity (Vm) Corrosivity rating

>200 Essentially noncorrosive
100–200 Mildly corrosive

50–100 Moderately corrosive

30–50 Corrosive

10–30 Highly corrosive
<10 Extremely corrosive

Source: Reproduced from NACE Resource Centre (http://events.
nace.org/library/corrosion/SoilCorrosion/Severity.asp).
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(see Chapter 2.20, Corrosion in Microbial Envir-
onments), which are then immediately resealed.
One set of samples (milli-sample) would comprise
100–200mg of soil material, the other set (micro-
sample) less than 10mg of material (i.e., literally
only a few grains). If, after 14 days incubation at
�30 
C, all the milli- and micro-sample test vials
turn black, the soil is designated as moderate to
severely infected with SRB, and likely to present a
high threat of MIC. If the micro-samples only turn
black, the soil may be designated as low to moderately
infectedwith SRB and hence, as a lower threat ofMIC.

2.19.4.4 DIN 50 929 Part 3 Criteria

DIN 50 929 Part 317 provides by far the most com-
prehensive methodology and has been validated on
many different projects, following comparison of pre-
dicted metal loss to actual metal loss.

In DIN 50 929 Part 3, the aggressiveness of soil is
determined by consideration of soil type, extent of
contamination, resistivity, pH, moisture content, soil
condition (i.e., disturbed/undisturbed), total alkalinity/
acidity (buffer capacity), combined chloride/sulfate
content (aqueous extract), sulfate content (acid extract),
sulfide content, presence of ground water, vertical/
horizontal homogeneity, and external stray current.

DIN 52 929 Part 3 also assesses ground water in a
similar manner to soil by considering water mobility,
position (fully submerged, at water/air interface or in
splash zone), chloride and sulfate content, buffer capac-
ity, calcium content, pH, and external stray current.

The individual parameters are assigned values
ranging from þ4 (nonaggressive) to �12 (strongly
aggressive), on the basis of defined criteria. The sum
of the various items can range from a best case of þ4
to a worst case of �47, and from this the overall
corrosivity (aggressivity) is assessed. This also allows
an estimate of the expected corrosion rate and the
practical range (essentially a factor of 	 2 on the
median corrosion rate), as shown in Table 3.

2.19.4.5 Eyre and Lewis System

The Eyre and Lewis system18 is a development of the
original German assessment method9 and has been
adopted by the UK Highway Agency20 for determin-
ing corrosion protection requirements for all highway
structures.

The main differences between the two systems is
that the Eyre and Lewis system of assessment
includes the redox potential of the soil and assesses
the buffering capacity (i.e., the extent to which the
pH could change if acid or alkali is added) by mea-
suring the bicarbonate content of soil as opposed to
the analysis required in DIN 50 929 part 3.

2.19.4.6 AWWA/DIPRA

DIPRA (Ductile Iron Pipe Research Association,
formally CIPRA – Cast Iron Pipe Research Associa-
tion) developed a classification for assessing soils
for determining whether protective measures are
required for ductile iron pipes for use in water and
waste water applications, which was first published
in 1968.21 This method was adopted by AWWA
(American Water Works Association) and is now
more commonly referred to as the ‘AWWA 10-point
system.’22 It is used widely in North America, where
it defines whether or not the minimal level of
protection as required by AWWA, that is either
no protection or application of plastic liner, for cast
iron water and sewer pipes. It has also been adopted
as part of other assessment schemes.7

The system assigns scores dependent on resistiv-
ity, pH, redox, sulfides, and moisture content, with
a total score greater than 10 considered corrosive and
requiring application of plastic liner. While it would
appear to be similar to other systems as described
above,9,17,18 and there is evidence of good correlation
between the predicted score and actual perfor-
mance,5 there is also evidence that it can underesti-
mate the soil corrosivity.23,24 This is on the basis
of the observed corrosion performance being at

Table 3 Assignment of aggressiveness and expected corrosion rates for soils

Sum of ratings Aggressiveness General corrosion rate (mmyear�1) Localized attack (mmyear�1)

�0 Ia Virtually nonaggressive 0.005 (range 0.0025–0.01) 0.03 (range 0.015–0.06)

�1 to �4 Ib Weakly aggressive 0.01 (range 0.005–0.02) 0.05 (range 0.025–0.1)

�5 to �10 II Aggressive 0.02 (range 0.01–0.04) 0.2 (range 0.1–0.4)

<�10 III Strongly aggressive 0.06 (range 0.03–0.12) 0.4 (range 0.2–0.8)

Source: Reproduced from DIN 50 929 Part 3. Probability of Corrosion of Metallic Materials when Subject to Corrosion from the Outside.
Buried and Underwater Pipelines and Structural Components, Sep-1985.
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variance to the predicted corrosion condition. Simi-
lar variances between predicted corrosivity by the
DIPRA method and actual experience, where other
systems (e.g., DIN 50 929 part 3) showed good corre-
lation, have also been observed by the authors. This
is, in part, because most assessments only take into
account the point scores, while the full procedure (as
detailed in AWWA C105) actually requires the soil
type to be taken into consideration as well. It is this
omission that, in the authors’ opinion, is one of the
reasons for the variable results of the system.

DIPRA has recognized the limitations in its origi-
nal system and published an extended methodology
in 2004, referred to as Design Decision Model™ (or
DMM™).23,24 This extends the general hazard
assessment to include the effect of chlorides, bime-
tallic effects, and known corrosive environments (i.e.,
soil type) and also now includes a risk assessment
as shown in Figure 11 (i.e., considering the combina-
tion of both likelihood of failure and consequence
of failure, used in corrosion risk assessments as
described in other chapters of this publication).

As the risk of corrosion increases the required
level of protection (as outlined in Section 2.19.6
below) is then increased, as follows:

1. Negligible – install the pipe as-manufactured with
its protective standard shop coating/annealing
oxide system.

2. Low – encase the pipe in polyethylene.
3. Medium – encase the pipe in polyethylene or

encase the pipe and provide bonded joints.
4. High – encase the pipe in polyethylene and provide

bonded joints or provide life-extension cathodic
protection currents, with or without encasement.

5. Severe – apply cathodic protection.

2.19.4.7 Mean Time Before Failure (MTBF)

As noted previously, there has been increasing concern
relating to environmental contamination due to leaking
underground storage tanks caused by corrosion, espe-
cially in North America. This led to the development
of ASTM standard G15825 for assessing the condi-
tion of buried tanks and applying remedial measures
to ensure integrity, which is now mandated in the
United States.

One of the methods described in the standard is
the so called MTBF method, which determines the
likely time to failure (through wall pitting in this
case) of buried storage tanks, on the basis of a statis-
tical assessment of various soil parameters and was
developed from previous published work.26 The
parameters used in the assessment are obtained either
directly on site or from samples analyzed in a labora-
tory and compared to a data set of corrosion rates
obtained from a number of other sites, so as to be able
to demonstrate a statistical confidence level of 99%.

The standard indicates that a multivariate nonlin-
ear regression analysis that contains the following
minimum essential variables may be used, for
example, as shown in eqn [2]:

EðageÞ ¼ f ðR;M;Cl ; pH ; S; SC;TS; PÞ ½2�
where E(age)¼ unconditional predicated age to cor-
rosion failure; R¼ resistivity; M¼moisture content;
Cl¼ chloride ion content; pH¼ soil pH; S¼ sulfide
content; SC¼ stray current magnitude; TS¼ tank
size; and P¼ tank structure-to-soil potential.

However, the standard also allows other para-
meters such as redox potential, sulfate content and
others tests as may be considered appropriate to be
included.

It is clear that while the overall procedure as
described in ASTM G158 is generally sound, it
first requires the user to develop a sufficiently large
data set of soil types, environmental conditions, and
associated measured corrosion rates of actual struc-
tures before any assessment for further tanks can be
carried out. Several commercial organizations have
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developed data sets and are therefore able to carry
out such assessments. The requirement for a 99%
confidence level would normally be sufficient to
compensate for any limitation of data for a particular
parameter. In the absence of a specific database to
allow an assessment, the extensive data from the
original work by Romanoff2 could be utilized.

Other statistical approaches to the development of
predicting corrosion rates and time to failure have
also been proposed by other workers.27,28

2.19.4.8 Direct Measurement Approach

As an alternative (or in support of) assessment of soil
corrosivity by consideration of relevant parameters,
several workers have carried out direct measurement
of corrosion in soils, either in the field or on soil
samples brought back to the laboratory. Such mea-
surements have used a wide range of different pro-
cedures including, for example, corrosion coupons,
linear polarization resistance (LPR), electrical resis-
tance (ER), and other electrochemical techniques.

As would by now be realized the most extensive use
of exposure coupons to date was carried out by
Romanoff,2,3 who also described some of the earliest
electrochemical measurements using what was essen-
tially a LPR measurement, which was reported as giv-
ing very good correlation to weight loss measurements.

More recently, the use of ER and LPR probes has
been applied to corrosion testing in soils, either
directly29,30 or as part of assessing performance of
cathodic protection systems.31,32

In any system using buried probes, it should be
self-evident that for meaningful information to be
obtained the probes must be buried in the same soil
and under the same conditions as the structure (pipe-
line/foundation) they are intended to represent; this
is particularly important if they are being used to
assess corrosivity for driven components (such as
soil nails, driven piles, etc.). It should also be self-
evident that an isolated probe/exposure coupon will
provide only information on the inherent corrosivity
of the soil. If there is a concern relating to either
long-line (macro-cell) corrosion or external stray
current corrosion, the probe must be electrically
connected to the structure of concern. However,
there must also be a method of temporarily discon-
necting the probe from the structure31 to allow mea-
surements to take place (when using ER probes) or
some other means of isolation (when using LPR
probes).

2.19.4.9 Summary

The key features associated with any of the different
methods of assessment as applied to soils are the
following:

� All soils contaminated with coal, coke, industrial
waste, and so on are strongly aggressive.

� The lower the resistivity the more aggressive the
conditions, with very low resistivity soil (<10Om)
normally associated with strongly aggressive
conditions.

� While soil/groundwater pH can range from <4.5
to >9.5, its effect can be less important than the
buffering capacity of the soil. Soils which are
strongly alkaline buffered (measured as alkalinity
to KS 4.3 of >1000mmol kg�1 or carbonate content
>1500mmol kg�1) have sufficient residual alkalin-
ity to be beneficial. Soils which are strongly acidic
buffered (as measured by acidity to KB 7.0>
20mmol kg�1) are very corrosive, while a low buff-
ering capacity (e.g., KB 7.0< 5mmol kg�1) has little
impact on overall aggressiveness.

� Where a metal component passes through different
soils (e.g., a pipeline running from one soil to another
or a pile/anchorage driven vertically through differ-
ent soil layers) the main concern relates to the forma-
tion of differential aeration and/or concentration
cells, where corrosion will be located at or just
below the interfacial layer.

� Buried structures are also at risk from stray current
sources (e.g., from neighboring cathodic protection
systems, dc welding, dc railway systems, etc.). This
risk is assessed by the change in potential on site
and hence measurements of structure-to-soil
potential (as required in DIN 50 929 part 3 and
others systems) are only directly applicable to
existing facilities. Other methods are available to
assess stray current risks on site or during the
design stage, using computer modeling.33

� Where the soil contains active SRB, which can be
determined by the presence of sulfides, measure-
ment on site of redox potential or bacterial assay, it
can lead to microbiologically influenced corrosion
(MIC) which can be severe.

It should also be noted that while some assessment
methods (in particular DIN 50 929 Part 3) state that
they cover both disturbed and undisturbed soil condi-
tions, in practice the rate of corrosion of components in
undisturbed soil is significantly lower. As noted previ-
ously, Romanoff3 concluded that for driven piles the
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portion in the undisturbed soil did not suffer significant
attack. This concept has been adopted in the recent
Eurocode 3 Part 534where projected corrosion rates for
a particular soil show essentially a doubling of corro-
sion rate depending on whether the soil conditions are
compacted, driven or noncompacted.

In the case of ground anchorages,35 the appropriate
method of determining aggressiveness will be depen-
dent on the type of anchor. For high strength pre-
stressed ground anchors, the aggressiveness of soils
(disturbed or undisturbed) is directly relevant, for
example, in ground anchorage systems where the
steel component is in direct contact with the soil
(e.g., where the tendon has lost its cement grout
cover) or the protective system fails (e.g., tie bars
with damaged protective tape wrapping). For other
anchor types, for example, soil nails or drilled piles,
the steel component is inserted into undisturbed soil.
For permanent anchorages, where the components
are protected by a corrosion protection system, in
accordance with most national standards, the steel
tendon is not in direct contact with the ground;
hence, it is the aggressiveness of the ground water
that is most relevant, as it is the ingress of ground
water through any breaks in the protective system that
is of concern.

There are also many more published soil corro-
sivity assessment methods than just those described
here, with varying degrees of acceptance and success.

Where stainless steels are being considered,
their use should be on the basis of chloride content
and soil resistivity. In the absence of external stray
currents and for soils with groundwater pH> 4.5,
suitable stainless steel grades that can be used with-
out coatings or cathodic protection are shown in
Table 4.

2.19.5 Metallic Coatings in Soils

Several different metallic coatings have been used
to provide protection to ferrous components in
soils, principally galvanizing but also thermal spray
coatings of zinc, aluminum, and zinc–aluminum
alloys.

The performance of zinc coatings is interesting in
that the mechanism of protection in soils differs from
that provided in other environments (in particular
natural waters and the atmosphere). In soils, initially
the zinc acts as a barrier with a generally lower
natural corrosion rate (compared to iron or steel)
and also provides galvanic protection at any damage
site where substrate is exposed. However, the longer
term protection from the zinc coating is also provided
by the de facto formation of insoluble corrosion prod-
uct comprising zinc salts (mainly sulfates and carbo-
nates), which forms as a semi protective film in situ.
This extends the level of protection, even when the
bulk of the zinc has been consumed.36

The overall corrosion rate of zinc is dependent
on soil pH and resistivity, the performance of the
metal being less efficient in acidic soils. The method
for determining the rate of deterioration of zinc
in galvanized steel sheets used, for example for
culverts, was developed by California Division of
Highways37 (based on the work by Romanoff), as
shown in Figure 12. Note 16 Gage galvanized steel
sheet is nominally 0.06 inch (1.5 mm) thick with
3.5mil (88 mm) thick zinc coating. Gage 14, 12, 10,
and 8 galvanized sheets are respectively 0.075, 0.105,
0.135, and 0.165 inch (1.9, 2.7, 3.4, and 4.2mm) all
with nominal 3.5 mil (88 mm) zinc coating.

Aluminum coatings act only as a barrier, with no
significant long term protection once the aluminum
has been consumed (which can occur rapidly in alka-
line soils).

The use of thermal spray zinc–aluminum alloy,
in particular Zn85–Al15, has been shown to pro-
vide improved performance, compared to pure zinc
coatings, in many soil environments, particularly
when used with a finishing layer (typically an thin,
semiporous, epoxy coating). The research indicates
that the presence of the aluminum reduces the
self corrosion of the coating, while still allowing the
formation of in situ insoluble zinc salts. In fact,
by slowing the rate of formation of the zinc salts the
protective nature of the film is improved.38,39 This
allows a zinc/aluminum coating to be used in an
extended range of soil types compared to a zinc

Table 4 Use of stainless steels in soils

Chloride level

(mg kg�1)

<500 500–1500 1500–6000

Resistivity (Om) >10 >10 5–10
Suitable grades

(UNS/EN)

S30400/

1.4301

S31600/

1.4401

S32750/

1.4410

S31600/

1.4401

S44400/

1.4521

S31254/

1.4547
S44400/

1.4521

Source: from Pierrie-Jean Cunat, Corrosion Resistance of
Stainless Steels in Soils and in Concrete; paper presented at
CEOCOR, Biarritz, Oct-2001.
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coating. However, it is not suitable for very aggressive
soils, for example, acidic peaty soils (pH< 5), pol-
luted/contaminated soils (with cinders, slag, etc.), or
marine soils below the water table (with resistivity
<5Om).

2.19.6 Corrosion Control Options

Practical corrosion control options for buried com-
ponents are dependent on the structure/component
type, soil environment, and impact of any resultant
corrosion, and will normally comprise one or more of
the following:

� do nothing
� application of a corrosion allowance
� use of selected backfill
� use of protective sheeting (for ductile iron pipe)
� application of organic protective coating (bitumen,

epoxy, polyurethane, etc.)
� application of metallic coating (galvanizing, flame

sprayed zinc/aluminum alloy)
� cathodic protection (galvanic or impressed

current).

As can be seen, the option of do-nothing and/or inclu-
sion of a corrosion allowance can be a practical consid-
eration for some structures/components, where the
soil aggressivity may be classed as negligible or low

(i.e., general metal loss rates of <0.01mmyear�1 or
localized pitting rates of <0.05mmyear�1) and where
the consequence of any corrosion is acceptable.

The use of a corrosion allowance is normally
applied to piles where protective coatings are not
suitable (see below). The corrosion allowance is an
additional thickness over that necessary for structural
strength to allow for metal loss over the design life (as
detailed in the new Eurocode 334).

The use of selective backfill, for pipelines or
buried tanks, is another method of reducing the cor-
rosion threat for buried components. Any backfill
should be sifted to remove stones, which could damage
the protective coating. Where the local soil is aggres-
sive, for example, clay based, contaminated with cin-
ders, low pH, or high salt content, imported material
should always be used, although it has to be recognized
that this is not always practical in remote sites. When
selected backfill is used it is also important to ensure
that the same material is applied across all compo-
nents. This is because if backfills of significantly dif-
ferent compositions are used in different locations
long-line (macro-cell) corrosion could develop. For
example, in 1980 in Ortuella, near Bilbao, Spain, a
butane gas tank, which was buried in predominantly
limestone fill and connected to a poorly protected
small bore pipe, was buried in nonselective backfill.
This led to severe corrosion of the pipe causing a leak.
This in turn resulted in an explosion in a school
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basement and the deaths of forty-seven children and
three adults.

Protective plastic sheeting has been used exten-
sively for ductile iron pipes and, where the soil is
moderately aggressive, it can provide benefit. It
should be noted however, that there is a major vari-
ance between European and North American prac-
tice; in Europe plastic sheeting is applied over
galvanized or thermally sprayed zinc coating plus
bitumen, while in North America it has been applied
over otherwise uncoated pipe.40

Protective coatings are widely applied as the prin-
ciple method of corrosion control for buried compo-
nents especially pipelines and buried tanks. They can
also be applied to driven components (sheet steel piles,
H-piles, soil nails, etc.); however, because the driving
process is likely to cause significant mechanical dam-
age to any applied coating, it cannot, in such circum-
stances, be considered as a primary protectionmeasure.
Nonetheless, the use of protective coating can still be
beneficial, especially where cathodic protection will
also be applied, as it will significantly reduce the cur-
rent demand. There are a wide range of protective
coatings that can be used for buried components (espe-
cially pipelines). These include tape wrap systems,
bitumen, liquid applied epoxies and polyurethanes,
fusion bonded epoxy, and multilayer epoxy/polyure-
thane coatings. Selection of an appropriate coating
depends on the specific soil condition (in particular,
whether the component will be below or above the
water table). Mechanical damage of coatings from the
soil (so called soil stress) can also be a major concern,
especially for tape wrap and some epoxy systems).

For small components and cast iron, increasing
use is made of metallic coatings (as summarized
in Section 2.19.5) comprising galvanizing and flame
sprayed zinc or zinc–aluminum alloys. However, it
should be recognized that metallic coatings are more
sensitive to soil pH than organic coatings; in particu-
lar, zinc coatings are not suitable for soils with pH< 5
and aluminum coatings are unsuitable for pH> 9).

Successful cathodic protection can be defined as
where the effective corrosion rate is <0.01mm
year�1; consequently use of cathodic protection
may not be considered necessary for soils which are
classed as ‘noncorrosive.’ However, for high risk assets
(e.g., high pressure oil and gas pipelines, buried
hydrocarbon storage tanks, etc.) with unacceptable
consequences of failure, cathodic protection is almost
universally applied, even in areas where soil aggres-
sivity is negligible; its application to other assets is
variable across the world. In some areas, in particular

in the tropics, the Middle East, North Africa and
elsewhere, cathodic protection is applied to the
majority (if not all) of buried facilities, for the simple
reason that soils in these areas are often very
aggressive.

Cathodic protection can be applied by either gal-
vanic or impressed current systems, the decision being
dependent on ground resistivity (zinc galvanic anodes
are normally only used in soils with resistivity
<30Om;magnesium anodes<150Omand impressed
current otherwise); but selection of the most appropri-
ate system will be influenced by the availability of
power supplies, access (for maintenance), required
design life, andwhether there are any concerns relating
to over protection (which can lead to stress corrosion
cracking).
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Glossary
Anaerobic In the absence of oxygen, cf. aerobic.

Autotroph An organism that produces complex

organic compounds from inorganic carbon

dioxide and an external source of energy,

such as sunlight or chemical reactions of

inorganic compounds. All green plants and

certain specialized bacteria are autotrophs.

Bacteria Unicellular microorganisms, typically a

few micrometers in length and having many

shapes, including spheres, rods, and spirals.

Biocide Usually refers to a chemical agent that is

intended to kill microbiological life, as

distinct from sterilization by heat or radiation.

Biofilm A complex aggregation of microorganisms

marked by the excretion of a protective and

adhesive matrix and also often characterized

by surface attachment, structural

heterogeneity, genetic diversity, and

complex community interactions.

Biogenic Arising from living processes.

Biostud One of a set of small, replaceable metal

coupons mounted inside a side stream, used

to monitor biofilm.

Chlorination The process of adding elemental

chlorine, hypochlorous acid, or hypochlorite

ions in solution to water as a biocide to

reduce the prevalence of microorganisms.

Fungi Microorganisms with cells much larger than

bacteria that digest their food externally,

absorbing nutrient molecules into their cells.

They were originally classified as simple

plants; however, they have been separated

as heterotrophs.

Heterotroph An organism that requires organic

substrates to get its carbon for growth and

development in contrast with autotrophs,

which use inorganic carbon dioxide as their

sole carbon source. All animals are

heterotrophic, as well as fungi and many but

not all bacteria.

Mesophilic Microorganisms that grow optimally

within the temperature range 20–40 �C.
Metabolism The complete set of chemical

reactions that occurs in living cells. These

processes are the basis of life, allowing cells

to grow and reproduce, maintain their

structures, and respond to their

environments.

Microbially-influenced corrosion (MIC) The

deterioration of the essential properties of a

material due to reactions caused or

promoted by the activity of microorganisms.

Microorganism Or microbe is an organism that is

microscopic (too small to be seen by the

human eye). The study of microorganisms is

called microbiology. Microorganisms can be

bacteria, fungi, archaea, or protists, but not

viruses and prions, which are generally

classified as nonliving.

mg l�1 A concentration term to define the amount

of a substance which is the practical

numerical equivalent to the derived SI unit of

milligrams per cubic decimeter (mgdm�3).

Nitrate-reducing bacteria (NRB) Nitrate-reducing

bacteria, comprising many groups of

bacteria that use nitrate as an oxidizing agent

for their energy-generating metabolism,

reducing it to nitrogen gas, sometimes with

the generation of nitrite or other nitrogen

oxides as by-products.

Planktonic Bacteria that are suspended or free

floating in a liquid environment.

Redox Reduction/oxidation potential. High redox

potentials (Eh positive) reflect oxidizing

conditions, whereas low redox potentials

(Eh negative) reflect reducing conditions.

Sessile Stationary bacteria that are permanently

attached to a surface as a biofilm.

Side stream A small test pipe, generally equipped

with a series of isolation valves, through which

water flows and designed to hold multiple

flushmounted, replacable metal studs for the

measurement, analysis, or testing of biofilms

in industrial water systems.

Souring The appearance of hydrogen sulfide (H2S)

in production fluids as a consequence of the

introduction and activity of sulfate-reducing

bacteria, which generate H2S within a

waterflooded zone of (particularly) a

subsurface petroleum reservoir.

Sulfate-reducing bacteria (SRB) Sulfate-reducing

bacteria, comprising several groups of

anaerobic bacteria that use sulfate as an

oxidizing agent for their energy-generating

metabolism, reducing it to sulfide, which

appears as H2S, sufide ions, metal sulfides, or

a combination of these forms according to the

conditions.

Substrate Any substance required for the growth or

metabolism of a microorganism, other than

materials required in trace quantities only.

1170 Liquid Corrosion Environments

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Thermophilic Microorganisms that grow optimally

at temperatures above the mesophilic range

and most typically at greater than 55 �C.
Water injection A method used in crude oil

production where water is injected back into

the subsurface petroleum reservoir to increase

pressure and thereby stimulate production.

2.20.1 Introduction

‘Microbiologically-induced corrosion,’ nowadaysmore
commonly termed ‘microbially-influenced corrosion’
(MIC), is a rather special case of the widespread occur-
rence of biodeterioration of materials. It is important to
recognize that MIC of metals is not fundamentally
different from other types of aqueous electrochemical
corrosion. Microorganisms do not directly consume
metals in the way that they do various types of organic
substances; it is rather that aggressive environments
are created by certain types of microorganisms as by-
products of their energy-obtaining metabolism.

Microorganisms can be viewed as ‘catalytic’ enti-
ties, bringing about chemical reactions that would
otherwise not occur because of their high activation
energy. Such processes may involve the production of
aggressive chemical agents, such as acids, or the con-
sumption of substances that are important in corrosion
reactions, such as oxygen or nitrite corrosion inhibi-
tors. Alternatively, the physical presence of micro-
organisms may form a slime or poultice, leading to
differential aeration corrosion or crevice corrosion.
Some microorganisms also chemically break down
the desirable physical properties of lubricating oils
and protective coatings.1–3

Microorganisms, including the corrosion-inducing
microorganisms, are present almost everywhere in soils,
freshwater, seawater, and air. Therefore, the mere pres-
ence of microorganisms in an environment does not
necessarily indicate a corrosion problem. What is
important is the number of microorganisms of the
relevant types. The salient characteristics of these
microorganisms from the engineer’s viewpoint are
that they are small, ubiquitous, potentially very rapid-
growing, and subject to certain common restraints
such as temperature, pH, and nutrient availability.
A corrosion problem exists only when conditions
become favorable for a specific microbial population
to ‘explode,’ giving rise to millions of cells per gram of
environmental material. Even then, most microorgan-
isms are harmless from the standpoint of corrosion;

therefore, it is important that microbiological assess-
ment be type specific.

The role of microorganisms in the corrosion of
metals was the subject of a number of classic review
articles in the 1970s and 1980s4–7; though now some-
what dated, they are still worth reading for their clarity
and objectivity. For more detailed recent reviews of the
subject, the reader is referred to European Federa-
tion of Corrosion Report, number 29, published in
2000,8 the ‘PracticalManual onMicrobiologically Influenced

Corrosion,’ published by NACE in 2001,9 the very prac-
tical and engineering-orientated report titled ‘Micro-

biologically Influenced Corrosion and Biofouling in Oilfield

Equipment,’10 also published by NACE, and the ‘Micro-

biologically Influenced Corrosion Handbook’ published by
the Industrial Press, USA.11 For a detailed review of
emerging tools and modern trends inMIC technology,
the reader is referred to the research review article by
Videla and Herrera.12

2.20.2 Microorganisms

2.20.2.1 General

Microorganisms or ‘microbes’ are commonly defined
as living entities that are too small to be visible to the
human eye. The main differentiating feature, other
than size alone, between microorganisms and larger,
more complex organisms is that there is little or no
degree of cell differentiation, one cell being able to
emulate the functions of the whole organism. The
microorganisms traditionally comprise bacteria, fungi,
algae, and small unicellular animal-like protists, but not
the minute and very simple (in biological terms)
viruses and prions, which are now generally classified
as ‘nonliving.’ Microorganisms are often described as
single-celled (unicellular) organisms; however, some
unicellular protists are visible to the human eye, and
some multicellular species are microscopic. It seems to
be a general biological principal that every criterion
we devise for defining and classifying things breaks
down at some point. We need to remember that
classification – the process of putting objects into
‘pigeon holes’ – is something fundamental to human
beings rather than nature. However, such classification
is useful and necessary in reducing chaos to some
semblance of order.

2.20.2.2 Bacteria

The true bacteria are unicellular microorganisms,
neither animals nor plants, but belonging to a sepa-
rate and more primitive domain of organisms called
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prokaryotes. They are a few micrometers in size and
have many different shapes, including spheres, rods,
and spirals. Though often occurring in pairs, clusters,
or chains owing to incomplete separation after cell
division, such aggregates are not essential to their exis-
tence. Bacteria are ubiquitous, living in almost every
possible habitat on the planet, including soil, underwa-
ter, and even deep inside the earth’s crust. Some types
are aerobic, requiring oxygen, whereas other types are
anaerobic, growing in the absence of oxygen.

The defining characteristic of bacterial cells, apart
from their very small size, is that they do not contain
a nucleus or other membrane-bound discrete struc-
tures having specialized functions (organelles). Bac-
teria are also far more metabolically varied than
higher organisms, and the various diverse species
are able to obtain energy by carrying out a wide
range of chemical reactions. Most types of bacteria
are heterotrophs, meaning that they do not fix their
own carbon through photosynthesis, but use the oxi-
dation of organic carbon fixed by other organisms.
However, a few specialized bacteria carry out inor-
ganic reactions involving oxidation or reduction of
nitrogen, sulfur, or iron. It is the activities of these
latter groups, the so-called chemolithotrophic bacte-
ria, that most concern the corrosion engineer, even
though they represent a tiny minority of the bacteria
in the biosphere.

2.20.2.3 Fungi

Fungi were originally classified as plants; however,
they have more recently been separated, as they are
heterotrophs and are now thought to be more closely
related to animals than to plants. The fungi are now
placed in their own kingdom. Fungal cells are much
larger than those of bacteria and always contain
nuclei. The simplest fungi are yeasts, which are
completely unicellular, as are bacteria, and reproduce
by ‘budding.’ Most fungi are filamentous organisms,
often referred to as moulds, comprising a tanged mass
of filaments (hyphae), known collectively as a myce-
lium. The higher fungi include most common mush-
rooms, which are clearly large and multicellular,
at least in one phase of their life cycle, but are
biochemically and genetically closely related to the
microscopic fungi. The fungi of most interest to
the corrosion engineer are those that attack some
types of polymers and paints and the ‘kerosene fun-
gus,’ which secretes organic acids and is implicated in
the corrosion of aircraft integral fuel tanks.

2.20.2.4 Algae

Algae are pigmented organisms (most commonly
green, brown, or red) possessing the same photosyn-
thetic mechanism as higher plants but having no true
tissues, despite the enormous size of somemarine algae
(seaweeds). Their main interest to the engineer is the
development of fouling masses in environments where
light can penetrate, giving rise to microenvironments
beneath which harmful bacteria may proliferate.

2.20.2.5 Biofilms

Though bacteria and other microorganisms can and
do exist in the free floating state, they all have a
propensity to attach to surfaces, where they prolifer-
ate, giving rise to slime and deposit formation. Micro-
organisms that float or swim in water are called
planktonic bacteria. Microorganisms that attach to a
substrate (e.g., metal) surface are called sessile bacteria.
Biofilms comprise accumulations of living and dead
microorganisms and their secretions together with
entrained organic and inorganic debris. Microbial
corrosion generally occurs beneath such biofilms. In
addition to corrosion, biological fouling in industrial
water systems can, for example, result in decreased
efficiency of heat exchangers and plugging of tubes;
slimes in cooling towers can cause rot of timber slats.
Biofilm that detaches from surfaces can plug pumps
and pipe work in cooling systems.

Most of the microorganisms present in industrial
systems are present in biofilms and the most common
types of biofilms are largely bacterial in nature. As
noted earlier, various types of bacteria can grow
with or without oxygen. Bacteria that need oxygen
to grow are called aerobes or aerobic bacteria. Bacteria
that need little or no oxygen to grow are called
anaerobes or anaerobic bacteria. All these broad types
of bacteria have a role in a typical biofilm. Figure 1
shows the steps in biofilm.

Biofilm formation begins when (1) small amounts
of organic material attach to the metal surface;
(2) microbes then attach onto the organic layer;
(3) a thick biofilm develops; (4) the biofilm becomes
thick enough to exclude oxygen from the metal sur-
face and forms an anaerobic zone near the surface;
(5) aerobic and anaerobic bacterial species develop
where conditions are most favorable for them; the
biofilm thickens until parts of it are torn away by
flowing water. The process begins again when the
detached biofilm adsorbs onto another part of the
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metal surface. The time required for this process is
very much dependent on temperature and nutrient
availability, but may be as short as 10–14 days under
favorable conditions. The biofilm can thus provide
very favorable conditions for both anaerobic and
aerobic bacteria, growing in consort. Localized cor-
rosion can develop on the metal surface and can
cause corrosion pitting. An example of dense biofilm
formation in an industrial water system is shown
in Figure 2.

Although it is true that corrosion-inducing micro-
organisms do not exist in isolation, but rather they
form part of the complex microbiological consortia
of biofilms, there has nevertheless been a tendency
by recent reviewers to approach the subject of MIC
from the point of view of the microbiologist rather
than the engineer and to emphazise the complexity
and diversity of such communities. It is not really
necessary to either identify or to understand in detail
these multifarious microbial populations in order to

comprehend the presence and activity of specific
problem microbes.

2.20.3 Types of MIC

As emphasized in Section 2.20.1, the immediate cause
of corrosion is electrochemical in all cases we are
about to consider. The ways in which metabolic activ-
ities of certain microorganisms are believed to bring
about or contribute to electrochemical corrosion may
be broadly categorized as follows:

(a) Direct chemical action of metabolic products
such as organic acids, sulfuric acid, or reduced
sulfur compounds, especially sulfides or chelat-
ing agents.

(b) Generation of an electrochemical cell by deposition
of cathodic and conducting metal sulfides, often
in conjunction with mechanism (a).

(c) Cathodic depolarization by removal of hydrogen
associated with anaerobic growth, frequently sug-
gested to occur in conjunction with mechanisms
(a) or (b) or both. This proposed mechanism is
contentious and is now less widely believed than
it formerly was.

(d) Localized electrochemical effects because of
changes in oxygen concentration, pH, etc., which
establish local differential cells often in conjunc-
tion with mechanisms (a) and (b). The physical
presence of the biomass in itself contributes to
this mechanism.

(e) Removal of inhibitory substances, most notably
nitrite corrosion inhibitors but also possibly
amines.

Water

Aerobic
bacteria

Anaerobic
bacteria

Organic
material

Organic
layer Aerobic biofilm 

Anaerobic  biofilm

Metal surface

1
2

3
4 5

Figure 1 Steps in biofilm formation.

Figure 2 Dense biofilm on a metallic surface.
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(f) Direct degradation of protective coatings by uti-
lization of one or more of their constituents as a
source of carbon, thereby reducing the efficiency
of the protective system.

The most important of these mechanisms will now be
considered in turn, with brief reference to illustrative
case histories and with a particular emphasis on the
monitoring of trends and the identification of reme-
dial measures.

2.20.4 Corrosion by the
Sulfate-Reducing Bacteria

2.20.4.1 Situations Effected

The most important group of microorganisms asso-
ciated with corrosion belongs to the rather diverse
group of bacteria known as the sulfate-reducing bac-
teria (SRB); the vast majority of MIC failures are
related to their activities.

SRB live in oxygen-free environments (i.e., SRB are
anaerobic bacteria), where they obtain their required
carbon from organic nutrients and their energy from
the reduction of sulfate ions to sulfide. SRB will only
flourish and cause damage if they can obtain sufficient
sulfate, which is abundant in many freshwaters, seawa-
ter, and soils. Sulfide appears as dissolved or gaseous
hydrogen sulfide (H2S), HS� ions, S2� ions or metal
sulfides, or a combination of these according to con-
ditions. Sulfides are highly corrosive to many metals.
In the case of iron and mild steel, the characteristic
black iron sulfide (FeS) corrosion products liberate
H2S on acid treatment, distinguishing it from black
iron oxide (magnetite). The corrosion products are
often loose and when dislodged exhibit pits lined
with bright metal corresponding to areas of anodic
dissolution, but are sometimes also hard and adherent.

The most commonly encountered SRB type
belongs to the genusDesulfovibrio (Figure 3). In natural
conditions, SRB grow in association with other micro-
organisms and use a range of carboxylic acids and fatty
acids, which are the common by-products of other
microorganisms. They couple the oxidation of these
carbon sources to sulfate reduction. For example:

CH3COO
�ðacetateÞ þ SO2�

4 !
S2� þ CO2 þH2OþHCO�

3

½1�

Bacteria of this type can also use molecular hydrogen
instead of organic carbon, to sulfate reduction:

4H2 þ SO2�
4 ! S2� þ 4H2O ½2�

Conditions at the base of even thin biofilms can be
ideal for growth of SRB, with high organic nutrient
status, no oxygen, low oxidation–reduction (redox)
potential, and protection from biocidal agents. SRB
activity can thereby produce active sulfide-mediated
corrosion even in systems where the bulk liquid phase
has a low nutrient status, a high oxygen concentration,
and will not support growth of anaerobic bacteria.

Most types of SRB will only grow in the pH range
5–10 and the temperature range 5–45 �C, up to a
pressure limit of �500 atm,13 although some less com-
mon groups of SRB have the ability to grow at elevated
temperatures (thermophiles) up to at least 70 �C. The
thermophiles are most commonly encountered in pro-
duced water from hot petroleum reservoirs; however,
Postgate,14 in his definitive monograph on the micro-
biology of the SRB, cites two cases of corrosion by
thermophilic SRB activity, one case being in a tank of
hot molasses at a sugar refinery, the second being a
transformer tank buried in London clay, where the
temperature was 60–80 �C for long periods.

The muddy bottoms of any relatively stagnant
bodies of water with a high biological oxygen demand
often support massive growth of SRB, as may water-
logged soils. Any metallic installations buried or
immersed in such environments can be expected to
suffer badly from SRB-mediated external MIC. The
most serious economic problem is to pipelines,
though sheet piles, hulls of ships, piers, etc., are also
frequently attacked. In some instances, cast iron pipes
of 0.25 in. thick have become perforated within
a year under such conditions, while perforation
rates 1–2mmyear�1 at ambient temperature are
not uncommon. Under anaerobic/aerobic cycling

Figure 3 Desulfovibrio, a common genus of SRB as
viewed under a phase contrast microscope. Bar¼ 10mm in

length.
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conditions, where SRB-mediated sulfide corrosion
may be exacerbated by the production of elemental
sulfur, and/or at elevated temperatures, corrosion
rates (CRs) of several millimeters per year may be
encountered. This type of corrosion typically takes
the form of shallow pitting attack, which may be
either widespread or highly localized. A classic exam-
ple of such morphology is shown in Figure 4; this is a
case of unprotected sheet steel piling attack in highly
SRB-infested estuarine mud. The metal surface was
grit blasted to remove the copious black iron sulfide
corrosion product.

Oil field water handling systems, especially wet
crude oil production pipelines and water injection
pipe work, are beset by internal corrosion problems
due to SRB-mediated internal MIC, most commonly
at the bottom of line locations of water and particu-
late drop out. Low-velocity lines and storage tanks,
aircraft jet fuel tanks and lines, hydrotest waters,
cooling waters, and facilities handling wastewaters
suffer similarly.

The petroleum production industry has been par-
ticularly plagued by the activities of SRB, because it
handles large volumes of deaerated water. These
waters can become very ‘sour’ with H2S if infection
with SRB occurs. The phenomenon of unexpected
increase in H2S concentrations in produced fluids
from petroleum reservoirs (reservoir souring) has
been observed over a period of many years in differ-
ent areas of the world.15–18 It is a very serious prob-
lem for that industry and considerable money has
been invested in biocide-treatment programs for
water injection, with the principal aim of killing or
controlling this group of microorganisms. For a more

detailed modern appraisal of the problems of micro-
biological control in oilfield water systems, the reader
is referred to the book by Davies and Scott.19

A large-scale study of external MIC of buried steel
structures at 59 sites in the United Kingdom20,21 lead
to the suggestion that aggressive sites were character-
ized by soil resistivity of less than 2000O cm or a
mean redox potential more negative than þ400mV
(on the hydrogen scale) at pH 7. Borderline cases were
classified according to the water content – those con-
taining more than 20%water being deemed aggressive
soils. Similarly, all soils with a mean soluble iron
content of over 120mg g�1 were found to be aggressive.
A particularly corrosive situation occurs when
H2S diffuses upwards into the aerated zone, where it
becomes oxidized by air to elemental sulfur.22 An
example of external MIC of a cast iron water main is
shown in Figure 5. This was one of the most rapid
incidences of its kind that has been observed and was
accompanied by deposition of elemental sulfur. The
site was made-up ground on a new housing estate in
the south of England, where the soil type should have
been ‘nonaggressive’ by the foregoing criteria. In fact,
the lower horizons were waterlogged with sulfate-
rich spring water and the SRB were highly active.
H2S diffused upwards into the aerated zone, where it
became partly oxidized by the air to elemental sulfur.

Numerous examples of corrosion of stainless steel
and higher active/passive alloys involving sulfide
production by SRB have been published.23,24 The
mechanism is discussed in Section 2.20.4.3.

Copper alloys are highly susceptible to rapid and
severe biogenic sulfide corrosion if conditions allow
the growth of SRB (see Section 2.20.4.4).

Figure 4 Typical morphology of SRB-mediated MIC of

carbon steel, an example from sheet steel piling.

Figure 5 Massive ‘black water’ corrosion of pipe work

under wet lay up because of SRB activity.
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2.20.4.2 Mechanism of SRB Corrosion of
Iron and Low-Alloy Steel

The mechanism of SRB-mediated sulfide corrosion of
ferrousmetals25 involves bothH2S andFeS. CRs tend to
be slow at first and then accelerate with time.26 Initially,
semiprotective iron sulfide layers form, which typically
reduce the generalized CR compared with sulfide-free
environments. Later, sometimes after an exposure
period of months, the iron sulfide layer spalls locally
and never reforms; in the case of petroleum production
pipelines, this localized spalling may be initiated by
sand erosion. The remaining iron sulfide film is both
electrically conducting and cathodic to carbon steel,
thus galvanic attack initiates at the site of the iron sulfide
film breakdown, driven by the huge surface area of
the FeS cathode. Costello20 has argued convincingly
that the principal cathodic reactions are as follows
rather than the mechanism of hydrogen ion reduction:

H2Sþ e� ! HS� þ‰H2 ½3�
HS� þ e� ! S2� þ‰H2 ½4�

This postulate is supported by the relative pH indepen-
dence of SRB-mediated sulfide corrosion, except where
the pH of the environment is too high or too low to
permit SRB growth.

This mechanism is thus a combination of ‘Type (a)’
MIC, direct chemical action of a metabolic product, in
this case H2S, and ‘Type (b)’ MIC (see Section 2.20.3),
the generation of an electrochemical cell, in this case
an iron or steel anode with an iron sulfide cathode.

Furthermore, the hydrogen evolved from the
cathodic part of the reaction can be used as a source
of reducing power by many strains of SRB and cou-
pled to sulfate reduction to generate even more sul-
fide, a process that is catalyzed by the hydrogenase
enzyme. The overall process thus becomes a type of
feedback loop: the more the hydrogen available, the
more the sulfide generation; the more the sulfide,
the more the corrosion; the more the corrosion, the
more the hydrogen generated; and so forth. A classic
example of this is the so-called ‘black water corro-
sion’ of carbon steel pipe work under long-term wet
lay up (most especially, following hydrostatic testing),
in which more iron sulfide may be generated com-
pared with the stoichiometric amount of organic
carbon that is available to ‘fuel’ sulfate reduction
(Figure 6). A schematic representation of the mech-
anism of SRB-mediated MIC of iron or low-alloy
steels is presented in Figure 7.

Some workers have suggested that hydrogenase
can even directly depolarize steel surfaces by removal
of bound atomic hydrogen. This suggested mecha-
nism, the ‘direct cathodic depolarization theory’
(‘Type (c)’ MIC – see Section 2.20.3), was very
prominent in the early literature on SRB-related
corrosion and is still cited by some workers, though
it has lost widespread acceptance in the light of work
showing that hydrogenase extracts are only active on
combined, molecular hydrogen (H2).

Figure 8 shows a longitudinal section of oilfield
water gathering line, which suffered a through wall
internal perforation because of SRB-mediated MIC.
Note the thick layer of black, iron sulfide corrosion
product, which has broken down locally to allow
massively concentrated localized corrosion at the
resulting anodic site surrounded by an overwhelm-
ingly large volume of cathodic and conductive FeS.
The surface oxidation of the thick FeS layer to give a
layer of brown rust (with included elemental sulfur)
is due to air exposure of the specimen and is typical.

2.20.4.3 SRB-Mediated Corrosion of
Stainless Steel Alloys

The phenomenon of severe SRB-mediated MIC of
stainless steels and higher active/passive alloys is best
termed as microbially assisted, chloride-induced
pitting attack. It should not be confused with the
related but separate mechanism of pitting and crevice
corrosion of these materials promoted by aerobic
biofilms in seawater, which is discussed in Section
2.20.6. SRB-mediated effects are generally more
rapid and severe.

Figure 6 SRB-mediated external MIC of a cast iron water

pipe accentuated by elemental sulfur.
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Active/passive alloys are susceptible to localized
pitting by chloride ions. Reduced sulfur compounds
produced by SRB, primarily sulfide but also traces
of other substances such as thiosulfate, are believed
to bind to the metal surface and catalyze the initia-
tion of the stable pitting process at much lower chlo-
ride concentrations and at lower temperatures than
would otherwise be the case. Once a pit is established,
the anodic reaction generates acidic conditions,
accelerating the CR and causing flask-shaped cavities
to form. This is totally different from the shallow
pitting attack of low-alloy materials exemplified in
Figures 4, 5 and 8. The pits may be concealed
beneath ferric hydroxide and the process is often
associated with copious amounts of brown colored
biological slime, containing iron-oxidizing bacteria
known as Gallionella. Bacterial metabolism is only

involved in the pit initiation stage. Once the pit has
formed and acidic chloride conditions develop
within, the pit propagation process is the same as
with any other case of chloride-induced pitting.
Claims that MIC of stainless steels is characterized
by a particular pit morphology that is different from
conventional chloride-induced pitting attack should
therefore be viewed with scepticism.

An example of this type of corrosion occurred
when AISI 304 grade stainless steel pipe work was
installed at a newly built chemical plant in the tropics
(Figure 9). A hydrostatic pressure test was made
using local water, which was subsequently left
in situ in a static condition for several weeks. The
5mm thick wall pipe work began to leak in hundreds
of places at the 6 o’clock position. Initially, futile
attempts were made to clamp the pits but much of

Fe++ Fe++

H2S + e− → HS−+ ½ H2

HS−+ e− → S2−+ ½ H2
Cathodic reactions

Fe → Fe+++ 2e−

Anodic reaction

HS−+ e−

Fe+++ S− → FeSS2−
S2− S2−

H2S + e− ½ H2+ S2−

HS−+ ½ H2v

FeS

Galvanic corrosion cell

Cathodic FeS deposit

e−

4H2+ SO4
2− → 4H2O + S2−

SRB metabolism

Figure 7 SRB-mediated galvanic corrosion cell.

Figure 8 SRB-mediated internal MIC of an oilfield water

gathering line.

Figure 9 Microbially assisted chloride-induced internal
pitting attack on AISI 304 stainless steel pipe work showing

classic flask-shaped pit.
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the pipe work eventually had to be replaced. The
pipes were found to contain slime masses of iron-
oxidizing bacteria of the genus Gallionella (Figure 10).
The aerobic iron bacteria had depleted all the dis-
solved oxygen, allowing SRB to become active, giving
rise to sulfide formation. The water was warm, stag-
nant, but relatively low with respect to chloride ion
concentration (20–30mg l�1); the presence of the
extensive slime had allowed an inorganic chemical
mechanism to initiate and run rife at chloride levels
that would conventionally be regarded as relatively
safe. This case history stands as a good example of the
interaction of ‘microbiological’ and ‘conventional’
corrosion processes.

2.20.4.4 MIC of Copper and Copper Alloys

There is a widespread belief that copper and its alloys
are toxic to microorganisms and are therefore not
susceptible to MIC. This notion is false; copper alloys
are much less toxic to bacteria than they are to
macrofouling organisms such as seaweed or shellfish;
they suffer severe attack by sulfide if conditions
allow the growth of SRB. ‘Under-deposit’ or ‘under-
fouling’ pitting corrosion of copper–nickel heat
exchanger tubes due to biogenic sulfide, produced
by SRB, has frequently been observed.

Figure 11 shows a gunmetal impeller located in a
polluted harbor, which failed in a matter of weeks
after the pump was switched off because of growth of
SRB in the stagnant pump. The component had pre-
viously given 2 years of trouble-free operation in
aerated seawater.

Numerous cases of mysterious ‘under-deposit’ or
‘under-fouling’ pitting corrosion of copper–nickel
heat exchanger tubes have been observed, especially

in marine environments. Many of these failures are
demonstrably due to biogenic sulfide produced by
SRB. Copper–nickel alloys are much more suscepti-
ble to the initiation of MIC by SRB-generated sufides
during the first few weeks of exposure to the
operating environment, at which time the protective
oxide film is incompletely formed. MIC of aged
copper–nickel alloys, with a well-formed oxide film,
is also known, but is much less common than for
newly exposed material and seems to require consid-
erably more severe conditions, that is exposure of
higher concentration of sulfide for a longer duration.
The promotion of protective oxide films and avoid-
ance of exposure to stagnant contaminated water
during early exposure is critical in order to avoid
such problems. If wet lay up with contaminated
water is unavoidable, the use of an organic biocide
treatment is highly recommended.

Although the most severe corrosive effects on
copper alloys, including cupronickel, have typically
been associated with microbially generated sulfides,
attention has also been drawn to other activities of
surface-associated microbial populations, which in
some cases can lead to localized corrosion. These
are the production of acidic metabolites, the binding
of copper by microbial cells and their extracellular
slimes, and the alteration of the nature and porosity
of the oxide layer because of biofilm penetration. In
particular, it should be recognized that the level of
acidity at the biofilm metal interface may be much
higher than that of the bulk fluid. It has been reported
that a biofilm-forming marine bacterial species
increased the corrosion potential of copper by
145mV and the CR fivefold in a seawater medium
and that electrochemical impedance spectroscopy
data has shown CRs under biofilms in water of pH

Figure 10 Gallionella slime mass from corroded AISI 304

stainless steel pipe work.

Figure 11 SRB-mediated sulfide corrosion of a gunmetal
pump impellor.
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8 to be equivalent to those observed under abiotic
conditions at pH 6.8.

It is worth noting that when copper alloys are
electrically linked into a cathodic protection system
they tend to lose their antifouling properties and
become highly susceptible to attack by biogenic sul-
fide produced by SRB colonies underneath the con-
sequent fouling ‘mat.’

From the mid 1980s onward, a distinctive type
of localized corrosion has been seen in copper
pipes carrying potable water, which Campbell and
coworkers27 termed ‘Type 1‰’ pitting. Type 1 and
Type 2 are relatively well-known forms of pitting
corrosion in copper water pipes; Type 1 occurs in
cold water and is associated with the presence of
residual carbon films, whereas Type 2 occurs only
at temperatures above 60 �C, in copper pipes carry-
ing soft water with a sulfate content exceeding the
bicarbonate content. The newly identified type of
pitting was found to be associated with relatively
large mounds of corrosion product and occurred at
relatively low temperatures, as in the case of Type 1,
but the products consisted principally of basic copper
sulfates and black cupric oxide, as in Type 2. The
phenomenon was initially reported from Britain,
Germany, Sweden, and the Middle East, and in all
cases, a gelatinous film of microbial origin and con-
sisting largely of polysaccharides was present.

This occurrence has since been reported from
numerous other locations28 and is commonly associated
with blue water, in which the copper concentration
in solution can reach tens of milligrams per liter. This
should not be confused with ‘Type 3’ pitting, asso-
ciated with soft waters and elevated pH (above 8.0),
which is also known as blue water corrosion.

The occurrence of this type of copper corrosion
has been convincingly demonstrated to be associated
with the presence of biofilms comprising extracellu-
lar polymeric products of various types of aerobic
heterotrophic bacteria, particularly members of the
genera Pseudomonas, Sphingomonas, or Acidovorax.28,29

When the corroded copper surfaces are treated with
25% nitric acid in a similar manner to a carbon
film test, a clear gelatinous membrane of biofilm
floats on the surface of the acid. This corrosion
mechanism is also critically dependent on water com-
position and operating conditions. Soft waters with
less than 40mg l�1 hardness expressed as CaCO3, low
bicarbonate alkalinity (< 20mg l�1), high organic
content, mean temperatures of between 20 and
45 �C, frequent stagnation, and lack of chlorination
or chlorine depletion are factors that favor this

mechanism. One distinctive characteristic is that this
type of copper tube corrosion does not have the likeli-
hood of failure at maximum between 1 and 3 years of
installation, unlike other common mechanisms.

The mechanism of copper tube failure associated
with non-SRB biofilms is still uncertain. Certainly,
the uronic acid carboxyl residues of the extracellular
biopolymers are rather acidic (typical pKa values are
in the range 4.2–5.6)28 and their uronic acid or pyr-
uvyl substitutions are known to possess high affinity
binding sites for copper.30 Furthermore, the hetero-
geneous nature of aerobic biofilm distribution is cer-
tain to create oxygen concentration cells. Siedlarek
et al.31 called attention to the property that oxygen
and carbon dioxide, but not chloride ions, can readily
pass through the biofilm layer. This allows the for-
mation of copper oxides or hydroxides beneath the
biofilm coating but not the deposition of copper (I)
chloride. Therefore, it is argued, amorphous copper
(I) oxide, which inhibits anodic metal dissolution,
cannot readily be formed from hydrolysis of copper
(I) chloride in the presence of chloride impermeable
biofilm. It is likely that all the foregoing mechanisms
play a role to a greater or lesser extent and that they
are interactive with one another.

Optimization of the anion ratio in the water with
regard to chloride, sulfate, and bicarbonate, minimiz-
ing stagnation, ensuring adequate chlorination, and
avoiding warming of cold water pipes from proximity
to hot water pipe runs are considered to be appropriate
measures to minimize the risk of biofilm-related cor-
rosion of copper pipework in potable water systems.28

2.20.5 Microbially Influenced Acid
Corrosion

2.20.5.1 Sulfuric Acid Corrosion by
Sulfur-Oxidizing Bacteria

Massive and rapid general corrosion of metal, con-
crete, or limestone under aerobic conditions may be
caused by the action of sulfuric acid formed by
the oxidation of sulfur or sulfide by members of
the bacterial genus Thiobacillus. The sulfur-oxidizing
bacteria belong to an unusual group of microorgan-
isms called chemolithotrophs. These microorganisms
obtain energy not by oxidation of organic compounds
but by oxidation of inorganic sulfur compounds
(including sulfides) to sulfuric acid; they build up
their cell material by fixation of carbon dioxide,
and hence they are classed as autotrophs. Purkiss32

stated that the following interlinked reactions are
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performed by mixed cultures of Thiobacillus acting on
elemental sulfur or sulfides:

2H2Sþ 2O2 ! H2S2O3 þH2O ½5�
5S2O

2�
3 þ 4O2 þ 4H2O !

5SO2�
4 þH2SO4 þ 4S ½6�

4Sþ 3O2 þ 2H2O ! 2H2SO4 ½7�
Certain of the Thiobacillus species will also leach sul-
fide mineral ores according to the following reaction33:

4FeS2 þ 15O2 þ 2H2O !
2Fe2ðSO4Þ3 þ 2H2SO4

½8�

The important points to note are that these bacteria
require oxygen (the opposite of the situation with
SRB) and a source of reduced sulfur. The end product
is sulfuric acid; one species (Thiobacillus thioxidans) has
been claimed to remain active at a pH value as low as
0.7, corresponding to more than 5% sulfuric acid.34 In
the author’s experience, such an observation would be
very unusual, a pH limit in the order of 1.5–2.0 being
more common.

Thiobacilli are fairly commonly encountered in
nature; it is believed that they obtain their energy
from simple sulfur-containing breakdown products of
sulfide minerals or from sulfide produced in an adja-
cent locality (or in the same locality under anaerobic
conditions) by SRB. Normally, they are not found in
large numbers, but if a high concentration of a suit-
able nutrient substrate occurs locally, their activity
may be great and result in a zone of intense acidity.
Such conditions can most commonly arise in sewage,
in which sulfide concentration may be high owing to
the action of putrefactive bacteria, unless aeration is
efficient. Suitable conditions can also arise locally in
paper mill effluents, damp or wet sulfur cargos, and
‘made-up’ ground into which industrial waste mate-
rial sometimes finds its way. For this reason, sulfuric
acid corrosion of underground pipelines is sporadic
and unpredictable. Though Thiobacillus-mediated
corrosion is occasionally encountered in other indus-
trial situations, such as cooling water systems, such
instances are surprisingly uncommon.

At first sight, it might seem inconsistent that vari-
ous microorganisms can obtain energy both from the
oxidation of sulfide to sulfate and from the oxidation
of sulfate to sulfide. However, the answer is that one
chemical reaction is not simply the reverse of the
other: sulfur oxidizers consume oxygen, whereas
SRB consume organic carbon. The two reactions
can be summarized as follows:

Thiobacillus sulfideþ Oxygen !
SulfateþHþions

½9�
SRB sulfateþ Organic carbon ! Sulfide

þ Carbon dioxideþWater ½10�
Combining reactions [9] and [10] one derives the
following overall reaction [11], a variant of the famil-
iar air oxidation of organic carbon to CO2.

Overall oxygen þOrganic carbon !
Carbon dioxideþWaterþHþions ½11�

Figure 12 shows a severe example of internal corro-
sion of a mortar-lined ductile iron sewage water pipe,
which failed by sulfuric acid corrosion due to the
activity of Thiobacillus sulfur-oxidizing bacteria. As it
is typical, the attack has occurred in the air gap at the
top of the pipe where there is no actual sewage
contact. Figure 13 explains how this occurs. The
rate of microbial activity in the sewage effluent is
sufficiently high that the rate of consumption of oxy-
gen exceeds its rate of replenishment by diffusion from
the air space. SRB then become active and produce
H2S – some of which diffuses into the air space at the
top of the line where it redissolves in a surface film
of condensed moisture. The sulfur oxidizers convert
the H2S containing solution to sulfuric acid, which
then attacks the metal. Corrosion takes the form of
generalized thinning around the ‘12 o’clock’ position.

2.20.5.2 Acid Attack on Concrete

Attack on concrete by sulfuric acid produced by sulfur-
oxidizing bacteria of the genus Thiobacillus can be a
severe problem. The most widely studied problem is
the collapse of concrete sewers. As in the case of attack

Figure 12 Corrosion of a mortar-lined ductile iron

wastewater pipe because of activity of Thiobacillus.
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on metallic sewer pipes, this occurs due to growth of
SRB in the anaerobic sewage, giving rise to H2S. The
gaseous H2S migrates to the air space at the top of the
pipes where it is converted to sulfuric acid by the sulfur
oxidizers, leading to low pH, rapid dissolution of the
concrete, and collapse of the sewer from the top. Under
favorable conditions for the bacteria, average concrete
dissolution can be greater than 12.5mm in 50 years,
with higher local rates at the air/sewage interface.36

When steel reinforcing bars are exposed, metal
corrosion occurs, leading to spalling and cracking of
the concrete.35 Corrosion of reinforced concrete on
offshore installations is a more recent problem. In
seawater displaced crude oil storage tanks, crude oil
stimulates SRB, with sulfur oxidizers again producing
sulfuric acid in aerobic zones.37

2.20.5.3 Acid Corrosion by Fungi

A completely different type of microorganism to the
various groups of bacteria is the fungi. The cells are
much larger and grow in dense mats of material. Fila-
mentous fungi are aerobic in nature and are involved in
a wide range of biodeterioration problems; timber,
paper, fuel oils, cloth, etc., can all be attacked by
fungi. Fungal activity generates organic acids, leading
to a low pH in the surrounding water and under the
microbial mat. In addition to direct acid corrosion,
oxygen concentration cells are set up between zones
of metal covered with oxygen-depleted fungal mats
and those areas where no fungi are present. This elec-
trochemical cell drives the metal dissolution reaction
beneath the fungal mat. A further complication is that
SRB can sometimes proliferate in the oxygen-depleted
niches beneath the fungal mats, giving rise to a

combination of acid corrosion enhanced by sulfide
corrosion and differential aeration effects.

By far the most troublesome fungus in engineering
systems is a type regularly called Cladosporium resinae,
though now formally reclassified as Hormoconis resinae.
H. resinae has the ability to thrive in the presence of
kerosene and other hydrocarbons, which it uses as a
carbon source for oxidation. It also produces spores
that can survive extremes of temperature, only to
germinate when more moderate conditions prevail.
H. resinae is a continuing problem in fuel storage
tanks and in aluminum integral fuel tanks of aircraft.

Brown slimy mats of H. resinae may cover large
areas of aluminum alloy, causing pitting, exfoliation,
and intergranular attack because of the organic acids
produced by the microbes and differential aeration
cells. This type of problem is largely confined to
tropical, humid locations and is particularly severe
in short-haul aircraft and those that experience a lot
of idle time where condensation builds up.

The above problem was unknown until the 1950s,
when it became prevalent after the introduction of
gas-turbine-engined aircraft that use kerosene rather
than gasoline as a fuel and the adoption of integral or
‘wet wing’ fuel tanks to replace the earlier rubberized
fabric ‘bay tanks.’38 The problem of fungal growth in
the fuel tanks of jet aircraft has generally diminished
as the design of fuel tanks has improved to facilitate
better drainage of condensed water and as biocides
such as organoboranes have gained acceptance as
fuel additives. However, this type of corrosion has
reappeared in recent years, due to increasingly strin-
gent environmental restrictions of biocides in fuel,
combined with certain aircraft designs in which the
lessons that were learned during the 1950s and 1960s
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Figure 13 MIC processes leading to collapse of iron or steel sewer pipes.
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about the importance of efficient water drainage in
integral fuel tanks have seemingly been forgotten.

2.20.6 MIC of Higher Alloys by
General Aerobic Biofilms in Natural
Seawaters

While the most rapid and severe MIC attack of
stainless steels and higher active/passive alloys is
commonly associated with SRB (see Section
2.20.4.3), several investigators39–42 have reported
positive shifts in the open circuit potentials for metals
exposed to natural seawater. This positive shift has
been attributed to the development of general mixed
bacterial slimes on the exposed metal surface. Awide
range of bacteria (e.g., Pseudomonads and Flavobacteria)
can secrete large amounts of slime-like organic mate-
rial under both aerobic and anaerobic conditions.
Although the exact mechanism by which the bacterial
film enhances the oxygen reduction kinetics is not
fully understood, it has been postulated that the
oxygen reduction is catalyzed by enzyme action,
leading to either an increase in the exchange current
density or a decrease in the cathodic Tafel constant.

In the absence of corrosion, the free corrosion
potential of high molybdenum austenitic and duplex
stainless steels in artificial seawater was found to rise
from ��100 to 0mV and reach a stable value
of �130mV (vs saturated calomel electrode) after
�10 days.42 In microbially active seawater, however,
there appears to be fairly common agreement that the
potential continues to rise and reaches stable values
of 300� 50mV after 20 days. There are indications,
however, that the final potential is relatively indepen-
dent of composition but is dependent on factors such
as temperature and flow rate.

The length of time to reach the steady potentials
has been shown to be closely related to the time
necessary for microorganisms to settle and grow on
the metal surface. Close examination of some of the
potential versus time curves reported in the literature
reveals that there is an initial rise in potential in the
first 2–3 days, followed by a more rapid rise until the
potential stabilizes after �20 days. This is consistent
with the time found by Gunderson et al. for the
bacterial count to reach a level of �106 cells cm�2.

The effect of the potential rise because of bacterial
slime is to increase the susceptibility of these alloys to
crevice corrosion, but this is accompanied by an
increase in the cathodic reaction rate, and therefore,

once crevice initiation occurs, there can be a marked
increase in the crevice propagation rate.

Temperature has a number of important effects.
First, the rate at which a critical crevice solution
(CCS) is achieved is believed to be a function of the
passive current density within the crevice, which may
be increased by 2–3 orders of magnitude because of
the positive potential shift caused by bacterial slimes
compared with sterile seawater. It may also increase
by 1–2 orders of magnitude because of an increase in
temperature from 10 to 35 �C. Second, it is reported
that there is a maximum temperature for biofilm
growth of �30–32 �C, although this may be higher
in warm climates such as the Mediterranean because
of greater natural tolerance.

This phenomenon explains why the crevice CRs
for 254 SMO and SAF 2507 have been found to be
2–3 decades higher at 25 �C than at 40 �C. At lower
temperature, the biofilm activity increases the
potential, and therefore increases the risk of crevice
initiation, but also increases the cathodic reaction
efficiency and consequently increases the rate of
propagation. At 40 �C, the higher temperature also
increases the risk of crevice initiation but the loss of
the biofilm activity results in lower cathodic efficiencies
and lower propagation rates. The anodic current den-
sities were found to be 2–3 decades higher at the lower
temperature. Mathematical modeling was used to show
that, in the absence of biofilms, a much larger cathode-
to-anode area ratio was required to sustain high CRs,
and that improved mass transport of oxygen because of
higher flow rates had a greater effect on the propagation
rate than in the presence of the biofilm.

2.20.7 Other Microorganisms
Associated with MIC

As already discussed, biological slimes are commonly
found in the water phases of industrial process plant.
Conditions at the base of even thin slimes can be
anaerobic and therefore ideal for the growth of
SRB, with high organic nutrient status, oxygen deple-
tion, low redox potential, and protection from bio-
cidal agents. In such situations, SRB-mediated sulfide
corrosion can be exacerbated by fermentative acid
production. An illustration of how easy it is for anaer-
obic conditions to develop even beneath thin micro-
biological slime layers is provided by the well-known
process of tooth decay; the secretion of organic acids,
which leads to such dental decay, is a completely
anaerobic process – in the presence of oxygen, sugars
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are oxidized to carbon dioxide instead of being fer-
mented to produce acids. Given that even a thin layer
of tooth plaque can give rise to anaerobic conditions,
it can be appreciated how colonies of the strictly
anaerobic SRB can similarly thrive beneath slimes
in the nominally fully aerated environments of indus-
trial water systems.

A particularly common type of biological slime is
that produced by iron bacteria, which are found in
freshwaters with a high concentration of reduced iron
compounds. The bacteria require aerobic conditions
and form colonies that are impregnated with ferric
oxides. Sphaerotilus forms dense, cotton wool like
growths in organically polluted rivers, the bacteria
forming filaments, which are surrounded by a sheath
of slime and iron oxide. The base of the colony may
be highly anaerobic and SRB can develop under
certain conditions. Another genus of iron bacteria,
Gallionella, is able to use iron sulfides as a source of
reduced iron, and is therefore commonly found in
association with SRB. The consortium, in the form
of tubercle, is one of the classic examples of growth of
organisms inside ferrous water pipes.

Some components of slimes also use nitrogen-
containing compounds as an energy source. They
are involved in the cycling of nitrogen in the environ-
ment. Ammonia and amines are produced by micro-
bial decomposition of organic matter under both
aerobic and anaerobic conditions (ammonification).
These compounds are oxidized to nitrite and nitrate
by aerobic bacteria such as Nitrosomonas or Nitrobacter
species. Nitrobacter is very efficient at destroying the
corrosion-inhibition properties of nitrite-based inhi-
bitors by oxidation of nitrite to nitrate, unless a bio-
cidal agent is included in the inhibitor formulation.43

Whereas under anaerobic conditions, a wide range of
bacteria can reduce nitrite to nitrogen gas, sometimes
with the production of ammonia as a by-product. The
detrimental effects on brass by the release of ammonia
at the surfaces of heat exchanger tubes have also been
highlighted.44

2.20.8 Testing for MIC Activity

Assessment of a microbial population in industrial
fluids is normally carried out by the use of well-
established culture techniques involving specific
growth media; this test format was developed for oil-
field water systems, but is suitable for other industrial
situations as well. Enumeration of SRB and total viable
bacteria is most commonly by a ‘serial extinction

dilution technique’ in liquidmedia, using vials contain-
ing specially formulated SRB growth medium.45 The
test comprises initially a serial dilution step, followed by
an incubation step. Ideally, the serial dilution part of the
test should be carried out within a few hours of obtain-
ing the subject samples (typically done on site); how-
ever, this is frequently not possible. The results become
less reliable with increasing sample age. At the end of
the incubation period, the SRB population density in
the original sample is determined to the nearest order
of magnitude by the number of vials in each dilution
series that turn black because of bacterial sulfide pro-
duction. According to current standards, the prescribed
incubation period for SRB is a minimum 28days, but a
very good indication of the SRB count can usually be
obtained after 10–14 days of incubation.

An example of an SRB serial extinction dilution set
is shown in Figure 14. Similar serial dilution tests,
using a different type of growth medium, are used to
enumerate total bacteria; the vials that show growth
turn cloudy rather than black, often accompanied by a
color change of an indicator dye to indicate organic
acid production.

For the most accurate assessment, threefold or five-
fold replicate serial dilution enumeration is carried
out; this allows the mean probable number (MPN) of
bacteria to be derived from standard MPN tables. Test
kits of this type are commercially available, sometimes
in a simplified form. There are also some rapid assay
kits based on antibody reactions to SRB enzymes,
which do not require an incubation period to obtain
a result. All simplified and rapid kits compromise
accuracy and reliability to a greater or lesser degree.
They should be regarded as no more than crude
indicators, unless calibrated against standard serial
dilution techniques for a specific environment.

Most of the SRB and other bacteria present in
industrial systems are sessile. Planktonic bacterial

Figure 14 Serial dilution test for SRB, blacking (positive
SRB count) to 5 orders of magnitude demonstrates heavy

infestation.
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counts are often misleadingly low, whereas much
larger populations may be concealed in sediments,
deposits, and biofilms on metal surfaces. Increasingly,
there is a trend to monitor SRB, and microorganisms
generally, using metal coupons similar to corrosion
test coupons. Such coupons are sometimes termed
‘bioprobes’ or ‘biostuds,’ and for ease of recovery,
are often placed in side-stream devices in flowing
pipelines (Figure 15).

If surface deposits or coupons are available, they
should be sonicated or scraped into vials of culture
media, serially diluted on site, then incubated in the
manner of water samples. In order of priority, samples
from industrial systems should be taken from bottom,
metal surfaces, dead ends, and sumps. Sampling
should be on a regular basis, weekly, monthly, or
quarterly, depending on the extent of concern.

Low sessile population counts of below�1000 SRB
colony forming units (cfu) per gram of deposit or per
square centimeter of surface are not levels about which
much concern need be expressed. However, periodic
testing should be undertaken to check trends. Popula-
tions will oscillate, but if they show a general upward
drift, then action will be necessary sooner or later.

Planktonic SRB counts provide a less reliable indi-
cator than do sessiles. However, recurrent counts of
greater than �10 cfuml�1, any general upward trend,
or any positive planktonic SRB counts in a nominally
biocide-treated system are a cause at least for further
investigation of sessiles. Any planktonic SRB counts
above �1000 cfuml�1 is indicative of a heavy

proliferation somewhere in the system, probably in
deposits on surfaces, especially in stagnant or low
flow areas.

Total viable bacteria counts (TVCs) are usually
much higher than SRB counts. Planktonic TVCs of
up to 100 000 per milliliter are common in many
natural waters and industrial systems. Higher popu-
lation densities, greater than 100 000 per milliliter
probably, indicate a significant build-up of slime
somewhere. In biocide-treated systems, TVCs should
be several orders of magnitude lower than in the
untreated water. The incubation period for TVCs is
only �3 days, considerably shorter than for SRB.
Therefore, these counts can give a useful early warn-
ing of any problem with biocide-treatment efficiency.

SRB counts andTVCs are relatively straightforward,
routine analytical techniques. Tests for nitrite-utilizing
bacteria or sulfur oxidizers are more complex, specialist
techniques. However, problems associated with these
organisms are usually clearly evident from the undesir-
able chemical changes they bring about.

As a supplement to microbiological testing, it is
useful to carry out some chemical analyses. An impor-
tant test is for sulfide in corrosion deposits. In the case
of iron sulfide, a simple test is to warm a small sample
of the solid with a few milliliters of 50% hydrochloric
acid in a glass test tube. If sulfide is present in the
deposit, a slightly moistened strip of lead acetate paper
in the mouth of the tube will turn brown, indicating
H2S evolution. If a lot of sulfide is present, the char-
acteristic ‘rotten egg’ odor will also be apparent.

Figure 15 A typical side stream device incorporating ‘biostuds’ for monitoring of biofilms.
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This test needs to be undertaken within a short time of
removing samples of deposit from the corrosion site,
because wet or damp iron sulfide will eventually oxi-
dize in air to brown rust. The color change of corro-
sion deposits from black to brown is, in itself, a good
indication of sulfide corrosion product. Any such
deposits that are taken back to the laboratory for
more sophisticated chemical analysis should be pre-
served in anaerobic bags to prevent the oxidation of
FeS, which would otherwise occur.

Tests for sulfate, total organic carbon (TOC), pH,
and oxygen concentration are also useful indicators
of the potential for SRB growth. If sulfate concentra-
tion is low, then there is little hazard of SRB activity.
The pH range most suited to SRB growth is 5–10.
Outside these limits, bulk phase growth of SRB is
very limited. Oxygen concentration will also affect
SRB growth in bulk phases but a high value does not
mean that SRB are not present in pockets or under
debris. A high oxygen concentration may allow other
organisms to develop. The interpretation of those
tests, together with other operating parameters, is
discussed in Section 2.20.9.

2.20.9 MIC Risk Assessment Based
on Operating Conditions

If is frequently the case that the engineer is required to
make an appraisal of MIC risk with limited informa-
tion on the corrosion history and little or no historic
microbiological test data. The conclusions that may be
drawn about the risk of MIC in such cases are largely
based on consideration of operating parameters. This
is often the situation for the assessment of internal
corrosion risk of pipelines, water handling systems, or
process plant. The discussion that follows refers spe-
cifically to SRB-related problems, which are by far the
most common MIC issue.

A group of researchers at Shell Petroleum Co.
have developed an approach to risk assessment of
carbon steel pipelines, based on the details of water
chemistry and operation parameters.46 Their MIC
CR calculation is based on the following equation:

CRðmm year�1Þ ¼ C � Fp ½12�
with

F ¼ f1 � f2 � � � � � fn ½13�
where C is a constant (C¼ 2mmyear�1), the fs are
factors for the various influencing parameters and p is
a power law index (0.57).

Although such an approach does provide a valuable
empirical recognition of the relative contribution of
the factors that encourage or inhibit MIC, the calcula-
tion of actual CRs on such a basis should be viewed
with extreme caution, given our present limited
understanding of the effects of the various factors,
the most important of which are discussed below.

2.20.9.1 Presence of Water

All bacteria require free water in order to proliferate.
In the case of oil pipelines, MIC is to be considered
only under separated flow conditions; if all water is
entrained in the hydrocarbon, there is no risk of
MIC.46 In the author’s experience, it is unwise
to rely on dispersions to provide fully oil-wetted
surfaces when the bottom solids and water content
(BS and W) is in the order of 2% or greater, except
under very turbulent hydrodynamic conditions. It is
best to take an empirical and conservative view as to
whether lines may be wet enough to sustain SRB
growth at the present time and during their future
operating life.

2.20.9.2 Salinity

According to results presented by Postgate,14 if the
salinity of water, expressed as w/w percentage NaCl,
is more than �7%, there is unlikely to be any SRB
growth. That observation broadly agrees with the
author’s own experience and similar statement is
reiterated in the more recent Shell Petroleum Co.
work.39 However, it should be noted that other work-
ers have suggested that some SRB strains may toler-
ate considerably higher salt concentrations.

2.20.9.3 Temperature

Most types of bacteria grow optimally at tempera-
tures between 10 and 45 �C, which is the highest risk
temperature range. However, there are thermophilic
strains of SRB and some other microorganisms that
grow at higher temperatures up to at least 70 �C and
their activity cannot be discounted.

2.20.9.4 pH

Generally, there is unlikely to be SRB proliferation
below pH 5 or above pH �10, though the pH range
for SRB that are protected in heavy deposits may be
somewhat wider.
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2.20.9.5 Anaerobic Conditions

SRB will only proliferate and produce sulfide in the
absence of oxygen. Clearly, deaerated environments
are at greatest risk; however, there are many cases of
problems in slimes and deposits where the bulk water
phase is essentially aerobic, for example, in cooling
waters. This is especially the case for static or slow
flow conditions.

2.20.9.6 Nutrient Status of Water Phase

SRB growth is much less likely if the aqueous sulfate
concentration or the organic carbon content is below
�10mg l�1 or the ammoniacal nitrogen (not nitrate
or nitrite) is below �1mg l�1. An exception, in the
author’s experience, is the case of plant under long-
term lay up with static, high-sulfate water (e.g., sea-
water), where a corrosive ‘black water’ condition may
develop over a period of months even with very low
organic carbon content. This is believed to be due to
reduction of sulfate by SRB using cathodic hydrogen
formed by corrosion on steel surfaces.

2.20.9.7 Flow Rate

Flow rate influences the nature of biofilm formation
and the rate of nutrient delivery. As flow rate
increases, biofilms become less bulky and only the
more adherent films remain on the metal surface.
However, above a certain threshold, the initiation of
biofilm formation is severely limited. The transition
zone is considered to be between 2 and 3m s�1. At the
other extreme, stagnation is often associated with the
severest MIC incidents.

2.20.9.8 Cleaning Frequency

As discussed earlier, in order to initiate the MIC
process, the free-floating (‘planktonic’) SRB cells
need to attach to a metal surface (i.e., become ‘ses-
sile’) and proliferate to form a biofilm with its own
entrained microenvironment. It is that process that is
disturbed by regular mechanical cleaning, such as
brush ‘pigging’ of pipelines. The incipient biofilm is
disrupted and largely removed and this is the most

effective means of minimizing SRB growth and
obviating MIC. MIC is uncommon in pipelines that
are frequently pigged, even without biocide treat-
ment. The more frequent the pig runs, the less time
the biofilm has to recover.

2.20.9.9 Use of Antimicrobial Chemical
Treatments

Any operation that disrupts the biofilm and thereby
limits its proliferation will act to alleviate MIC. The
application of periodic or continuous biocide or other
antimicrobial chemical treatment is one such factor,
which is discussed in more detail in Section 2.20.10.

2.20.10 Control of MIC

2.20.10.1 General Principles

For situations where chemical treatment of the envi-
ronment by biocides is not possible (e.g., soils, har-
bors, marine fouling, etc.), the remedies available
reflect measures taken to obviate other forms of cor-
rosion and may be summarized as follows.

2.20.10.1.1 Provision of a nonaggressive

surround

For buried steel, provision of a backfill of sand or
chalk around the material to ensure good drainage
and aeration is helpful. Incorporation of a very spar-
ingly soluble biocide into the backfill material has
been tried with some success. Another method is to
incorporate biocide into protective coatings, the best-
known example probably being the use of strontium
chromate primers, which are very effective in
controlling the kerosene fungus in aircraft wing inte-
gral fuel tanks, until such time as the chromate
becomes deleted by leaching into the condensed
water phase. However, the use of such treatments is
both expensive and becoming increasingly less
acceptable for environmental reasons.

2.20.10.1.2 Cathodic protection

This may be in the form of sacrificial anodes or
impressed voltage, sometimes in conjunction with a
coating. There is a long-standing precept, current in
the industry, that structures need to be held at poten-
tials more negative than �–0.9 V (vs Ag/AgCl) in
order to protect against anaerobic corrosion by SRB.
Horvath and Novak47 presented the most reasoned
argument for this view, which has appeared numer-
ous times in print, though the evidence is not very
convincing.

2.20.10.1.3 Protective coatings

The coating must be resistant to biodegradation
and to chemical attack by the metabolic products
of microbial activity, principally H2S and sulfuric
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acid. Biodegradation resistance of the more long-
established wrappings and coatings forms a separate
study and was the subject of a site study by British
Gas in the 1970s.48

2.20.10.1.4 Biocides

For internal protection of pipelines, cooling systems,
vessels under hydrotest, etc., biocide treatment is the
obvious remedial measure, in combination with
cleaning techniques. Their selection use is explained
in more detail below.

2.20.10.2 Biocide Treatments

A microbiocide must first be effective in greatly
inhibiting microbial activity; second, it must be eco-
nomical in a treatment program; and third, it must
meet the constraints imposed by increasingly strin-
gent environmental legislation. In Europe, the avail-
ability of biocides is now restricted to a limited range
of substances that are registered under the European
Union’s ‘Biocidal Substances Directive,’ which was
primarily intended for control of agricultural pesti-
cides but has caught industrial biocides within its net.

Biocides can be broadly divided into two types:
oxidizing and nonoxidizing. Commonly accepted
oxidizing biocides are ‘chlorine’ (actually mainly
hypochlorous acid plus hypochlorite ion), chlorine
dioxide, chlorine donors, bromine, ozone, and hydro-
gen peroxide. Chlorine is by far the single most
prevalent industrial biocide in use today; it is popular
because of its efficiency, low cost, and relative envi-
ronmental acceptability. The disadvantages of chlo-
rine are its high reactivity with many other
chemicals, short half-life, necessitating continuous
dosing of flowing systems, and difficulties with dos-
age control – there is a narrow window between the
effective dose and an overdose, which can give rise to
serious corrosion problems for a wide range of mate-
rials. Achieving a continuous chlorine dose with that
‘window,’ typically 0.2–1.0 mg l�1, is complicated by
the ‘chlorine demand’ of natural waters. During con-
tinuous chlorination practice, sufficient chlorine
must be generated to overcome the chemical demand
and leave a free chlorine residual. This is variously
expressed as free residual chlorine (FRC), free avail-
able chlorine (FAC), total residual chlorine (TRC), or
total available chlorine (TAC). In each case, it is a
measure of the residual oxidizing power rather than
the true concentration of dissolved chlorine, since a
number of different ‘free chlorine species’ are pro-
duced during water chlorination.

Chlorination can be achieved by dosing with chlo-
rine gas or sodium hypochlorite solution and in the
case of treating large volumes of saline water by elec-
trolytic chlorine generation. When water is chlori-
nated, whether by chlorine gas, addition of sodium
hypochlorite (‘bleach’) solution, or by electrolytic gen-
eration, it very quickly reacts to establish the equilib-
rium:

Cl2 þH2O , HOClþHCl ½14�
HOCl , Hþ þ OCl� ½15�

One of the by-products is H+ and therefore the con-
centration of OCl�, HOCl, and Cl2 are pH dependent.
At a pH of greater than 8, chlorine is present predom-
inantly as OCl� (hypochlorite ion), whereas at pH 7.5
there is a mixture of hypochlorite and hypochlorous
acid (HOCl) and at lower pH values hypochlorous
acid predominates. HOCl is �80 times more effective
as a biocide than OCl�, which means that chlorination
is more effective as a biocidal treatment for neutral or
slightly acidic ‘soft’ waters than it is for alkaline ‘hard’
waters. The exception is seawater, which has an alka-
line pH of �8.2 but can, nevertheless, be effectively
chlorinated due to the presence of bromide ions, which
react with hypochlorous acid to form hypobromous
acid (HOBr); ‘chlorination’ of seawater is really there-
fore bromination. HOBr has a different pH-dependent
dissociation profile to HOCl, making it much less
dissociated into OBr� ions under mildly alkaline con-
ditions and therefore effective as a biocide in seawater.

Continuous chlorination of industrial water sys-
tems might seem prudent for control of MIC as
well as slime control on heat exchangers and for
public health reasons, particularly the control of the
waterborne pathogen Legionella, the causative organ-
isms of legionnaire’s disease. However, in some high
demand systems with process leaks maintaining a con-
tinuous ‘FRC’ level is not economically feasible. The
alternative is to maintain a ‘FRC’ concentration from
0.3 to 0.8mg l�1 for up to 2 h per treatment period in
order to kill as much as possible of the sessile biofilm.
The rate of recontamination will suggest the frequency
of treatment.

The shortcomings of chlorination for certain sys-
tems with high pH and/or high chlorine demand
have led to an increase in the popularity of chlorine
dioxide (ClO2) as an alternative oxidizing biocide.
Chlorine dioxide has more oxidizing power than
‘chlorine,’ yet is less affected by the chemical compo-
sition of the water than is chlorine and it forms a
true nonionized solution of a gas, which is not pH
dependent. ClO2 is usually generated at plant site by
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the reaction of chlorite and hypochlorite, with the
addition of acid to ensure the optimal pH for the
reaction. For this reason, it is somewhat more com-
plex and expensive than chlorination. Other oxidiz-
ing biocides are less extensively used in industrial
water systems, but their mode of action is similar to
chlorine and chlorine dioxide.

The alternative approach to the use of oxidizing
biocides is to use much higher concentrations of
organic, nonoxidizing biocides,49 often blended with
surfactants to increase their penetrating power into
biofilms and other deposits. Some of the most com-
mon organic biocides are THPS (tetrakis hydroxy
phosphonium sulfate),50 aldehydes (glutaraldehyde
and formaldehyde),51 quaternary ammonium com-
pounds,52 biguanides,53 isothiazolones,54 chlorinated
phenols, methylene-bis-(thiocyanate), dithiocarba-
mates, sulfones, and thiones. All the various types of
organic biocides have advantages and disadvantages
relative to one another and to oxidizing biocides,
which are beyond the scope of this chapter. However,
it is worthwhile to elucidate some general principles
about biocide selection.

First, where some form of biocide treatment is in
use, it should not necessarily be assumed that it must
be effective. Biocides have very limited ability to
penetrate existing deposits and are therefore much
more effective when used in conjunction with fre-
quent mechanical cleaning processes such as brush
cleaning or ‘pigging’ of pipelines.

The first stage of biocide selection is a laboratory
evaluation of candidate biocides. For plant under wet
lay-up, recirculating water systems, or other batch
processes, there are only two parameters that need
to be optimized: type of biocide and concentration.
However, for oilfield water systems, such as second-
ary recovery water injection systems, continuous
treatment with biocides at an effective dose is not
feasible. Continuous low-level injection of organic
biocide is of no value; indeed continuous low-level
exposure may possibly be detrimental in the long
term, because there is some possibility that it may
encourage the development of more biocide tolerant
strains of bacteria. Periodic batch treatment is there-
fore required to treat biofilms and this means that
there is a substantial matrix of parameters: type of
biocide, concentration, duration of batch, and fre-
quency of treatment. The first three factors may be
optimized by means of a laboratory ‘time kill test’45

using real or simulated system water at system tem-
perature, bacteria such as mixed cultures of SRB,
isolated from the system for which the treatment is

being selected, and most importantly, sessile rather
than planktonic populations. More realistic, though
more complex and expensive, tests can be performed
on side stream units at site. As with batch chlorina-
tion, the rate of recontamination will suggest the
frequency of treatment and this parameter can only
be optimized on the basis of site experience.

Given the relative complexity of optimizing bio-
cide dosages properly, it is not surprising that organic
biocides are commonly either underdosed or over-
dosed. Underdosing ultimately results in lackof control
of MIC, possibly involving biocide-resistant strains of
microorganisms and negates the whole purpose of the
treatment strategy. Conversely, overdosing involves not
only unnecessary expenditure over a prolonged period
but also the introduction of unnecessarily large
amounts of toxic substances into the environment.

2.20.10.3 Alternatives to Biocide
Treatments

Given the shortcomings of biocide treatments, spe-
cific antimicrobial treatments based on manipulation
of microbial ecology have long been mooted; one
such alternative, continuous nitrate treatment, has
recently become commonplace for selective control
of SRB in oilfield water systems. Though mainly
employed as an agent against H2S generation in
deep petroleum reservoirs (‘souring’), nitrate (or, less
commonly, nitrite) based treatments have also been
used in some locations as anti-MIC agents in topside
facilities, either alone or in combination with biocide.

The objective of these treatments is the suppression
of sulfide generation by the selective manipulation of
indigenous bacteria through nutrient addition. There
are several possible mechanisms by which nitrate can
suppress the accumulation of sulfide.

Nitrate-reducing bacteria (NRB) generally ‘out-
compete’ SRB for common carbon and energy
sources such as acetate and longer chained fatty
acids. This shifts the flow of electrons in energy-
generating metabolism of bacteria away from sulfate
reduction toward nitrate reduction. Ideally, this pro-
cess gives rise to nitrogen as the end product, but
sometimes it also results in the production of nitrite.

SRB themselves may preferentially use nitrate
instead of sulfate as the electron acceptor in their
energy-generating metabolism.

NRB may produce traces of compounds (nitrogen
oxides and/or nitrites) that raise the oxidation–
reduction (redox) potential of the environment to a
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level that is inhibitory to the growth of SRB or these
substances may act as toxins to SRB.

Finally, specialized nitrate-reducing sulfide oxi-
dizing bacteria may use the sulfide produced by
SRB as the electron donor for nitrate or nitrite reduc-
tion. In this case, the production of sulfide is not
completely inhibited, but the consumption of sulfide
by NRB prevents its accumulation.

Depending on the microbial populations present,
any of the above mechanisms or combinations of
mechanisms may be operative. The addition of
nitrate does not directly kill SRB and, in some
cases, will not inhibit their activity, but will still
achieve the desired effect – the reduction or removal
of sulfide. Several field tests have also demonstrated
the potential usefulness of nitrate for controlling
SRB. The Institute of Petroleum (now the Energy
Institute) in the United Kingdom published a useful
introductory review about use of nitrate treatments
to control SRB, MIC, and reservoir souring.55 Cer-
tainly, in laboratory tests, these treatments have
proven very effective for suppression of SRB activity
compared with conventional biocide treatments.

Unfortunately, in practice the use of these agents is
by no means always problem free; in particular, the
production of nitrites as a by-product of the treatment
may itself induce pitting corrosion in a minority of
applications; furthermore, nitrate is only active against
SRB rather than the wider range of other MIC micro-
organisms. In summary, it continues to be the case
that no single treatment can provide a definitive solu-
tion to MIC; the choice of most appropriate agent is
very situation specific and will remain, like most
decisions relating to living organisms, a challenging
compromise.
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Abbreviations
ASTM American Society for Testing Materials

CPVC Chlorinated polyvinyl chloride

ECTFE Ethylene chlorotrifluoroethylene

ETFE Ethylene tetrafluoroethylene

FEP Fluorinated ethylene propylene

FRP Fiber reinforced plastic

HDPE High density polyethylene

IGSCC Intergranular stress corrosion

cracking

LME Liquid metal embrittlement

PE Polyethylene

PFA Perfluoroalkoxy

PP Polypropylene

ppm Parts per million

PTFE Polytetrafluoroethylene

PVC Polyvinyl chloride

PVDF Polyvinylidene fluoride

PWHT Postweld heat treatment

PWR Pressurized water reactor

SCC Stress corrosion cracking

SCE Saturated calomel electrode

SHE Standard hydrogen electrode

XPS X-ray photoelectron spectroscopy

Symbols
DT Temperature difference (�C)

2.21.1 Introduction

Sodium hydroxide (caustic soda) is one of the world’s
most commercially important chemicals. It is produced
in huge quantitiesworldwide,mostly as a by-product of
the electrolysis of brine to produce chlorine, histori-
cally in mercury cells but increasingly in diaphragm
or membrane cells. Diaphragm cells are used to pro-
duce the majority of the world’s caustic soda which
leaves the cells at�10–12% (w/w) concentration, and
is subsequently evaporated to produce commercial
grades, typically at 50% and 73% (w/w) concentra-
tion, or anhydrous. Potassium hydroxide (caustic pot-
ash) also has some commercial significance but it is
more expensive than and, in volume terms, well-
behind caustic soda.

Both sodium and potassium hydroxides are strong
bases that are highly dissociated in water at all con-
centrations to release the metal cation and the
hydroxide anion as follows:

Na=KOH ¼ Na=Kþ þOH�

Their aqueous solutions have pHs above 7, and pHs
10, 11, and 12 are equivalent to concentrations of 4,
40, and 400 ppm (w/w) sodium hydroxide respec-
tively at 25 �C.

Depending mostly on the method of manufacture,
sodium hydroxide may contain contaminants that are
potentially significant from the corrosion standpoint,
in particular:
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1. Chlorides, particularly in the case of the sodium
hydroxide produced in diaphragm cells that may
contain up to 1% (w/w) sodium chloride, in con-
trast to mercury or membrane cells that deliver
sodium hydroxide with much lower levels of
sodium chloride, typically 10 s of ppm.

2. Chlorates, ClO3
�, are produced at the anode dur-

ing electrolysis and are normally removed before
or during the evaporation stage in the manu-
facturing process, so are of significance mostly to
the performance of manufacturing equipment.

3. Chlorine and hypochlorite that is formedwhen chlo-
rine, a coproduct of electrolysis, dissolves in sodium
hydroxide:

NaOHþ Cl2 ¼ NaClþNaOCl

4. Mercury, entrained in the sodium hydroxide pro-
duced in mercury cells.

Alkalis differ fundamentally from acids in the mech-
anism of the metal dissolution process. In acids, soluble
metal cations are produced anodically, supported by
hydrogen evolution as the primary cathodic process.
In alkalis, soluble oxyanions containing the metal are
produced by reaction between the metal and hydroxide
anions. In the case of the so-called amphoteric metals
such as aluminum, zinc, tin and lead, and their alloys,
these processes are so strongly favored as to render the
metals unsuitable for service under alkaline conditions
because of the formation of soluble aluminates, zincates,
stannates, and plumbates respectively. For example, a
simplified Pourbaix diagram for the aluminum–water
system at 25 �C is shown in Figure 1, and confirms that
the metal will be potentially vulnerable to corrosion
above a pH of �9 as well as below a pH of �4.

The reactions that give rise to this alkaline vul-
nerability in aluminum are thought to consist of the
initial formation of aluminum hydroxide in a series of
three single electron transfers1:

Alþ OH� ¼ AlðOHÞads þ e�

AlðOHÞads þ OH� ¼ AlðOHÞ2ads þ e�

AlðOHÞ2ads þ OH� ¼ AlðOHÞ3ads þ e�

The final step is believed to be the chemical dis-
solution of aluminum hydroxide to form soluble
aluminate1:

AlðOHÞ3 þ 2OH� ¼ AlO�
2 þ 2H2O

The supporting cathodic process is the direct reduc-
tion of water molecules on the aluminum surface
with the liberation of hydrogen:

2H2Oþ 2e� ¼ H2 þ 2OH�

Thus, and somewhat counter-intuitively, hydrogen is
produced in the corrosion processes occurring adja-
cent to the metal surface despite the tiny concentra-
tion of protons in the bulk fluid.

The corrosion performances of the various classes
of material in alkalis have been reviewed extensively
elsewhere.2–5 Much of the data relates to sodium
hydroxide, reflecting its commercial significance.
There is relatively little data for potassium hydroxide
in the public domain. Readers whose main interest is
to identify ‘what works where’ are referred to these
sources and the relevant chapters on specific materi-
als in this book. In this chapter, the corrosion perfor-
mances of materials are reviewed with an emphasis
on the principles and mechanisms that underpin their
corrosion performances in alkalis.

2.21.2 Steels and Cast Irons

The Pourbaix diagram for the iron–water system at
25 �C shown in Figure 26 suggests that steels should
form protective oxide films, probably composed of
magnetite (Fe3O4), at pH up to �14, approximately
equivalent to�4% (w/w), or 1M, sodium hydroxide.

When the pH is above 14 the diagram indicates
that there is a potential corrosion zone arising from
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Figure 1 Simplified potential/pH diagram for the Al–H2O

system at 25 �C, based on an equilibrium activity of

10�6 g ion per litre.
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the stability of the dihypoferrite anion, HFeO2
�, that

forms by the anodic dissolution of the metal in a
sequence of steps similar to those for aluminum
above, culminating in the dissolution of ferrous
hydroxide as the dihypoferrite anion, rather than its
further oxidation to solid magnetite on the surface.
The overall process can be written as follows:

Feþ 2H2O ¼ HFeO�
2 þ 3Hþ þ 2e�

As in the case of aluminum, the supporting cathodic
process is the reduction of water to hydrogen. The
dihypoferrite anion is in equilibrium with the hypo-
ferrite (ferroate) anion as follows:

HFeO�
2 þ OH� ¼ FeO2�

2 þH2O

This equilibrium moves to the right as the alka-
linity increases. Dissolution of the magnetite film
also contributes to metal dissolution under alkaline
conditions:

Fe3O4 þ 2H2Oþ 2e� ¼ 3HFeO2� þHþ

In practice, carbon steel is widely used for the stor-
age, handling, and transport of sodium hydroxide
solutions at concentrations and temperatures well
beyond the limits suggested in the Pourbaix diagram,
indicative of a kinetic rather than thermodynamic
control over the stability of passivity. Although
measured corrosion rates vary with purity, velocity,
and other factors, the general experience is that cor-
rosion rates are acceptably low in concentrations up

to �75% (w/w) at temperatures up to �80 �C and
perhaps even beyond,5 assuming that some degree of
iron contamination is acceptable. Of the potential
contaminants, only chlorates present a significant
threat, having the potential to accelerate the corro-
sion of steel by up to an order of magnitude, depend-
ing on the concentration.5

The major concern across these concentrations
and temperatures is not general corrosion but the
risk of intergranular stress corrosion cracking (SCC)
to which carbon steels are vulnerable in the presence
of tensile residual stresses arising from welding and
cold working operations during fabrication. These
risks can be mitigated by thermal stress relief follow-
ing fabrication and some well-established guidelines
for determining the need, or otherwise, for postweld
heat treatment (PWHT) are available and are sum-
marized in Figure 3.7

The presence of carbon/carbides in the steel and
the segregation of phosphorus at grain boundaries
increase the risks of cracking.8 Low alloy steels vary
in their vulnerability to caustic-induced SCC. Tests
have suggested that nickel-containing steels are more
resistant than carbon steels, molybdenum additions
are detrimental and the effects of chromium addi-
tions vary with temperature.9

At higher temperatures and concentrations, the
zone of dihypoferrite stability increases considerably,
extending to lower pH values, as shown in the Pour-
baix diagram for the iron–water system at 300 �C in
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Figure 2 Simplified potential/pH diagrams for the Fe–H2O system at 25 �C and 300 �C, based on an equilibrium activity
of 10�6 g ion per litre. Adapted from Chen, C. M.; Aral, K.; Theus, G. J. Computer Calculated Potential-pH Diagrams to
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Figure 2, which suggests that the alkaline corrosion
of steels is possible at a pH down to �9, equivalent to
lightly alkalized water. Kinetic studies suggest that the
magnetite film on carbon steels begins to lose its pro-
tective properties as temperatures increase above the
atmospheric boiling point, depending on concentration.
Anodic polarization curves for AISI 1020 steel in stag-
nant 2.75M (�11% w/w) sodium hydroxide at tem-
peratures in the range 95–175 �Care shown inFigure 4.

The active regions of the curves are thought to be
attributable to active iron dissolution as ferroate
rather than dihypoferrite, because of the greater sol-
ubility of the former in alkaline solutions. Although
passivation behavior is evident at all four test tem-
peratures, the passive current increases by around an
order of magnitude between the lowest and highest
temperatures. Additional studies on rotating electro-
des suggest that this is due to magnetite film thinning
due to increased solubility as the temperature rises.
Film formation competes with film dissolution, and
turbulence accelerates film dissolution and corre-
sponding corrosion rates.10

Although the corrosion risks that are presented at
high temperatures by increased concentrations of
sodium hydroxide solutions are well understood,

problems can arise in practice in situations where
nominally benign concentrations can increase locally
under the influence of high heat fluxes and/or adverse
geometries, particularly in steam raising equipment.
Corrosion control in boilers is based on maintaining
the pH of boiler waters, typically in the pH range 9–10,
by the addition, at the ppm level, of either free sodium
hydroxide or combinations of sodium phosphates that
buffer the pH in the required range but have the poten-
tial to release free sodium hydroxide, depending on the
Na:P ratio. The concentration of these alkaline species
can be increased by several orders of magnitude from
the ppm to the percent level in films of boiler water on
heat transfer surfaces when the metal skin temperature
exceeds the boiling temperature of the water at the
prevailing pressure. The driving force for concentration
is related to the temperature difference between the
two, DT, as illustrated in Figure 5.11

Heat transfer into a crevice, as might exist at a
tube/tubesheet joint in a boiler, can exacerbate the
driving force for concentration.12 These concentra-
tion processes at local sites in steam raising equip-
ment can result in the on-load, caustic corrosion,
sometimes described as ‘caustic gouging,’ of utility13

and process plant14 steel boiler tubes, and also give
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rise to caustic-induced SCC of carbon, low alloy and
stainless steels, and nickel alloy components, exem-
plified by the caustic cracking of a carbon steel stub
attached to an alloy 825 (N08825) bellows that is
illustrated in Figure 6. The root cause of the problem
was a malfunctioning desuperheater upstream of the
bellows that injected periodic slugs, rather than the

intended spray, of water containing a few ppm of
sodium hydroxide into the pipe. The water collected
in the crevice between the stub and the bellows and
successive wetting/drying events resulted in concen-
tration of the caustic in the crevice, leading ulti-
mately to SCC of the stub, driven by the residual
stresses around the attachment weld to the bellows.

Grey and ductile cast irons have corrosion resis-
tances broadly similar to steels in sodium hydroxide.
Ductile irons, in contrast to grey irons, are vulnerable
to SCC. A comparative study of pure iron and white
cast iron in 14M (�56% w/w) acid in the tempera-
ture range 20–60 �C suggested that iron carbide is
detrimental to corrosion performance in relatively
concentrated sodium hydroxide.15 Nickel has the
most significant influence on the corrosion resistance
of cast irons, as shown by the corrosion rate data in
Figure 7 for cast irons with varying nickel contents in
boiling 50–65% (w/w) sodium hydroxide.16

In particular, the austenitic irons containing
>15% nickel (such as F41000, F41002, and F43000)
have very good resistance to sodium hydroxide solu-
tions of up to �70% (w/w) concentration, but can be
vulnerable to SCC, particularly if chlorides are present,
for which stress relief provides appropriate mitigation.5

High silicon cast irons, containing typically 14–16% Si
(such as F 47003), are not resistant to relatively concen-
trated sodium hydroxide at elevated temperatures
because the siliceous films that provide their resistance
to erosion–corrosion are soluble in the alkali.
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Although there is very little specific data in the
public arena, the performances of steels and cast irons
in potassium hydroxide are very similar to their
equivalent performances in sodium hydroxide.

2.21.3 Stainless Steels

Potentiodynamic polarization curves in stagnant
15% (w/w) sodium hydroxide solution at 90 �C for
the key constituent elements of stainless steels, pure

iron, nickel, chromium, and molybdenum, are shown
in Figure 8.17 Iron has the most active corrosion
potential, and in the early stages of anodic polari-
zation, it dissolves at progressively increasing rates.
At a relatively high, critical current density, it exhi-
bits classic passivation behavior due to the formation
of magnetite, Fe3O4 which shows gradually increas-
ing rates of dissolution as the potential is further
increased to a secondary passivation peak, probably
associated with the oxidation of Fe3O4 to Fe2O3. The
current density shows little tendency to increase in
response to further polarization up to a potential
>300mVat which transpassive breakdown as soluble
ferrate, FeO4

2�, occurs.
Molybdenum has a corrosion potential more

noble than iron but more active than chromium or
nickel. However, under anodic polarization, molyb-
denum dissolves at progressively faster rates as solu-
ble molybdate, MoO4

2�, and shows no tendency to
passivate. Chromium, on the other hand, has the most
noble corrosion potential, and its initial anodic polar-
ization behavior is consistent with the presence of a
protective passive film of chromium oxide, Cr2O3,
from the outset with no evidence of an active disso-
lution peak prior to the onset of passivity. When
present, the film is more protective than the corre-
sponding films on iron and nickel, having the lowest
current density requirement for maintenance in its
passive potential range. However, transpassive break-
down to soluble chromate, CrO4

2�, occurs at a potential
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well below the corresponding breakdown potentials for
iron and nickel.

The corrosion potential of nickel is more noble
than either iron or molybdenum but less noble than
chromium. Nickel’s anodic polarization behavior
attests to the importance of the element in providing
resistance to strongly alkaline environments. The
critical current density for passivation is an order of
magnitude lower than that for iron. The passive zone
extends over a wide potential range within which
nickel is protected by nickel oxide, NiO. As the poten-
tial increases in the passive range, the current density
also increases gradually but the current densities for
the maintenance of passivity are only marginally
higher than for chromium. Ultimately, transpassive
breakdown does occur at a similar potential in iron
due to the formation of a soluble species, probably
HNiO2

�.H2O, well beyond the transpassive break-
down potential of chromium.

The polarization curves for the individual alloying
elements explain their effects on the performances of
stainless steels. The compositions of the commercial
grades of stainless steels that are relevant to alkali
applications are summarized in Table 1.

Nickel delivers the most significant benefits,
providing additional resistance to anodic dissolution
at lower potentials and robust passivity across a

potential range wide enough to limit the possible
promotion of transpassivity by oxidizing agents.
Chromium also delivers significant benefits by inhi-
biting dissolution and promoting passivity at lower
potentials but introduces a vulnerability to transpas-
sive dissolution in the presence of oxidizing agents.
Molybdenum’s benefits are confined to additional
resistance to anodic dissolution in the active potential
range.

These roles for the individual alloying elements
are apparent in the formation of the passive films
that form spontaneously on stainless steels in alkalis.
Film formation was studied recently18 in an X-ray
photoelectron spectroscopic (XPS) study of the pro-
gressive formation of the naturally formed passive
films on types 304 (S30400) and 2205 (S32205) stain-
less steel in 0.4% (w/w) sodium hydroxide solution
at ambient temperatures, in which the natural corro-
sion potential of both increases with time. On first
immersion, iron dissolves preferentially and is pres-
ent in the film ultimately as Fe3+ oxy-hydroxide, the
content of which decreases with time. Chromium
accumulates with time in the film as Cr3+ oxy-
hydroxide, and the combined effect of iron and chro-
mium depletion is that the metal layer beneath the
film becomes enriched in nickel, which accumulates
in the film as nickel hydroxide, to a greater extent on

Table 1 Compositions of some wrought stainless steels that are relevant to alkali applications

UNS no Common name Fe Ni Cr Mo Cu Si Other

S43000 430 Balance 16–18

S43035 439 Balance 17–19

S44627 E-brite Balance 26 1

S44735 29–4C Balance 29 4
S32304 2304 Balance 4–5 23

S31803 S32205 2205 Balance 4.5–6.5 21–23 2.5–3.5 N

S32750 S32760 2507 Balance 6–8 24–26 3–4.5 3–4 <0.5 0.5–1.0 N W, N
S32900 Balance 4.5 28 1.5

S30400 304 Balance 8–10.5 18–20 <0.08C

S30403 304L Balance 8–12 18–20

S30500 305 Balance 10.5–13 17–19 <0.12C
S31600 316 Balance 10–14 16–18 2–3 <0.08C

S31603 316L Balance 10–14 16–18 2–3

S31254 254SMO Balance 17.5–18.5 19.5–20.5 6–6.5 0.5–1.0 N

S30900 309 Balance 12–15 22–24 Mn
S31000 310 Balance 19–22 24–26 Mn

S32654 654SMO Balance 22 24 7.3 Mn

N08904 904L Balance 23–28 19–23 4–5 1–2
N08926 25–6MO Balance 24–26 19–21 6–7 0.5–1.5 N

S31277 27–7MO Balance 26–28 20.5–23.0 6.5–8.0 0.5–1.5 Mn, N

N08020 20 Balance 32–35 19–21 2–3 3–4

N08800 800 Balance 30–35 19–23
N08028 28 Balance 31 27 3.5 1

R20033 33 Balance 30–33 31–35 0.5–2.0 0.3–1.2 N
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type 304 (S30400) than the 2205 (S32205) stainless
steel. The molybdenum in the 2205 (S32205) stainless
steel is present as an oxy-hydroxide in the film and in
the metallic form at the metal/film interface at the
same level as in the parent material. The dealloying
effects are exacerbated in more aggressive conditions
at higher temperatures and in more concentrated
solutions to the extent that ‘nickel’ layers have been
reported on austenitic stainless steel surfaces. It has
been shown that, in reality, the dealloying of iron
from the surface of type 316 stainless steel proceeds
as far as a solid solution with a nickel/iron atomic ratio
of �1.3, equivalent to �56% nickel, in 50% (w/w)
sodium hydroxide solution at 140 �C.19

In practice, the relative contribution of chromium
and nickel to the corrosion resistances of stainless steels
in alkalis depends on and varies with the grade. The
standard ferritic grades of stainless steel such as types
430 (S43000) and 439 (S43035), containing up to�19%
chromium, do not find significant application in
alkalis. However, the so-called super-ferritic grades
containing typically 26–29% chromium with con-
trolled carbonþ nitrogen levels or stabilized with
titanium or niobium to control vulnerability to inter-
granular corrosion due to sensitization, typified by
the proprietary grades E-brite 26–1 (S44627) and
AL 29–4C (S44735), have significant, potentially useful
resistance. The corrosion rate data inFigure 9 demon-
strate the superior performance of the super-ferritic
grades relative to conventional austenitic grades of
stainless steel in tests in 50% (w/w) sodium hydroxide
at 140 �C in which a conventional ferritic grade per-
formed relatively badly.20 Superferritic stainless steels
have found commercial application as tubing materials

in caustic evaporators, and are not adversely affected to
any significant extent by the presence of contaminants.
Indeed, they require a sustained supply of oxidizing
contaminants such as chlorates to maintain passivity at
the prevailing high temperatures and concentrations.5

Isocorrosion diagrams for the basic types 304
(S30400) and 316 (S31600) austenitic stainless steels
in sodium hydroxide are shown in Figure 10.21

There is little to choose between the grades and
their low carbon equivalents, all of which are resistant
up to �20% (w/w) boiling sodium hydroxide solu-
tions. Corrosion rates for some duplex stainless steels
in boiling sodium hydroxide solutions are shown in
Figure 1122 and suggest that duplex alloys are resis-
tant up to �30% (w/w) boiling sodium hydroxide
solutions, depending on the chromium and nickel
contents of the specific grade.

The corrosion rates of various grades of duplex
stainless steels in 30–70% (w/w) sodium hydroxide
solutions are in the order S32906 <2507 (S32750)
<2205 (S32205) <2304 (S32304), confirming that
their resistances are determined largely, but not
exclusively, by their chromium contents.23 However,
the vulnerability of chromium to transpassive dissolu-
tion was confirmed in studies of austenitic and duplex
alloys in 30% (w/w) sodium hydroxide at 150 �C.
Under deaerated conditions, the strong, passivating
effects of both chromium and nickel were confirmed.
However, in more strongly oxidizing conditions, chro-
miumwas dissolved resulting in thicker, less protective
oxide films containing only nickel and iron.24

The overall effects of additions of the major alloy-
ing elements nickel, chromium, and molybdenum on
the corrosion of austenitic and duplex stainless steels
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in sodium hydroxide are summarized in Figure 12,
based on an analysis of the threshold temperature
in the range 85–146 �C at which the corrosion rate
in 50% (w/w) sodium hydroxide exceeds 0.13mm

year�1 for the grades 304 (S30400), 316L (S31603),
2205 (S32205), 2304 (S32304), 2507 (S32750), 254SMO
(S31254), 654SMO (S32654), and 904L (N08904).5

The most significant alloying element is clearly
nickel, with both chromium and molybdenum dem-
onstrating only minor benefits within the relevant
composition ranges. The beneficial effects of nickel
additions were demonstrated in a study of stainless
steels and nickel alloys in 50% (w/w) sodium hydrox-
ide at 300 �C in the presence and absence of oxygen,
the results of which are shown in Figure 13.25 Clearly,
corrosion rates are very sensitive to the presence or
otherwise of oxygen but in all conditions, the resis-
tance increases with nickel addition up to a content
of �20%, but not beyond under these relatively
aggressive conditions.

At lower temperatures, alloys with >20% nickel
such as 904L (N08904) and alloys 20 (N08020), 800
(N08800), and 33 (R20033) provide much improved
resistance to sodium hydroxide relative to the basic
austenitic grades and cheaper alternatives to nickel
based alloys. For example, Figure 14 shows corro-
sion rates for alloy 33 relative to nickel alloys 600
(N06600) and 625 (N06625) in 50% (w/w) sodium
hydroxide solution at 180 �C. Although not as resis-
tant as alloy 600 (N06600), alloy 33 (R20033) cor-
rodes at a rate of <0.1mmyear�1 that is acceptable
for most applications and is much more resistant than
the molybdenum-containing alloy 625 (N06625).
Additionally, alloy 33 (R20033) shows no evidence
of dealloying after 153 days exposure, in contrast to
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both of the nickel alloys that are significantly deal-
loyed after 35 days exposure.26

Stainless steels are vulnerable to SCC in alkaline
solutions. It has been proposed that the vulnerability
is due to the iron and chromium dealloying processes
that occur on stainless steel surfaces in alkaline
exposures19 and this is described in more detail in
Chapter 2.05, Dealloying in this volume. The con-
ditions of concentration and temperature that present
risks to the basic types 304 (S30400) and 316 (S31600)
austenitic stainless steels are shown in Figure 9
which confirms that SCC is possible at temperatures
above �100 �C, depending on concentration. Tests
on duplex stainless steels have revealed no evidence
of SCC in boiling 20–70% (w/w) solutions, suggest-
ing that they are at least as resistant as the basic
austenitic grades.21,23 Various studies have indicated
that chromium is more important than nickel in
determining the resistance to SCC in alkaline solu-
tions. For example, in 30% (w/w) sodium hydroxide
at 200 �C, the resistances to cracking in separate
studies were in the order 2205 (S32205) >316L
(S31603) >904L (N08904) and 33 (R20033) >28
(N08028) >825 (N08825) >904L (N08904).27,28

Overall, contaminants do not appear to have any
significant adverse effects on either the corrosion rates
or the vulnerability to SCCof stainless steels in sodium
hydroxide solutions. The oxidizing chlorates at the
normal levels of contamination appear to be beneficial
toward stainless steels in helping to promote and sus-
tain passivity. There is no evidence that SCC risks are
exacerbated in sodium hydroxide solutions by the
presence of chlorides up to their maximum contam-
inant levels. However, if the sodium hydroxide is
neutralized, the risks of chloride-induced SCC are
reintroduced.

Although there is very little specific data in the
public arena, the performances of stainless steels
in potassium hydroxide are broadly similar to their
equivalent performances in sodium hydroxide. A spe-
cific study of type 304L (S30403) austenitic stainless
steel showed potassium hydroxide to be less aggres-
sive than sodium hydroxide in promoting caustic-
induced SCC.29

2.21.4 Nickel and Nickel Alloys

The compositions of the commercial nickel alloys
that are relevant to alkali applications are summar-
ized in Table 2. Nickel is second only to silver in
its resistance to concentrated alkalis at elevated
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temperatures where nickel and its alloys find signifi-
cant commercial application. The temperature range
up to �300 �C is of particular significance because
evaporator tubes that are used for the commercial
manufacture of 73% (w/w) sodium hydroxide and
steam generator tubes in pressurized water reactors
(PWR) in the nuclear industry both operate at

�300 �C. The basis of the good performance of nickel
and its alloys under these conditions is the formation
and maintenance of highly insoluble, nickel oxide,
NiO, films. The Pourbaix diagrams for the nickel–
water system shown in Figure 15 confirm the exis-
tence of the NiO passivation zone and define its
thermodynamic boundaries at 25 �C and 300 �C.
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Table 2 Compositions of some wrought nickel alloys that are relevant to alkali applications

UNS no Common name Fe Ni Cr Mo Cu Si Other

N02200 200 >99 <0.15C

N02201 201 >99 <0.02C
N04400 400 <2.5 Balance 28–34 Mn

N05500 500 <2.0 Balance 27–33 Al, Mn

N08825 825 >22 Balance 19.5–23.5 2.5–3.5 1.5–3.0 Ti

N06600 600 6–10 Balance 14–17
N06690 690 7–11 Balance 27–31

N10276 C-276 4–7 Balance 14.5–16.5 15–17 W, Co

N06022 C-22 2–3 Balance 20.5–22 13–14 W, Co
N06059 59 Balance 23 16

N06686 686 <5 Balance 19–23 15–17 W

N06625 625 <5 Balance 20–23 8–10 Nb

N10665 B-2 <2 Balance 28
N10675 B-3 1.5 Balance 1.5 28.5 W, Co
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Despite the apparent threat to passivity due to the
encroachment of corrosion zones based on the for-
mations of soluble HNiO2

�·H2O and NiO2
2� at 25 �C

and 300 �C respectively, in practice a kinetic passiv-
ation zone extends much further into the alkaline pH
region. The passive film forms much more rapidly
than it dissolves because of the low solubility of NiO,
exemplified by the comparative data for magnetite
and NiO at 300 �C30 that is also shown in Figure 15.
In practice, both of the commercial purity grades of
nickel, 200 (N02200) and 201 (N02201), have excel-
lent resistance to sodium hydroxide across wide
ranges of concentration and temperature, as shown
in Figure 16, and find significant application in caus-
tic evaporation equipment. The low carbon grade 201
is generally preferred for service above 300 �C to
avoid problems associated with loss of ductility and
intergranular attack due to the precipitation of
graphite in the alloy.

However, the corrosion rates of commercially
pure nickel are very sensitive to the presence and
concentration of oxidizing chlorates and hypochlor-
ites that have a significant influence on the life of
caustic evaporation equipment. The test results in
Figure 17 are corrosion rates for a duplex stainless
steel (S32906) and nickel 200 (N02200) in boiling
50% (w/w) sodium hydroxide solution with different

levels of chloride and chlorate contaminants. The
differing effects of oxidizing contaminants on stain-
less steels and nickel are apparent.

The chromium-free nickel alloys that find signifi-
cant applications in sodium hydroxide, particularly
in evaporation equipment, are the nickel copper
alloys 400 (N04400) and 500 (N05500) that have
equivalent corrosion resistance to sodium hydroxide
up to �73% (w/w) concentration. However, in keep-
ing with nickel 200 (N02200) and 201 (N02201), their
corrosion resistance is very sensitive to the presence of
oxidizing agents such as chlorates and hypochlorites
that have to be controlled below threshold levels to
avoid excessive corrosion and contamination of the
product sodium hydroxide with nickel and copper
corrosion products.5,31 The alloys 400 (N04400) and
500 (N05500) are also vulnerable to caustic-induced
SCC and liquid metal embrittlement (LME) by mer-
cury in the case of components that handle mercury
cell caustic prior to final separation of mercury and its
salts from the product caustic.21 The chromium-free
B family of alloys also has good resistance to sodium
hydroxide in the absence of oxidizing agents but the
advantages they offer over cheaper alternatives are
marginal and they have found little application.

The preferred chromium-bearing alloy for sodium
hydroxide applications at higher temperatures is alloy
600 (N06600) that has comparable, arguably bet-
ter, resistance to corrosion than the commercially
pure nickel alloys exemplified by the corrosion rates
in boiling solutions for the two materials that are
shown in Figure 18.5

Alloy 600 (N06600) has two additional advantages
over commercially pure nickel. It is more resistant to
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the presence of sulfur-containing contaminants in the
sodium hydroxide that can promote intergranular
penetration of nickel due to the formation of a low
melting point nickel/nickel sulfide eutectic. It is also
more tolerant to the presence of oxidizing agents
such as chlorate and hypochlorite due to the passiv-
ation reinforcing effects of the chromium in the base
metal. However, on the downside, the alloy 600
(N06600) is vulnerable to caustic-induced SCC at
temperatures above �190 �C in concentrated sodium
hydroxide. In principle, the risk of SCC can be miti-
gated by appropriate thermal stress relief but this
requires exposure to relatively high temperatures
for significant time periods (for example, �900 �C
for 1 h) and is not always practicable for complex
equipment items.

Fewcorrosion problems have been studied as inten-
sively as the SCC vulnerability of alloy 600 (N06600)
that has been used extensively as a steam gener-
ator tube material in PWRs in the nuclear industry.
This is a complex topic that is described in more detail
elsewhere32 and in Chapter 2.09, Stress Corrosion
Cracking in this volume. The research has included
detailed investigations of the intergranular cracking
(IGSCC) of alloy 600 (N06600) in concentrations
of �10% (w/w) sodium hydroxide at �300 �C. The
IGSCC occurs in a relatively narrow band of cor-
rosion potentials close to the Ni/NiO equilibrium
that are adopted by the alloy in the deaerated boiler
water. Carbon content and carbide morphology play
an important role. Intergranular carbides improve

IGSCC resistance, and heat treatments for alloy 600
that develop preferred microstructures have been pro-
posed and adopted. Operating experience has estab-
lished that alloys 800 (N08800) and 690 (N06690)
are much more resistant to IGSCC than alloy 600
(N06600). Recently, it has been proposed that internal,
intergranular oxidation of chromium is the initiating
process for IGSCC in alloy 600 (N06600). In contrast,
alloy 690 (N06690) resists IGSCC because its much
higher chromium content allows it to form a protective
external oxide, and alloy 800 (N08800) has sufficient
nickel to resist the dealloying processes that might
render it vulnerable to the mechanism for caustic-
induced SCC in stainless steels and sufficient chro-
mium to form an external oxide and resist the internal
oxidation route to crack initiation.33,34

The nickel–chromium–molybdenum alloys such as
alloys 625 (N06625), 59 (N06059), and the C family do
not find significant application in alkalis because, at the
margin, they are less resistant than other nickel based
alloys and in conditions where they have useful resis-
tance, there are cheaper alternatives.

The corrosion rates shown in Figure 19 for vari-
ous nickel alloys in 70% (w/w) sodium hydroxide
solution at 170 �C35 confirm that the two nickel–
chromium–molybdenum alloys are outperformed
by the nickel–copper and nickel–chromium–iron
alloys. The nickel–chromium–molybdenum alloys are
also vulnerable to caustic-induced SCC.36 Arguably,
the nickel–chromium–molybdenum alloys might be
more tolerant to the presence of oxidizing agents
such as chlorates and hypochlorites, but this has to
be offset against the vulnerability of molybdenum to
transpassive dissolution in alkaline media. In practice,
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the nickel–chromium–molybdenum alloys are speci-
fied onlywhen their corrosion resistance to other fluids
are required simultaneously, such as in heat exchange
duties for alkaline fluids where the heating or cooling
fluid is sufficiently corrosive as to require a nickel–
chromium–molybdenum alloy.

Although there is very little specific data in the
public arena, the performances of nickel alloys stainless
steels in potassium hydroxide are broadly similar to
their equivalent performances in sodium hydroxide.

2.21.5 Other Metals and Alloys

Commercial purity zirconium (Zr702, R60702) is pro-
tected by a surface oxide film, composed mainly of
ZrO2, that is extremely resistant to alkaline attack, as a
result of which zirconium has excellent resistance to
alkalis, both aqueous and fused. Thus, it resists 73%
(w/w) sodium hydroxide up to 138 �C and molten
sodium hydroxide at temperatures above 1000 �C. It
is resistant to the presence of oxidizing contaminants
unless significant amounts of chlorides are present. It
is resistant to SCC in boiling solutions but is very
vulnerable to LME if contaminant mercury is pres-
ent.5 More detailed information is given in Chapter
3.14, Corrosion of Zirconium and its Alloys.

Titanium and its alloys are also dependent on
the formation of protective oxide films consisting
mostly of titanium dioxide, TiO2, for their resistances
to corrosion. However, the TiO2 film on titanium is
more soluble in alkaline conditions than the equiva-
lent ZrO2 film on zirconium. In practice, commer-
cially pure titanium (ASTM grade 2, R50400) is
resistant over a wide range of concentrations at ambi-
ent temperatures but increases in temperature increase
the film dissolution rate. Titanium’s performance lim-
its are determined as much by vulnerability to the
hydriding caused by the hydrogen released in the
corrosion process as by the corrosion rate per se that
might otherwise be acceptable. Hydrogen absorption
is particularly prevalent in the 20–40% (w/w) concen-
tration range and at 50% (w/w) sodium hydroxide, the
temperature has to be limited to �80 �C to avoid
excessive hydriding and embrittlement.37

Copper piping has been used for handling sodium
hydroxide solutions in the absence of oxidizing
agents and tolerates temperatures up to �100 �C at
73% (w/w) concentration. The cupronickels (grades
90–10, C70600 and 70–30, C71500) have improved
resistance and have found application in caustic
evaporation up to 50% (w/w) concentration if some

copper contamination is acceptable.5 However, cop-
per contamination is not acceptable in several major
uses of the sodium hydroxide product and this inevi-
tably limits the usage of copper and its alloys in
alkaline applications.

Silver has exceptional resistance to sodium hydrox-
ide at temperatures well beyond boiling but its cost
precludes other than niche use. The amphotericmetals
are clearly precluded from significant application, and
tantalum has very poor resistance to caustic solutions
and finds no application.

2.21.6 Nonmetallic Materials

2.21.6.1 Thermoplastic and Reinforced
Thermosetting Materials

In practice, chemical compatibility is, but, one factor
that determines the suitability or otherwise of a thermo-
plastic material for a specific application. Other factors
such as mechanical and fabrication properties, thermal
expansion characteristics, permeation properties, etc.
are significant design considerations. In practice, other
than for small scale equipment, thermoplastics are used
more commonly as linings on stronger substrates rather
than in solid form, because of reliability and integrity
concerns. The application of these materials is covered
in more detail in the relevant chapters in this book but
the more significant materials are as follows:

1. Polyethylene (PE) and polypropopylene (PP)
have good resistance. High density polyethylene
(HDPE) and PP resist concentrations up to�70%
(w/w) at temperatures up to �60 �C and �100 �C
respectively.

2. Polyvinyl chloride (PVC) resists concentrations
up to �70% (w/w) at temperatures up to �40 �C,
although PVC-lined fiber reinforced plastic (FRP)
construction is generally preferred to solid PVC
on safety grounds. Chlorinated polyvinyl chloride
(CPVC) tolerates higher temperatures.

3. Fluoroplastics are very resistant to alkaline solutions,
depending upon their degree of fluorination. The
highly fluorinatedmaterials polytetrafluoroethylene
(PTFE), fluorinated ethylene propylene (FEP), and
perfluoroalkoxy (PFA) resist concentrations up to
�70% (w/w) at temperatures up to 150 �C and
beyond. The less highly fluorinated materials eth-
ylene chlorotrifluoroethylene (ECTFE), ethylene
tetrafluoroethylene (ETFE), and polyvinylidene
fluoride (PVDF) are also very resistant but have
lower temperature limits for service than the fully
fluorinated grades.
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FRP constructions can be used, but the common
isophthalate and phenolic resins are not resistant to,
and glass is attacked by, caustic solutions. FRP con-
struction is therefore based on the use of specific
resins such as epoxy, bisphenol-A fumarate, and
vinyl ester resins and special surfacing veils of mate-
rials such as polyesters and acrylics. Dual laminate
construction is also common, involving the use of
resistant, thermoplastic liners supported by FRP.
Materials selection needs care and experience, and
suppliers should always be consulted in the selection
of thermoplastic or thermosetting construction for
caustic applications.

2.21.6.2 Elastomers

Natural rubber is resistant to concentrations up to
70% (w/w) at temperatures up to �60 �C, and in the
case of hard natural rubber up to temperatures as
high as �90 �C. Several synthetic rubbers, including
chlorosulfonated PE (such as Hypalon), butyl, nitrile
butadiene, and butadiene rubbers also have good resis-
tance up to �60 �C and beyond. Silicone and polysul-
fide rubbers are restricted to temperatures close to
ambient.

2.21.6.3 Inorganic Materials

Impervious graphite finds application depending on
the impregnant. Of the common impregnants, carbon
tolerates up to 80% (w/w) concentration at tempera-
tures up to �80 �C. The PTFE impregnant is also
tolerant to relatively demanding conditions, but phe-
nolic resins are limited to much lower concentrations
and are substituted with furane resins for more
demanding applications.

Ceramics find only limited application. Borosili-
cate glass is very restricted in the concentrations and
temperatures that it can handle, and glass linings
are restricted essentially to dilute solutions at low
temperatures.
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Abbreviations
AHF Anhydrous hydrogen fluoride

AES Auger electron spectroscopy

ASTM American Society for Testing Materials

CPVC Chlorinated polyvinyl chloride

ECTFE Ethylene chlorotrifluoroethylene

EIS Electrochemical impedance spectroscopy

EPDM Ethylene propylene diene terpolymer

ETFE Ethylene tetrafluoroethylene

FEP Fluorinated ethylene propylene

GRP Glass reinforced plastic

HAZ Heat affected zone

HIC Hydrogen-induced cracking

HSC Hydrogen stress cracking

PE Polyethylene

PFA Perfluoroalkoxy

PP Polypropylene

ppm Parts per million

PTFE Polytetrafluoroethylene

PVC Polyvinyl chloride

PVDF Polyvinylidene fluoride

PWHT Postweld heat treatment

SCC Stress corrosion cracking

SCE Saturated calomel electrode

SHE Standard hydrogen electrode

SIMS Secondary ion mass spectrometry

SOHIC Stress-oriented hydrogen-induced cracking

TOF Time of flight

XPS X-ray photoelectron spectroscopy

Symbols
Ecorr Corrosion potential (V)

icorr Corrosion current density (mAcm�2)

2.22.1 Introduction

The hydrohalic acids comprise the group of monobasic
acids that are formed when the hydrogen halide gases
are dissolved in water, with strengths in descending
order:

hydroiodic (HI) > hydrobromic (HBr) > hydro-
chloric (HCl) > hydrofluoric (HF)

The differences in strength arise from the differing
sizes of the relevant halide ion. Thus, the largest iodide
anion interacts relatively weakly with its complemen-
tary proton, leaving it relatively free to dissociate. In
practice, the differences amongst HI, HBr, and HCl
acids are not great, and all are strong acids that are
highly dissociated in water at all concentrations to
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release protons and the corresponding halide anion
as follows:

HX ¼ Hþ þ X�

The result, in relation to the pHs of hydrohalic acids, is
that at the higher end of the pH range the solutions are
effectively acidified waters. Thus, the pHs 2, 3, and 4
are equivalent to concentrations of 360, 36, and 3.6 ppm
(w/w) hydrochloric acid, respectively at 25 �C. How-
ever, HF acid is an exception to this behavior. There is
very strong hydrogen bonding between the nonionized
HF and water molecules, and the small fluoride anion
imposes a high degree of order on the surrounding
protons and water molecules as a result of which HF
acid is a very weak acid, the pH of which varies in a
complicated manner with concentration as shown in
Figure 1.1

Hydrogen chloride, bromide, and iodide are all
gases at ambient temperatures and available commer-
cially in nominally anhydrous specifications, containing
trace quantities of water. Anhydrous hydrogen fluoride
(AHF) is a liquid that boils at �20 �C, and is normally
specified as containing< 400 ppm water. The signifi-
cant commercial grades of the acids are as follows:

1. HI acid, the least significant acid commercially, is
supplied at various concentrations, typically 47%
or 55% (w/w), but concentrated grades in the
range 90–98% (w/w) are also available.

2. Hydrobromic acid is manufactured in significant
quantities and supplied at various concentrations,
most commonly at �47–49% (w/w).

3. Hydrochloric acid is manufactured in the greatest
quantities at concentrations up to �38% (w/w),
above which the fuming nature of the acid

introduces problems in relation to storage and
transport. Most bulk commercial grades have con-
centrations in the range 30–35% (w/w).

4. HF acid is also significant commercially, and is
available in bulk at concentrations of 49% and
70% (w/w).

From the corrosion standpoint, the hydrohalic acids
are commonly classified as inherently ‘reducing’
acids because the only cathodic process that the
pure acids can deliver is the reduction of protons to
evolve hydrogen:

2Hþ þ 2e� ¼ H2

This is in contrast to ‘oxidizing’ acids such as sulfuric
and nitric acid in which reductions of the acid itself,
or its constituent species, occur at potentials more
noble than hydrogen evolution, and to an extent that
can determine the behaviors of materials exposed to
the acid, as described in the separate chapters de-
voted to the two acids in this book. In the case of the
hydrohalic acids, their ‘reducing’ characteristics are
compounded by the aggressive properties of the hal-
ide anions that inhibit the formation of, and attack
preexisting, protective passive layers on metals and
alloys. Indeed, both HCl and HFacids find significant
commercial applications in the cleaning and pickling
of metals and alloys because of their ability to dis-
solve metal oxides.

In practice, alternative cathodic processes to hydro-
gen evolution may be available due to the presence of
specific contaminants in the acid, in particular oxi-
dants such as dissolved oxygen and metal cations in a
higher oxidation state such as ferric, Fe3þ or cupric,
Cu2þ ions. The presence of the corresponding halogen
gas, for example chlorine in the case of hydrochloric
acid, can also have a significant effect. The effects of
oxidizing agents that raise the potentials of metals and
alloys are almost invariably detrimental to corrosion
performance in the hydrohalic acids, in which metals
and alloys are mostly unable or struggle to form pro-
tective, passive films, as will emerge below.

The corrosion performances of the various classes
of material in hydrohalic acids have been reviewed
extensively elsewhere.2–8 Much of the data relate to
hydrochloric and HF acids, reflecting their commer-
cial significance. There is relatively little data for
hydrobromic, and virtually none for HI acid in the
public domain. Readers whose main interest is to
identify ‘what works where’ are referred to these
sources and the relevant chapters on specific materi-
als in this book. In this chapter, the corrosion
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performances of materials are reviewed with an
emphasis on the principles and mechanisms that
underpin their corrosion performances in the acids.

2.22.2 Steels and Cast Irons

Steels react with anhydrous hydrogen halide gases
to form the corresponding iron halide and hydrogen.
In AHF, the fluoride films are protective and steels
have acceptable corrosion rates at temperatures up
to�200 �C and velocities up to 10m s�1, and arguably
to higher temperatures at lower velocities.3,6 The
velocity limitations arise because the fluoride films
are vulnerable to detachment which not only increases
the corrosion rates, but also adversely affects the oper-
ability of equipment due to accumulations of solid iron
fluoride in seals and joints in valves, pumps, and else-
where. In anhydrous hydrogen chloride gas, the growth
of a film of FeCl2 obeys parabolic kinetics up to tem-
peratures of 500–600 �C, above which the vaporization
of FeCl2 results in a switch to linear, nonprotective
kinetics. As in the case of the analogous fluoride films,
the chloride films on steels are protective within specific
temperature and velocity constraints,5,9,10 and some
widely used design temperature limits for carbon steel,
austenitic stainless steels, and specific nickel alloys in
anhydrous hydrogen chloride are shown in Figure 2.10

Aqueous hydrohalic acids are very aggressive to-
ward steels and grey or ductile cast irons. A typical
polarization curve for carbon steel in stagnant, aque-
ous 3M (�10%, w/w) hydrochloric acid is shown
in Figure 3.

The anodic curve shows classic Tafel behavior,
characteristic of active dissolution of iron:

Fe ¼ Fe2þ þ 2e�

The cathodic curve also shows classic Tafel behavior,
characteristic of hydrogen evolution. In more dilute
acids, curves are obtained that are time dependent to
a small extent, and electrochemical impedance spec-
troscopic (EIS) measurements suggest the presence
of highly nonprotective films that present limited
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barriers to anodic dissolution.11 Such films that do
exist are likely to consist of iron chloride, which is
very soluble in hydrochloric acid and the degree of
protection that they can provide is therefore very
marginal. The general experience of steels in aqueous
HCl, HBr, and HI acids is of active corrosion across
the full concentration range at rates that preclude
practical application.

In aqueous HF acid, corrosion rates are generally
lower, but acceptable only at concentrations above
�70% (w/w), as shown in Figure 4. The corrosion
resistance of steels in concentrated aqueous and liq-
uid AHF arises from the spontaneous formation of
protective iron fluoride films on steel surfaces that
are much less soluble than the corresponding chlo-
ride films. Studies of the growth of fluoride films in
vapors over dilute HF acids at ambient temperature
have shown that the kinetics is linear, and controlled
by reaction at the metal–film interface, resulting in
the formation of porous, nonprotective films. How-
ever, when the HF acid concentration rises to 40%
(w/w), the initial film that forms in the vapor phase
has been identified as FeF2�4H2O, and it grows with a
parabolic dependence on time. With increasing film
thickness, a product identified as nonstoichiometric
Fe2F5�7H2O occurs. The change to parabolic kinetics
indicates a switch to diffusion control of reaction rate
through a thickening, potentially protective film.12

The significance of such films is evident in the
polarization curves for two steels in 90% (w/w) acid
at 90 �C, shown in Figure 5.

In both cases, the anodic kinetics is clearly influ-
enced strongly by diffusion due to the presence of the
fluoride film, while the cathodic reactions obey Tafel-
type kinetics, characteristic of hydrogen evolution
beneath the film.13 The adherence and protection
afforded by the fluoride film has been shown to depend
upon several factors. Although the laboratory test in
Figure 5 demonstrates the existence of a film at 90 �C,
temperatures and limiting velocities are typically
restricted to �65 �C and �1.6m s�1 in liquid AHF,
reducing to �30 �C and 0.6m s�1 in 70% (w/w)
acid.6 The carbon and residual element content of
the steel, in particular the copper and nickel contents,
also appear to influence the persistence of the fluo-
ride films that form and the corresponding corrosion
rates that are experienced,13 and recommendations
have been formulated relating to the control of such
elements.14 Corrosion rates have also been shown to
be higher in the presence of oxygen in both the
laboratory10 and in the field.6

Steels are vulnerable to damage due to hydrogen
uptake in HF acid service that is similar to the
types of damage that can be experienced in wet
H2S such as hydrogen stress cracking (HSC) of stron-
ger materials and hard welds and heat affected zones
(HAZ), and hydrogen-induced cracking (HIC), stress-
oriented hydrogen-induced cracking (SOHIC), and
blistering of plate materials. General approaches to
mitigating these risks are available7,15 based on the
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practices that have been developed for the control of
the similar problems that are experienced in wet H2S,
including the control of base metal chemistry and
the hardness of welds and HAZs within threshold
levels and, if appropriate, postweld heat treatment
(PWHT).16 The risks of HIC and SOHIC in the
base materials are mitigated by controlling steel chem-
istry and microstructure (including limits on sulfur
content and inclusion shape control) and manufacture
(in particular rolling conditions), and confirming resis-
tance by appropriate testing.17–19

Gray and ductile cast irons have corrosion resis-
tances broadly similar to steels in hydrohalic acids,
but find no application in HF acid service, not least in
the case of gray irons because of safety concerns
relating to their poor ductility. High-silicon cast
irons, containing typically 14–16% Si, are resistant
to all concentrations of hydrochloric acid up to 40%
(w/w) at ambient temperatures and at higher tem-
peratures in more dilute acids, as shown in the iso-
corrosion curves for some metals and alloys with
exceptional corrosion resistance to aqueous hydro-
chloric acid, described later in Figure 14. Their
exceptional corrosion resistance is due to the forma-
tion of robust, siliceous films that have considerable
resistance to erosion and abrasion. However, they find
relatively limited application due to their poor duc-
tility that renders them difficult to fabricate and
requires them to be protected from thermal and/or
mechanical shock.

2.22.3 Stainless Steels

The compositions of the relevant commercial grades
of stainless steels are summarized in Table 1.

In anhydrous hydrogen chloride gas, stainless
steels perform in a similar manner to steels in that
they form chloride films that obey parabolic kinetics
up to temperatures of 500–600 �C, above which the
vaporization of the chlorides results in a switch to
linear kinetics. However, the films contain CrCl3 and
NiCl2 in addition to, or instead of FeCl2, depending
on the alloy and the temperature.10 They form more
slowly and are much more protective than the cor-
responding films on steels at temperatures below
�500 �C. As a result, the corrosion rates for stainless
steels are lower than for steels, and the design tem-
perature limits are correspondingly higher, exempli-
fied by those reported in Figure 2.10 At temperatures
above �500 �C, stainless steels offer no significant
advantage over carbon or low alloy steels in anhy-
drous hydrogen chloride gas.

The performances of austenitic stainless steels in
AHF liquid and vapor are good up to a temperature
of�100 �C. All of the basic grades 304 (S30400), 304L
(S30403), 316 (S31600) and 316L (S31603), and their
cast equivalents show good resistance and find sig-
nificant application, although due caution to prevail-
ing velocities is necessary as in the case of steels.
However, austenitic stainless steels that can develop
a-martensite as a result of cold working are vulnerable

Table 1 Compositions of some wrought stainless steels that are relevant to hydrohalic acid applications

UNS no. Common name Fe Ni Cr Mo Cu Si Other

S31803 2205 Balance 4.5–6.5 21–23 2.5–3.5 N

S32205

S32750 2507 Balance 6–8 24–26 3–4.5 <0.5 N
S32760 3–4 0.5–1.0 W, N

S30400 304 Balance 8–10.5 18–20 <0.08C

S30403 304L Balance 8–12 18–20

S34700 347 Balance 9–13 17–19 Nb/Ta<0.08C
S31600 316 Balance 10–14 16–18 2–3 <0.08C

S31603 316L Balance 10–14 16–18 2–3

S31700 317 Balance 11–15 18–20 3–4 <0.08C

S31703 317L Balance 11–15 18–20 3–4
S31254 254SMO Balance 17.5–18.5 19.5–20.5 6–6.5 0.5–1.0 N

S30900 309 Balance 12–15 22–24 Mn

S31000 310 Balance 19–22 24–26 Mn

N08904 904L Balance 23–28 19–23 4–5 1–2
N08926 25–6MO Balance 24–26 19–21 6–7 0.5–1.5 N

S31277 27–7MO Balance 26–28 20.5–23.0 6.5–8.0 0.5–1.5 Mn, N

N08020 20 Balance 32–35 19–21 2–3 3–4
N08031 31 Balance 30–32 26–28 6–7 1.4 N

R20033 33 Balance 30–33 31–35 0.5–2.0 0.3–1.2 N
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to HSC, and some users favor the higher nickel
316/316L grades for this reason.8 Above �100 �C,
the rates of corrosion of austenitic stainless steels in
AHF increase to unacceptable levels and they are
outperformed by carbon steel, as shown in Figure 6.

The performances of stainless steels in aqueous
hydrohalic acids are generally poor because they are
unable to form and sustain the passive, chromium
oxide films upon which they depend for corro-
sion resistance and, as a result, corrode actively.
Ferritic and martensitic stainless steels have poor
resistance under all conditions. Austenitic and du-
plex stainless steels offer some limited resistance,
as shown in the isocorrosion diagrams for various
grades in HCl and HF acids in Figures 7 and 8
respectively.

The basic 316L (S31600) grade is clearly limited
to very dilute acids at relatively low temperatures.
The grades with higher levels of nickel, molybde-
num, and copper offer progressive extension of the
boundaries for stable passivity, but more than 30%
nickel and significant contents of molybdenum and
copper are required to provide resistance to hydro-
chloric acid at all concentrations up to 40% (w/w) at
close to ambient temperatures, exemplified by the
isocorrosion diagram for alloy 31 (N08031) which is
shown in Figure 9.20

Overall, taking into account the additional risks
of localized corrosion and stress corrosion crack-
ing (SCC) presented by the halide anions, stainless
steels are weak options for aqueous, hydrohalic acid
service.

2.22.4 Nickel and Nickel Alloys

The compositions of the relevant commercial grades
of nickel and its alloys are summarized in Table 2.

The reaction of nickel with anhydrous hydrogen
chloride gas as a function of temperature is shown in
Figure 10.21

Evidently, reaction kinetics is parabolic up to a
temperature of �450 �C, associated with the forma-
tion of protective NiCl2. In the temperature range of
450–550 �C, there is a transition to linear kinetics
associated with the relatively high vapor pressure and
progressive evaporation of NiCl2. Alloying, in general,
reduces the temperature at which there is a transition
to unacceptable evaporation rates. The effects are
relatively small for the commercial nickel–chromium
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and nickel–chromium–molybdenum alloys, but more
significant for nickel–molybdenum and particularly
nickel–copper alloys because of the relatively low
melting point and high volatility of copper chloride.
This is reflected in the relatively high, proposed,
design temperature limits proposed in Figure 2 for
nickel 200 (N02200) and alloy 600 (N06600) com-
pared with alloy 400 (N04400) for which the proposed
limits are little better than those for carbon steel.10

The resistance of nickel and its alloys to AHF gas at
elevated temperatures is dependent on the formation

of protective metal fluoride films. Nickel and molyb-
denum fluorides are stable and protective relative to
chromium and iron fluorides that have lower melting
points and higher volatilities, and this is reflected in
the corrosion rates for various metals and alloys in
AHF at 600 �C that are charted in Figure 1122 which
links to the data reported in Figure 6.

Alloys can suffer internal as well as external attack
in high temperature hydrogen fluoride related to fluo-
ride diffusivity and solubility in the metal and, in
addition to chromium and iron, the elements niobium,
tantalum, and titanium also exacerbate the vulnerabil-
ity of an alloy to internal attack due to the lower
melting points and higher volatilities of their fluorides.
Figure 11 confirms that the chromium-rich types
309 (S30900) and 310 (S31000) and the niobium/
tantalum-containing type 347 (S34700) stainless steel
suffer extremely high rates of corrosion. Type 304
(S30400) stainless steel is confirmed as having unac-
ceptable rates relative to steel, and the most resistant
materials are nickel 200 (N02200) and nickel alloys
400 (N04400) and 600 (N06600).

In AHF liquid, the leaner nickel alloys such as
alloys 20 (N08020), 825 (N08825), and the G family
are highly resistant to corrosion at temperatures up
to �125 �C, even under flowing conditions, and find
significant application, subject to appropriate mitiga-
tion of risks relating to preferential weld corrosion
and HSC of heavily cold-worked material.6 The more

Table 2 Compositions of some wrought nickel alloys that are relevant to hydrohalic acid applications

UNS no. Common name Fe Ni Cr Mo Cu Si Other

N02200 200 >99 <0.15C

N02201 201 >99 <0.02C

N04400 400 <2.5 Balance 28–34 Mn
N05500 500 <2.0 Balance 27–33 Al, Mn

N08825 825 >22 Balance 19.5–23.5 2.5–3.5 1.5–3.0 Ti

N06007 G 18–21 Balance 21–23.5 5.5–7.5 1.5–2.5 Co, Nb

N06985 G-3 18–21 Balance 21–23.5 6–8 1.5–2.5 Co W
N06030 G30 13–17 Balance 28.0–31.5 4–6 1.0–2.4 W

N06600 600 6–10 Balance 14–17

N06690 690 7–11 Balance 27–31
N10276 C-276 4–7 Balance 14.5–16.5 15–17 W, Co

N06455 C-4 3 Balance 14–18 14–17 Co

N06022 C-22 2–3 Balance 20.5–22 13–14 W, Co

N06200 C-2000 Balance 23 16 2
N06059 59 Balance 23 16

N06686 686 <5 Balance 19–23 15–17 W

N06625 625 <5 Balance 20–23 8–10 Nb

N10001 B 5.5 Balance 28 Co
N10665 B-2 <2 Balance 28

N10675 B-3 1.5 Balance 1.5 28.5 W, Co

Hybrid BC-1 2 Balance 15 22
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N06059) and 31 (UNS N08031) in Mitigating Corrosion Risks
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Corrosion 2007; NACE International: Houston, TX, 2007.
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nickel-rich alloys 600 (N06600), C-22 (N06022), and
C-276 (N10276) are even more resistant, as illu-
strated in Figure 12 that shows corrosion rates for
various metals and alloys tested for 6–40 days in AHF
at 15–40 �C.6

The nickel–chromium and nickel–chromium–
molybdenum alloys are used at temperatures up to at
least �150 �C, but appropriate precautions are also
necessary with the nickel-rich alloys to avoid environ-
mental cracking. Thus, the nickel–copper alloys 400
(N04400) and 500 (N05500) have excellent general
corrosion resistance but are vulnerable to environmen-
tal cracking in the presence of air. Alloy 600 (N06600)
has shown a vulnerability to cracking in the presence
of chlorine and copper fluoride after cold forming.

Such risks can be mitigated by appropriate heat treat-
ment procedures.6

The basic electrochemistry of the classes of alloys
of commercial significance for aqueous hydrohalic
acid duties is illustrated by the polarization curves
in Figure 13 for nickel and three nickel alloys in
aqueous hydrochloric acid.

Evidently, the corrosion potentials and polariza-
tion characteristics of nickel 200 (N02200) and the
nickel–copper alloy 400 (N04400) in deaerated 5N
(�18%, w/w) hydrochloric acid at room temperature
are very similar.23 Both display very active corrosion
potentials and anodic polarization behavior charac-
teristic of active dissolution of the base elements with
no tendency to passive film formation:

Ni ¼ Ni2þ þ 2e�

Cu ¼ Cu2þ þ 2e�

The polarization curves in Figure 13 and Figure 3
confirm the much greater resistance to active, anodic
dissolution that nickel displays relative to iron under
similar conditions. That is the basis of the generally
better performances of nickel-based compared with
iron-based alloys in hydrochloric acid. Regarding the
specific effects of alloying with copper, the curves in
Figure 13 suggest slightly more polarization of both
anodic and cathodic processes in the case of alloy 400
(N04400) than for nickel 200 (N02200), but this
depends very much on acid concentration and temper-
ature. Alloy 400 (N04400) is more sensitive to increases
in concentration and less sensitive to increases in
temperature than nickel 200. In practice, both alloys
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have acceptable resistance to corrosion in relatively
dilute (<�10%, w/w) acids at ambient temperatures
but at higher concentrations and temperatures, and
particularly if oxygen or other oxidizing agents are
present, their application is limited.

The more important alloying elements for resis-
tance to aqueous hydrochloric acid are molybdenum
and chromium, exemplified by the polarization curves
in Figure 13 for the nickel–molybdenum alloy B-3
(N10675) and the nickel–chromium–molybdenum
alloy C-2000 (N06200) in deaerated 20% (w/w)
hydrochloric acid at 25 �C.24 Both alloys exhibit rela-
tively active corrosion potentials, albeit more noble
than for nickel 200 (N02200) or the nickel–copper
alloy 400 (N04400) under similar conditions. Active
dissolution is clearly inhibited in the nickel–
molybdenum alloy B-3 (N10675) relative to nickel
200 (N02200), arising from the significant contribution
of molybdenum to overall dissolution:

Mo ¼ Mo3þ þ 3e�

The mechanism via which molybdenum inhibits dis-
solution has been variously attributed to the relatively
high Mo–Mo bond energy that blocks active sites25,26

and the promotion of salt film formation due to the
relative insolubility of molybdenum chlorides.27 It has
been suggested that the pseudo-passive behavior,

exemplified by the anodic polarization curve for
alloy B-3 (N10675) in Figure 13, may be due to the
formation of a molybdenum dioxide (MoO2) and/or
trioxide (MoO3) film

24 that breaks down under further
anodic polarization. Whatever the mechanism, the
inhibiting effect of molybdenum on the anodic disso-
lution of nickel in hydrochloric acid is of significant
practical benefit, exemplified by the isocorrosion dia-
grams in Figure 14 that show the performance of alloy
B-2 (N10665) relative to other metals and alloys with
exceptional resistance to aqueous hydrochloric acid.28

However, the absence of the capacity of nickel–
molybdenum alloys to passivate, which is apparent in
the anodic polarization curve for alloy B-3 (N10675)
in Figure 13 signals a sensitivity to the presence of
oxidizing agents which limits their practical applica-
tion, as described later.

In contrast to alloy B-3 (N10675), the anodic polar-
ization curve for the chromium-containing alloy
C-2000 (N06200) in Figure 13 shows a pronounced
capacity to passivate, which offers the prospect of
useful corrosion performance in environments that
have sufficient oxidizing capacity to exceed the cri-
tical current density for passivation and raise the
potential into the passivation range. The active portion
of the curve describes active dissolution of the alloy to
produce, in addition to Ni2þ and Mo3þ, soluble
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chromous ions as follows:

Cr ¼ Cr3þ þ 3e�

The active dissolution curve is less polarized than
alloy B-3 (N10675) due to its lower molybdenum
content. At a potential in the 50–100mV range, the
current density drops by more than two orders of
magnitude, signaling the formation of a protective
passive film. The passive films that form on nickel–
chromium and nickel–chromium–molybdenum alloys
have been shown to be thin (<10 nm), and to consist
mostly of chromium oxide, Cr2O3. An Auger electron
spectroscopic (AES) study showed the presence of
outer nickel and iron oxides over an inner chromium
oxide layer on alloy 600 (N06600), but nickel oxide
only in the case of alloy C-4 (N06455).29 An X-ray
photoelectron spectroscopic (XPS) study differen-
tiated inner chromium oxide and outer hydroxide
layers.30 A study using both XPS and time of flight
secondary ion mass spectrometry (TOF SIMS) sug-
gested a threshold concentration of chromium in an
alloy of �20% to promote strong passivity, above
which thicker oxides developed with layered struc-
tures consisting of inner Cr–Ni and outer Cr–Mo
oxides. Molybdenum and tungsten exert little discern-
ible effect on passivation at potentials below�200mV,
when Cr3þ is the only possible chromium dissolution

product. However, they appear to suppress passive film
dissolution at potentials>�500mV, when transpas-
sive oxidation to Cr6þ is possible.31

The relative performances of nickel–chromium
and nickel–chromium–molybdenum alloys in aque-
ous hydrochloric acid will depend on their composi-
tions, as illustrated in the isocorrosion diagrams in
Figure 15 for a range of alloys relative to the stainless
steel 25–6MO (N08926) (note that these are isocor-
rosion diagrams for a corrosion rate of 0.5 mmyear�1

which is not an acceptable corrosion rate for most
practical applications).32

Clearly, all of the alloys have significant limita-
tions and none perform as well as the nickel–
molybdenum, B family of alloys at concentrations
above �25% (w/w) pure acid. Alloy 825 (N08825)
is the leanest in relation to both nickel and molybde-
num contents, and is, therefore, the poorest per-
former. Alloy 625s (N06625) poor performance
relates mainly to its relatively low molybdenum con-
tent. The remainder has similar resistances, the mar-
ginal differences amongst them reflecting mainly
their relatively high, but differing molybdenum and
tungsten contents.

There is relatively little published data on the
behavior of nickel alloys in aqueous hydrobromic
acid, but such data suggest that their relative perfor-
mances are broadly similar to those in hydrochloric
acid. However, hydrobromic acid appears to be less
aggressive than hydrochloric acid, despite being a
stronger acid, exemplified by the isocorrosion dia-
grams (0.1mmyear�1 for alloy C-22 (N06022) in
hydrochloric and hydrobromic acids at concentra-
tions up to �5M that are shown in Figure 16.33

In practice, the performances of nickel alloys in
aqueous hydrohalic acids are very often determined
by the presence of oxygen or other oxidizing agents
that can accelerate markedly the corrosion rates of
nickel–molybdenum alloys, or reduce the corrosion
rates of chromium-containing alloys by promoting
passivity. For example, corrosion rates for alloy
B (N10001) tested in aerated and deaerated aqueous
hydrochloric acid at 65–70 �C are shown in Figure 17,
and the pronounced accelerating effects of aeration,
particularly at concentrations below�25% (w/w), are
evident.34

The most pronounced effects are produced by
stronger oxidizing agents such as ferric ions, the effects
of which on the corrosion of alloys B-3 (N10675) and
C-2000 (N06200) in deaerated 20% (w/w) hydrochlo-
ric acid at 25 �C are summarized in Figure 18.
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Evidently, the addition of up to �200 ppm Fe3þ

increases the corrosion rates of both alloys by
increasing their corrosion potentials in the active
potential range. Further additions produce progres-
sive increases in the corrosion potential and corrosion
rate of alloy B-3 (N10675) which remains active
throughout the full potential range, as revealed in
the polarization curves for the alloy with and without

1000 ppm Fe3þ in Figure 18. In the case of alloy
C-2000 (N06200), further additions also produce
progressive and significant increases in the corrosion
potential, but reductions in the corrosion rate by
promoting passivation. This is apparent in the polari-
zation curve in Figure 18 for alloy C-2000 (N06200)
in the presence of 1000 ppm Fe3þ which shows no
evidence of an active/passive transition because the
material is spontaneously passivated at the outset of
the test, as confirmed by its relatively high corrosion
potential and the correspondingly low applied current
densities required to raise the potential above the cor-
rosion potential.24
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Nickel and its alloys are among the more corro-
sion resistant materials in aqueous HF acid, and their
relative performances up to the relevant atmospheric
boiling point are summarized relative to the stainless
steel type 316L (S31603) in the isocorrosion diagrams
in Figure 19 (note that these are isocorrosion dia-
grams for a corrosion rate of 0.5 mmyear�1 which is
not an acceptable corrosion rate for most practical
applications).35

Corrosion rates increase generally with concentra-
tion and temperature, and the nickel–copper and
nickel–molybdenum alloys outperform significantly
the nickel–chromium–molybdenum alloys in the
pure acid. Behavior is influenced strongly by the for-
mation and persistence or otherwise of pseudo-
passive, fluoride films. However, as with the other
acids, the presence of oxygen and other oxidizing
agents play a key role and can dominate materials per-
formance, particularly in the cases of nickel–copper
and nickel–molybdenum alloys. As a result, the per-
formances of alloys can vary significantly between

liquid and vapor phases as shown in the corrosion
rates for various nickel alloys tested in and above
10% (w/w) HF acid at 24 and 76 �C that are charted
in Figure 20.36

Thus, all the alloys perform relatively well in the
liquid phase but nickel 200 (N02200) and alloys 400
(N04400) and 600 (N06600) perform very poorly in
the vapor phase at both temperatures. The corrosion
rates of alloy C-22 (N06022) also increase in the
vapor phase, but not to the same extent as the other
alloys that were tested.

These effects are all due to the increased availability
of oxygen in the thin, liquid films that condense in
the vapor phase. In the case of the chromium-free
alloys 200 (N02200) and 400 (N04400) or chromium-
deficient alloy 600 (N06600), corrosion product accu-
mulation in the liquid films promotes progressively
increased rates of corrosion. Thus, in the case of alloy
400 (N04400), cuprous ions (Cuþ) that are the ini-
tial products of dissolution are oxidized by oxygen
to the cupric state (Cu2þ) in which they induce further
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increases in corrosion potential and corrosion rate.
In contrast, the chromium-containing alloy C-22
(N06022) performs better in the vapor phase
because passive film formation, albeit relatively non-
protective, is possible. Clearly, this is a significant
consideration in selecting nickel alloys for aqueous
HF acid duties. Other significant factors include:

1. Niobium has an adverse effect on the corrosion
resistance of nickel alloys, exemplified by the rela-
tively poor performance of alloy 625 (N06625) that

contains a nominal 3.7% niobium, as shown in
Figure 19.

2. Segregation of specific elements, not least niobium,
can result in preferential corrosion of welds in
nickel alloys.6

3. SCC is a significant threat to nickel alloys in aque-
ous HF acid. Nickel 200 (N02200) and alloys 400
(N04400), 500 (N05500), 600 (N06600), B-2
(N10665), and C-276 (N10276) have all been
reported as vulnerable under specific environmen-
tal conditions, in particular in vapors over 48% (w/
w) acid. The risks of SCC are exacerbated by cold
work, and the presence of oxygen and Cu2þ and
can be mitigated by appropriate heat treatment.6

The very different behaviors of the nickel–
molybdenum B and nickel–chromium–molybdenum
C families of alloys have stimulated interest in alloy
compositions that might provide both the resistance to
anodic dissolution of the B family and the capacity to
passivate of the C family. For example, a proprietary
alloy Hybrid BC-1 has recently been developed37

containing 22% molybdenum and 15% chromium
that outperforms significantly the other members of
the C family of alloys in aqueous hydrochloric and
hydrobromic acid solutions, and maintains its per-
formance in the presence of oxygen. For example,
corrosion rates for the new alloy and various mem-
bers of the C family of alloys in tests in hydrochloric
acid at concentrations in the range 5–20% (w/w)
at �80 �C are shown in Figure 21. Clearly, the
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new alloy performs significantly better than any of
the other alloys tested, but the prevailing rates
of �0.5 mmyear�1 that apply across much of the
concentration range are of limited practical benefit.

2.22.5 Other Metals and Alloys

2.22.5.1 Copper and Copper Alloys

Copper has limited resistance to anhydrous hydrogen
chloride gas, with a suggested upper temperature limit
for continuous service below 100 �C. Copper and
some of its alloys are, however, much more resistant
to AHF gas and liquid, as shown in Figures 11 and 12.
Copper has been used at ambient temperatures to
handle AHF liquid and vapor and the cupro–nickels
(C71000, C71500), in particular, have useful resistance,
and have been used for heat exchanger tubing because
of their relative resistance to flowing AHF.6

Copper might be expected to resist aqueous
hydrochloric acid because it is relatively noble and
does not normally displace hydrogen from acid solu-
tions. However, its resistance is reduced significantly
in the presence of air or other oxidizing agents, not
least its own corrosion product, Cu2þ, which can
stimulate corrosion autocatalytically. Silicon bronzes
(for example, C65500) have found some use at

concentrations< 20% (w/w) at moderate tempera-
tures5 but, in general, applications for copper and its
alloys in aqueous hydrochloric acid are limited.

Some copper alloys have useful resistance to aque-
ous HF acid but only at relatively low velocities in the
absence of oxygen or other oxidizing agents. Corrosion
rates for some copper alloys in static, aqueous HF acid
under air at 60 �C are shown in Figure 22.3

Other tests have shown increased rates of corro-
sion in vapors over aqueous acids due to the presence
of oxygen. Copper, cupronickels (C71000, C71500),
and aluminum/aluminum–silicon bronzes have all
found some application in aqueous acids, but there
have been problems with dealloying and SCC.6

2.22.5.2 Titanium and Titanium Alloys

Titanium and its alloys are dependent on the forma-
tion of protective oxide films consisting mostly of
titanium dioxide, TiO2, for their resistances to corro-
sion. Such films require the presence of oxygen or
water to form, and as a general rule anhydrous con-
ditions are best avoided. Titanium and its alloys thus
have useful resistance to hydrogen chloride gas con-
taining water but anhydrous gas or condensates from
water-containing gas can present significant corro-
sion risks, depending on the temperature.2

One of the conditions for protective film formation
in aqueous hydrohalic acids, namely the availability of a
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cathodic process to elevate the corrosion potential
above the potential for passive oxide formation, is satis-
fied under most conditions because this potential is
below the hydrogen evolution potential. However, the
solubility of the passive film increases with concentra-
tion and temperature. It has also been shown that the
protection afforded by the film depends on the condi-
tions under which it forms, in particular the formation
rate.38 Titanium dioxide is attacked strongly by HF
acid to a degree that precludes the application of tita-
nium and its alloys in acidic environments containing
HF acid or fluorides. The performance of titanium and
its alloys in other hydrohalic acids is dominated by the
stability of the titanium dioxide film, and applications
are limited to relatively weak acids.

Figure 23 shows isocorrosion curves (0.13mm
year�1) for commercially pure titanium (ASTM
grade 2, R50400), a titanium–nickel–molybdenum
alloy (ASTM grade 12, R53400), and a titanium–
palladium alloy (ASTM grade 7, R52400) in naturally
aerated hydrochloric acid at concentrations up to
35% (w/w).39 Evidently, pure titanium is restricted

to concentrations below �5% (w/w) even at ambient
temperatures. Alloying with palladium significantly
improves the corrosion resistance arising from the
well established cathodic modification effects of palla-
dium on promoting and sustaining the passivity of
titanium, which are described elsewhere in this book.

There is little published data relating to the per-
formance of titanium and its alloys in hydrobromic
acid. Apart from the order of hydrohalic acid
strengths, it is known that the breakdown potentials
of titanium in aqueous halide-containing solutions
are in the order: chlorides> bromides> iodides,40

so hydrobromic acid might be expected to be more
aggressive than hydrochloric acid. Notwithstanding
that, titanium and its alloys do find commercial appli-
cation in processes that involve exposure to hydrobro-
mic acid, such as in the manufacture of terephthalic
acid from p-xylene using metal bromide catalysts.

Oxidizing agents in the acid such as dissolved oxy-
gen, chlorine, nitric and chromic acids, and metal
cations in higher oxidation states such as ferric, Fe3þ

or cupric, Cu2þ ions also promote significant increases
in corrosion resistance by promoting and sustaining
passivity. For example, the effects of progressive addi-
tions of up to 125 ppm ferric ions on the performance
of commercially pure titanium, (ASTM grade 2,
R50400), in aqueous hydrochloric acid is also shown
in Figure 23. Evidently, the addition of 125 ppm ferric
ions extends the acceptable performance boundary to
match the performance of the titanium–palladium
alloy, (ASTM grade 7, R52400), at lower tempera-
tures.39 However, even the temporary absence of oxi-
dizing agents can result in a loss of passivity and the
addition of palladium to titanium provides a much
more robust mechanism for the mitigation of corrosion
risk than additions of oxidizing agents to the acid.

2.22.5.3 Zirconium and Zirconium Alloys

Zirconium and its alloys are similar to titanium in
their dependence on oxide films, composed mainly of
ZrO2, to resist corrosion. They are less resistant to
anhydrous hydrogen halide gases than titanium and
they find no practical application. Zirconium dioxide
is also attacked strongly by HF acid to a degree that
also precludes the application of zirconium and its
alloys in acidic environments containing HF acid or
fluorides.

The performance of zirconium and its alloys in
other aqueous hydrohalic acids is superior to tita-
nium because the zirconia film is much less soluble
than the corresponding titania film on titanium.
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Figure 23 Isocorrosion charts (0.13mmyear�1) for

titanium and various titanium alloys in hydrochloric acid and

in hydrochloric acid containing various levels of ferric ions.
Adapted from Corrosion Resistance of Titanium; Timet

Metals Corporation, 1997.39
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Indeed, zirconium is second only to tantalum in its
resistance to aqueous hydrochloric acid, exemplified
by the isocorrosion diagram for commercial purity
zirconium (Zr702, R60702) in Figure 14. The per-
formances of the commercial alloys containing tin
(Zr704, R60704) and niobium (Zr705, R60705) are
broadly similar, but they may display inferior resis-
tance toward the performance boundary for commer-
cial purity zirconium (Zr702, R60702) in Figure 14.
The main threats to the successful performance of
zirconium and its alloys in hydrochloric acid are:

1. Strongly oxidizing conditions can result in the
potential exceeding the breakdown potential,
resulting in the initiation of localized corrosion.
Aeration does not present a significant threat in
this respect but stronger oxidizing agents such as
cupric and ferric ions in sufficient quantities can
stimulate significant pitting attack. Galvanic cou-
pling with nobler materials such as graphite can
present a similar threat.

2. Galvanic coupling to more active materials can
result in the uptake of cathodically produced hydro-
gen, resulting in the embrittlement and hydriding of
zirconium and its alloys, with a consequential loss of
ductility.

These risks and their mitigation are described in
more detail in the chapter on zirconium and its alloys
in this book.

As with titanium, there is little published data
relating to the performance of zirconium and its
alloys in hydrobromic acid. However, in contrast to
titanium, the breakdown potentials of zirconium in
aqueous halide-containing solutions are in the order:
iodides > bromides > chlorides41 and it might thus be
expected to be less vulnerable to oxidizing agents
than in hydrochloric acid.

2.22.5.4 Tantalum and Tantalum Alloys

Tantalum and its alloys are similar to zirconium and
titanium in their dependence on the formation of a
protective oxide, specifically tantalum pentoxide
(Ta2O5), to resist corrosion. Tantalum is resistant to
hydrogen chloride and bromide gases up to at least
150 �C, and even at higher temperatures if the gases
contain some water. However, in keeping with the
other reactive metals, tantalum’s protective oxide is
attacked strongly by anhydrous and aqueous HF acid
to a degree that precludes its application in acidic
environments containing HF acid or fluorides.

Tantalum pentoxide is very stable in aqueous
hydrochloric acid, and tantalum (R05200) has ex-
ceptional corrosion resistance to the acid, as illu-
strated in Figure 14. Niobium is similar to tantalum,
being protected from corrosion by a film of niobium
pentoxide, Nb2O5. The film is less protective than
tantalum pentoxide, as a result of which niobium
is considerably less resistant to corrosion in hydro-
chloric acid than tantalum or zirconium, as shown in
Figure 14. Binary alloys of tantalum and niobium
deliver performances intermediate between those of
the parent metals. The performance of the commer-
cial 2.5% tungsten alloy (R05252) is broadly similar to
tantalum metal.

The main threat to the successful performance of
tantalum and its alloys in hydrochloric acid is hydro-
gen embrittlement due to uptake of cathodic hydro-
gen from the corrosion of tantalum itself or a more
active metal to which tantalum is coupled electrically.
Tantalum has a high solubility for hydrogen and
forms hydrides. It can absorb hydrogen at ambient
temperatures but embrittlement arising from the self
corrosion of tantalum and its alloys is usually asso-
ciated with higher temperatures at which significant
corrosion rates are experienced. The rate of embrit-
tlement depends on the corrosion rate but the effects
are cumulative, and it has been reported5 in 25% (w/w)
hydrochloric acid at 190 �C in which the corrosion rate
is no more than 0.025mmyear�1.

Hydrogen embrittlement of tantalum can be pre-
vented by electrical isolation from more active equip-
ment items using insulated flanges or by coupling
with a more noble metal with a low hydrogen over-
voltage such as platinum, either mechanically, or
by resistance or spot welding, or brush plating.2

An area ratio of �1000:1 Ta:Pt has been shown to
be effective, not only in eliminating embrittlement,
but also in reducing the corrosion rates of both tan-
talum and the noble metal, as shown in Figure 24.42

The presence of oxidizing agents also prevents
hydrogen embrittlement by raising the potential of
the tantalum. Thus, embrittlement does not occur in
chlorine-saturated hydrochloric acid.2

Tantalum is also highly resistant to hydrobro-
mic acid but there is much less data in the public
arena than for hydrochloric acid. Like titanium, the
breakdown potentials of tantalum in aqueous halide-
containing solutions are in the order: chlorides>
bromides> iodides,40 so tantalum might be expected
to be more vulnerable to the presence of oxidizing
agents in hydrobromic than in hydrochloric acid.
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2.22.5.5 Noble Metals

Silver, gold, and platinum are highly resistant to the
anhydrous hydrogen halides. In anhydrous hydrogen
chloride, upper temperature limits of 230, 870, and
1200 �C have been suggested for silver, gold, and
platinum, respectively.5 Silver has found significant
application in equipment for AHF in the absence of
oxidizing agents and sulfides.6

Silver has good but not unlimited resistance to the
aqueous hydrohalic acids below the atmospheric boil-
ing point, depending on the temperature, velocity,
and the presence or otherwise of oxidizing agents.
Gold and platinum are highly resistant below the
atmospheric boiling point, although gold is vulnerable
to the presence of very strong oxidants such as ferric
ions or nitric acid, and platinum is slightly attacked in
36% (w/w) acid at the boiling point5,6 and more
significantly so at higher temperatures, exemplified
by the data in Figure 24.

2.22.6 Nonmetallic Materials

Given the limitations ofmost classes of alloys thatmight
be considered for handling hydrohalic acid, and the
high cost of the more resistant materials such as nickel,
zirconium, and tantalum alloys, it is inevitable that
nonmetallic materials play major roles in hydrohalic
acid applications. The application of these materials is
covered in more detail in the relevant chapters in this
book but the more significant materials are as follows.

2.22.6.1 Thermoplastic and Reinforced
Thermosetting Materials

In practice, chemical compatibility is but one fac-
tor that determines the suitability or otherwise of a
thermoplastic material for a specific application. Other
factors such as mechanical and fabrication properties,
thermal expansion characteristics, permeation pro-
perties, etc. are significant design considerations. In
practice, other than for small scale equipment, ther-
moplastics are used more commonly as linings on
stronger substrates rather than in solid form, because
of reliability and integrity concerns. Permeation is a
particular issue in the case of HF acid at higher con-
centrations and temperatures, and needs to be man-
aged by, for example, the use of manifolded vent holes
through the metal7 in the case of lined metal systems.

Most thermoplastics of commercial significance
find applications in the handling of hydrohalic acids.
Readers interested in specific applications should
consult materials suppliers and the more detailed
sources are referenced,2–8 but the more significant
materials are as follows:

1. Polyethylene (PE), depending upon its molecular
weight, and polypropopylene (PP) have useful
resistance. PE tends to be restricted to temperatures
close to ambient, but PP has been used at much
higher temperatures as a lining material in the
handling, for example, of hydrochloric acid.

2. Polyvinyl chloride (PVC) and chlorinated polyvinyl
chloride (CPVC) also find uses at lower tempera-
tures, for example, as linings in glass reinforced
plastic tanks for the storage of hydrochloric acid.
Unplasticized grades are normally specified because
plasticized grades have lower chemical resistance.

3. Fluoroplastics are highly resistant to hydrohalic
acids, depending upon their degree of fluorination.
The highly fluorinated materials polytetraflu-
oroethylene (PTFE), fluorinated ethylene pro-
pylene (FEP), and perfluoroalkoxy (PFA) are
resistant to all concentrations of the acids up to
and well-beyond their atmospheric boiling points.
The less highly fluorinated materials ethylene
chlorotrifluoroethylene (ECTFE), ethylene tetra-
fluoroethylene (ETFE), and polyvinylidene fluo-
ride (PVDF) are also highly resistant but tend to
have lower temperature limits for service than the
fully fluorinated grades.

Reinforced polyester, epoxy, phenolic, and furane
resins all find application in the handling of hydrohalic
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Figure 24 Corrosion rates for uncoupled and coupled
tantalum and platinum in concentrated hydrochloric acid at

15–40 �C. Adapted from Bishop, C. R.; Stern, M. Hydrogen

Embrittlement of Tantalum in Aqueous Media; 17th Annual

NACE Conference; National Association of Corrosion
Engineers, 1966.
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acids. Glass reinforcedmaterials (GRP) based on poly-
ester or vinyl ester resins, possibly lined with PVC (so
called dual laminate construction), are widely used for
the storage and handling of hydrochloric acid at tem-
peratures up to �90 �C, depending on the acid con-
centration and the specific resin. Glass is attacked by
HFacid but constructions using epoxy vinyl esters and
corrosion resistant barriers such as carbon veils can be
used for handling weaker acids at lower temperatures.

2.22.6.2 Elastomers

Natural rubber is used widely as a lining for carbon
steel in the storage, transport, and handling of hydro-
chloric acid. Softer rubbers tend to be restricted to
lower temperatures, but hard rubber can tolerate tem-
peratures as high as �90 �C. Natural rubbers are lim-
ited to ambient temperatures in HF acid. Chloro- or
bromobutyl rubbers are preferred as linings on carbon
steel for the storage and transport of up to 70% (w/w)
HF acid, up to maximum service temperatures that
depend on concentration.

Other elastomers such as butyl, ethylene propyl-
ene diene terpolymer (EPDM), and chlorosulpho-
nated PE (such as Hypalon) find niche applications
in hydrohalic acids where, for example, the resistance
of natural rubber is limited by factors such as the
presence of organic contaminants, higher tempera-
tures, or flexibility requirements. Additives such as
silica or magnesia compounds are unsuitable for HF
acid service, and have to be substituted by materials
such as carbon in special grades.

Fluoro- and perfluoroelastomers provide the best
resistance to hot and/or concentrated hydrohalic
acids, but their high cost tends to limit their use to
smaller components such as gaskets and other sealing
components.

2.22.6.3 Inorganic Materials

Borosilicate glass is highly resistant to hydrochloric
and hydrobromic acids up to temperatures well
beyond their atmospheric boiling points, and solid
or glass lined equipment finds significant use for
handling the acids. However, glass is heavily attacked
by HF acid for which it is unsuitable.

Impervious graphite, filled with impregnants such
as phenolic resins, PTFE, or carbon, is highly resistant
to hydrohalic acids and finds significant use in heat
exchange duties for temperatures well-beyond atmo-
spheric boiling. Carbon–carbon composites have
excellent resistance to hydrohalic acids and found
application for internal components, particularly in

HF acid duties. Carbon bricks with appropriate mor-
tars and fluoroplastic membranes have found applica-
tions as linings for steel in high temperature duties.
Silicon carbide also has excellent hydrohalic acid resis-
tance and has been used in heat exchange duties.
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Abbreviations
ASTM American Society for Testing

Materials

CPVC Chlorinated polyvinyl chloride

CR Corrosion rate (mmyear�1)

ECTFE Ethylene chlorotrifluoroethylene

ETFE Ethylene tetrafluoroethylene

FEP Fluorinated ethylene propylene

FRP Fiber reinforced plastic

MSE Mercurous sulfate electrode

ppm Parts per million

PE Polyethylene

PFA Perfluoroalkoxy

PP Polypropylene

PTFE Polytetrafluoroethylene

PVC Polyvinyl chloride

PVDF Polyvinylidene fluoride

SCE Saturated calomel electrode

SHE Standard hydrogen electrode

XPS X-ray photoelectron

spectroscopy

Symbols
Csurface Solubility of ferrous sulfate in the acid

(mass %)

Cbulk Initial concentration of ferrous sulfate in the

acid (mass %)

d Diameter (m)

E Electrode potential (V)

i Current density (mAcm�2)

MH2O Molarity of free water

Mspecies Molarity of species

r Density (kgm�3)

T Temperature (K)

u Velocity (m s�1)

m Viscosity (cp)

2.23.1 Introduction

Sulfuric acid (H2SO4) is a major feedstock for many
chemical processes and is manufactured in greater
quantities than any other chemical, most commonly
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by the contact process, in which sulfur or sulfur-
containing waste is burned to form sulfur dioxide
(SO2), which is converted to sulfur trioxide (SO3)
by contact with a vanadium catalyst and absorbed in
acid to increase its strength. The structure of sulfuric
acid solutions as a function of concentration is sum-
marized in Figure 1.1 From the corrosion stand-
point, acids are conventionally classified into three
concentration ranges:

1. Weak acidswith concentrations<�25% byweight
(w/w). The dominant species are water molecules
in which the acid is dissociated into protons (H+)
and bisulfate (HSO4

�) and sulfate (SO4
2�) anions.

Below a concentration of �5% (w/w), acid
strengths are commonly defined by pH. At the
higher end of the pH range, the solutions are
effectively acidified waters. Thus, pHs of 2, 3, and
4 are equivalent to concentrations of 490, 49, and
4.9 ppm (w/w) sulfuric acid respectively at 25 �C.

2. Medium-strength acids with concentrations in the
range 25–80% (w/w), toward the upper end of
which the thermodynamic activity of water de-
creases to low values while acid molecules are dis-
sociated into protons and bisulfate (HSO4

�) anions.
3. Concentrated acids, with strengths>�80% (w/w),

which contain little free water. At the lower end of
the concentration range, acid molecules are disso-
ciated into protons and bisulfate (HSO4

�) anions
but undissociated H2SO4 molecules dominate as

the concentration increases. This includes all of the
significant commercial grades of acid, the common-
est ofwhich have strengthswithin the range 93–99%
(w/w). Oleums are fuming acids that contain an
excess of uncombinedSO3, defined in terms of either
the free SO3 content or the concentration of sulfuric
acid equivalent to the containedH2SO4 plus the acid
content thatwould form if theSO3were reactedwith
water to form additional acid. Thus, 20% oleum is
equivalent to 104.5% (w/w) sulfuric acid.

Sulfuric acid can be either ‘reducing’ or ‘oxidizing’
depending on its concentration. These are rather
loose terms, not least because their common usage
invariably fails to define the material to which the
adjective applies. Conventionally, a reducing acid is
one in which cathodic activity is confined to the
reduction of protons to evolve hydrogen:

2Hþ þ 2e� ¼ H2

An oxidizing acid is one inwhich reductions of the acid
itself, or its constituent species, occur at potentials
more noble than hydrogen evolution and to an extent
that can determine the behaviors of materials exposed
to the acid. The terms have some validity as descriptors
of the hydro-halic acids as inherently reducing and
nitric acid as inherently oxidizing, but otherwise they
are rather imprecise terms that are potentiallymislead-
ing. Notwithstanding that, sulfuric acid exhibits inher-
ently reducing or oxidizing properties, depending
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H2SO4HSO4
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Figure 1 Structure of sulfuric acid solutions. Adapted from Hammer, W. J. The Structure of Electrolyte Solutions;
J. Wiley, 1959.
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on the concentration and temperature. Thus, weak
sulfuric acid is inherently reducing but concentrated
sulfuric acid is inherently oxidizing, because both
bisulfate anions and undissociated acid molecules con-
tain sulfur in the S6+ oxidation state that can be
reduced to sulfur dioxide, sulfur, or hydrogen sulfide,
in which sulfur is in the S4+, S0, and S2� oxidation
states, respectively. These reductions can be described
stoichiometrically as follows:

HSO�
4 þ 3Hþ þ 2e� ¼ SO2 þ 2H2O

H2SO4 þ 2Hþ þ 2e� ¼ SO2 þ 2H2O
HSO�

4 þ 7Hþ þ 2e� ¼ Sþ 4H2O
H2SO4 þ 6Hþ þ 6e� ¼ Sþ 4H2O
HSO�

4 þ9Hþ þ 8e� ¼ H2Sþ 4H2O
H2SO4 þ 8Hþ þ 8e� ¼ H2Sþ 4H2O

Medium-strength acids can be inherently reducing
or oxidizing. Dillon1 has pointed out that 25% (w/w)
acid is reduced to sulfur by finely divided nickel at
ambient temperatures and by alloy 400 (Ni–30%Cu)
at the boiling point, and on that basis, would be classi-
fied as oxidizing. However, 25% (w/w) acid corrodes
steels and stainless steels rapidly at and above ambient
temperatures supported by hydrogen evolution, which
classifies it as reducing. As a general rule, hotter, more
concentrated acids in the medium concentration range
are more likely to exhibit oxidizing properties.

In practice, the extent to which a particular strength
of acid is reducing or oxidizing at a particular temper-
ature is also influenced and possibly dominated by the
presence or otherwise of specific contaminants, in par-
ticular, oxidants, such as dissolved oxygen, nitric acid,
and metal cations in a higher oxidation state, such as
Fe3+ or Cu2+, that can be beneficial or detrimental to
corrosion performance, depending upon the circum-
stances. However, the presence of reducing agents,
such as sulfites and sulfides, is usually detrimental,
and halides, notably the ubiquitous chlorides, can
have significant adverse effects on the corrosion per-
formances of specific materials, particularly in weak-
and medium-strength acids.

The corrosion performances of the various classes
of material in sulfuric acid have been reviewed exten-
sively elsewhere2–7, and readers whose main interest
is to identify ‘what works where’ are referred to these
sources and the relevant chapters on specific materi-
als in this book. An exhaustive literature survey of
corrosion in sulfuric acid has also been published.8 In
this chapter, the corrosion performances of materials
are reviewed with an emphasis on the principles and

mechanisms that underpin their corrosion perfor-
mances in sulfuric acid.

2.23.2 Steels and Cast Irons

Steels and gray or ductile cast irons are active and
corroded rapidly by weak- and medium-strength
acids. However, they have useful corrosion resistance
in concentrated acids under static or low flow condi-
tions as illustrated by the corrosion rate (CR) data in
Figure 2 relating to the performances of steel and
gray or ductile cast irons in acid concentrations above
80% (w/w) at a temperature of 27 �C under stagnant
conditions.2

The corrosion resistance arises from the sponta-
neous formation of protective films on steel and cast
iron surfaces in concentrated acids. The potential to
form such films is illustrated in Figure 3 that shows
anodic polarization curves for gray cast iron in stag-
nant 20% (w/w) sulfuric acid at 30 and 60 �C.9 Gray
cast iron corrodes rapidly at its natural corrosion
potential in 20% (w/w) sulfuric acid at both tempera-
tures, but the CR is reduced significantly in stages by
anodic polarization, initially as the potential increases
through a less protective sulfation region into a much
more protective passivation region. The sulfation
process involves the formation of a supersaturated
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solution of ferrous sulfate, from which a crystalline
film nucleates and grows. The degree of hydration of
this film is thought to vary with acid strength as the
concentration of water reduces from the heptahydrate
(FeSO4�7H2O) in dilute acids through the monohy-
drate (FeSO4�H2O) in the 60–70% (w/w) concentra-
tion range to 2FeSO4�H2SO4�H2O in the 75–85%
(w/w) concentration range and FeSO4�3H2SO4 in
96% (w/w) acid.10 This is the archetypal process
underpinning the more general salt-film formation
on metals, which may (as in this case) limit the CR
by providing a diffusion barrier to reactive species.

As electrochemical potentials increase further
into the passivation range, the ferrous salts are
thought to oxidize progressively to ferric salts such
as Fe2(SO4)3�H2O and Fe2(SO4)3�5H2SO4 in concen-
trated solutions and ferric oxide centers nucleate and
grow in the mixed ferrous–ferric salt film.10 The pas-
sive film has been shown by X-ray photoelectron spec-
troscopy (XPS) to consist of a hydrated oxy-hydroxide
layer across all acid concentrations. In weak acids, the
film is thin as a result of the reaction of iron with water.
As the acid concentration increases, progressively
thicker, less hydrated films with higher contents of
oxide phase are formed containing sulfates (S6+) at
their surfaces but sulfur species in oxidation state S2�

in their bulks, confirming that acid reduction plays an
integral role in the passivation process.11

In practice, the natural, open circuit potentials of
steels and gray or ductile cast irons in concentrated
acids are confined to the sulfation potential range,
and their corrosion behaviors are determined essen-
tially by the dissolution rates of the iron sulfate films
on their surfaces. These are determined in practice
by mass transport control of the diffusion of dissolved
iron sulfate away from the surface in the prevailing
conditions of acid concentration, temperature, veloc-
ity, and the presence or otherwise of dissolved iron in
the acid. Convective mass transfer rates have been
modeled for turbulent flow in a variety of geometries
and for the case of a steel pipe protected by a layer of
iron sulfate that remains constant with time (ie any
loss of the layer is compensated for by further corro-
sion of the steel), the following expression for calcu-
lating the corrosion rate (CR) can be derived.12

CR ¼ 1:42� 10�4 T 0:654u0:913r1:567m�1:221d�0:087

Csurface � Cbulkð Þ

Since T, u, r, m and d, and Csurface are all known for
the concentration of acid at the temperature in ques-
tion, the CR can be calculated if Cbulk is known. Cbulk
could be assumed to be zero, in which case a maximum
CRwould be calculated. However, in practice commer-
cial acid always contains some ferrous sulfate, having
been produced and handled in carbon steel equipment,
and therefore, Cbulk can either be measured, or assumed
to be typically�100 ppm (�0.01%w/w), inwhich case
a rate correspondingly lower than the zero case is
calculated. In practice, an excellent correlation between
calculated and observed CRs in pipes is obtained, con-
firming that the corrosion of steel is dominated by mass
transport control of the diffusion of dissolved iron sul-
fate away from the corroding surface.12

The CRs in Figure 2 underpin the widespread use
of carbon steels and gray/ductile irons for the storage
and piping of commercial grades of sulfuric acids
with concentrations in the range 93–99% (w/w) at
near-ambient temperatures. However, the protec-
tive sulfate films are very vulnerable to disturbance.
Velocities in steel piping systems have to be restricted2

to�0.6m s�1 or less. In steel storage tanks, if roof inlet
nozzles are too close to the shell wall, during filling,
turbulence adjacent to the wall can promote rapid
dissolution of the protective iron sulfate film, resulting
in accelerated local corrosion. Bubbles of cathodically
produced hydrogen ascend vertically, disrupting the
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Figure 3 Anodic polarization curves for grey cast iron in
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Cylinder Environments; Ph. D. Thesis, University of
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protective film, causing vertical corrosion grooves at
CRs up to several millimeters per year, as shown in
Figure 4. Gray and ductile cast irons perform in a
manner similar to that of steels in concentrated acids,
as confirmed in Figure 2. However, gray irons have
slightly better temperature andvelocity tolerances that
have been attributed to an ennoblement of corrosion
potential by the graphite flake network, resulting in a
sulfate film that is more resistant to dissolution and
disturbance.

High-silicon cast irons, containing typically 14–16%
Si (e.g., F47003), are very resistant to all concentrations
of sulfuric acid up to 100% (w/w) at temperatures
up to their boiling points at atmospheric pressure.
Their corrosion resistance is due to the formation of
robust, siliceous films that have considerable resistance
to erosion and abrasion. Unfortunately, their excep-
tional resistance finds relatively limited application
becauce of their poor ductility that renders them diffi-
cult to fabricate and requires them to be protected
from thermal and/or mechanical shock.

Electrochemical anodic protection can be used to
reinforce passivity steel in concentrated acids, as des-
cribed in the separate chapter on anodic protection in
this book. CRs can be reduced by up to 80%,which can
be beneficial, for example, in controlling the iron con-
tent of acids in steel storages. However, anodic protec-
tion of gray cast irons can result in cracking by a

mechanism similar to that described in oleum in the
following paragraph.

In oleum, steel experiences relatively high rates of
corrosion in the 100–101% (w/w) acid concentration
range at near-ambient temperatures that drop to
acceptable levels as the concentration increases, argu-
ably beyond �102.5% and certainly beyond 105%
acid (w/w). Ductile irons behave similarly, but gray
flake irons cannot be used in oleum, because they are
vulnerable to cracking, triggered, it is thought, by the
oxidation of graphite flake surfaces by free SO3 result-
ing in penetrating volumetric expansion and asso-
ciated strains. High-silicon cast irons are also rapidly
attacked by SO3 in oleum.

2.23.3 Stainless Steels

2.23.3.1 Mechanisms of Protection

The compositions of some of themore important stain-
less steels for sulfuric acid applications are summarized
in Table 1. The behavior of stainless steels in sulfuric
acid is determined by the presence or otherwise
of passive surface films that are composed mostly of
chromium oxide formed from the chromium in the
alloy. The compositions and structures of the films
can be modified by other alloying elements, in particu-
lar, molybdenum and silicon, resulting in changes in the

Roof inlet
nozzle

Figure 4 Hydrogen grooving of the wall of a concentrated sulfuric acid storage tank. Adapted from Materials Selector for
Hazardous Chemicals Vol. 1: Concentrated Sulphuric Acid and Oleum (2nd ed.); MTI Publication MS-1, Materials Technology

Institute of the Process Industries Inc., 2005.
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behaviors of the films under specific conditions of
concentration and temperature.

The potential benefits that alloying with chromium
provides are illustrated by the polarization curves in
Figure 5 for iron, chromium, and type 430 (S43000)
ferritic stainless steel that were obtained in agitated,
93.5% (w/w) sulfuric acid at 60 �C.13 All the three
anodic curves show an initial limiting current plateau
preceding an active–passive transition as the potential
is increased. The limiting current in all the cases results
from the convective diffusion of Fe2+ and Cr2+ into the
bulk liquid from a saturated sulfate salt layer. However,
the plateau persists over a much wider potential range
for iron than for chromium and the type 430 stainless
steel, both of which show well developed passivity at
much lower potentials and at current densities several
orders of magnitude lower than for iron.

XPS studies of the passive layer on chromium in
sulfuric acid14,15 have shown it to consist of chromium
oxy-hydroxides across the full range of acid concen-
trations. As in the case of iron, in weak- and medium-
strength acids, passivation results from the reaction of
chromium with water molecules from the acid:

Crþ 2H2O ¼ CrOOHþ 3Hþþ3e�

However, in concentrated acids, bisulfate (HSO4
�)

anions and undissociated acid molecules provide the
oxygen:

CrþHSO�
4 ¼ CrOOHþ SO2 þ e�

CrþH2SO4 ¼ CrOOHþ SO2 þHþ þ e�

The films formed in concentrated acids contain sul-
fur species in lower oxidation states (S2�) than in the
acid (S6+), confirming that acid reduction plays an
integral role in the passivation process.

Table 1 Compositions of some wrought stainless steels that are significant for sulfuric acid applications

UNS no Common name Fe Ni Cr Mo Cu Si Other

S43000 430 Balance 16–18

S31803 2205 Balance 4.5–6.5 21–23 2.5–3.5 N
S32205

S32750 2507 Balance 6–8 24–26 3–4.5 <0.5 N

S32760 3–4 0.5–1.0 W,N
S30400 304 Balance 8–10.5 18–20 <0.08

S30403 304L Balance 8–12 18–20

S31600 316 Balance 10–14 16–18 2–3 <0.08

S31603 316L Balance 10–14 16–18 2–3
S31700 317 Balance 11–15 18–20 3–4 <0.08C

S31703 317L Balance 11–15 18–20 3–4

S30601 Balance 17–18 17–18 5–5.6

S31254 254SMO Balance 17.5–18.5 19.5–20.5 6–6.5 0.5–1.0 N
S31000 310 Balance 19–22 24–26

N08904 904L Balance 23–28 19–23 4–5 1–2

N08926 25–6MO Balance 24–26 19–21 6–7 0.5–1.5 N

S31277 27–7MO Balance 26–28 20.5–23.0 6.5–8.0 0.5–1.5 Mn, N
N08020 20 Balance 32–35 19–21 2–3 3–4

N08031 31 Balance 30–32 26–28 6–7 1.4 N

R20033 33 Balance 30–33 31–35 0.5–2.0 0.3–1.2 N
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Figure 5 Potentiodynamic anodic polarization behavior of

iron, chromium and S43000 (Fe�18%Cr) ferritic stainless

steel in stirred 93.5% (w/w) sulfuric acid at 60
�
C. Adapted

from Kish, J. R.; Ives, M. B.; Rodda, J. R. Corros. Sci. 2003,
45, 1571–1594.
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The passive films that form on stainless steels in
sulfuric acid are very similar in structure and thickness
to the chromium oxy-hydroxide films that form on
chromium metal.16,17 However, the formation or oth-
erwise of the films depends on the presence and con-
centration of elements other than chromium in the
base material. Thus, it is clear from the polarization
curve shown in Figure 5 for type 430 stainless steel
that the steel does not passivate spontaneously under
the conditions tested, because the reductions of bisul-
fate anions and undissociated acid molecules cannot
occur at sufficient rates to exceed the limiting current
density for passivation. However, under the same con-
ditions, type 304 (S30400) austenitic stainless steel
exhibits spontaneous, periodic oscillations of corrosion
potential between the active and passive states, as
shown in Figures 6(a) and 6(b) on different time
bases.18 These oscillations have been studied by several
workers19–22, and it is generally agreed that they result
from the formation of an intermediate corrosion prod-
uct in the active state that promotes passivation, which
is subsequently redissolved resulting in reactivation.
Since only nickel-containing steels exhibit oscillations,
the intermediate corrosion product is believed to be a
nickel salt, probably nickel sulfide, and a sequence of
reactions that give rise to the oscillations has been
proposed in four stages, as in Figure 6(b):

1. The potential decrease from zero time to point
one results from the dissolution of the nickel sul-
fide film and subsequently, the passive film.

2. The rapid potential drop between points one and
two is associated with the active dissolution of the
alloying elements as Fe2+, Ni2+, and Cr3+ sup-
ported by acid reduction to sulfide, S2�.

3. The gradual rise in potential between points two
and three is associated with the nucleation and
growth of nickel sulfide on the active surface.

4. Nickel sulfide increases the exchange current den-
sity for acid reduction to levels at which passiv-
ation occurs spontaneously, signaled by a rapid
rise in potential between points three and four.

This sequence is the basis for the significant improve-
ments in corrosion resistance of stainless steels in
sulfuric acid that result from alloying with nickel
at modest levels, although as the level in the alloy
increases, nickel’s effect in retarding active dissolution
of the alloy also becomes significant. Three other alloy-
ing elements bring additional improvements:

1. Copper promotes the formation of passive films,
partly by retarding active dissolution and reducing
the critical current density required to form a film,
but mostly by depolarizing cathodic processes, in-
cluding hydrogen evolution, in the form of copper
films that redeposit rapidly on active surfaces.23 The
beneficial effect is similar to that delivered by nickel
sulfide films, and increases up to a level of 2–3%
copper, as illustrated in Figure 7.

2. Molybdenum also promotes the formation of pas-
sive films by depolarizing cathodic processes, in
particular hydrogen evolution. It also retards active
dissolution in sulfuric acid by the formation of a
molybdenum-rich, stable oxide film in the active
region that acts as a diffusion barrier to metal
dissolution, thereby reducing the critical current
density and lowering the potential required to
form a passive film.24 Molybdenum also modifies
the composition and structure of the passive film,
being incorporated in the Mo6+ oxidation state as
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Figure 6 Potential of type 304L austenitic stainless steel
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C as a function of time (a)
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either MoO3 or MoO4
2�, particularly in the outer

regions.24,25 However, molybdenum increases the
vulnerability of the alloy and film to transpas-
sive dissolution,25 and as a result, molybdenum-
containing alloys become vulnerable to corrosion
in very concentrated acids and oleum, particularly
as temperatures increase, and at levels above �5%
molybdenum, as illustrated in Figure 7.

3. Silicon additions, typically in the range 5–6%
(w/w), modify the composition and structure of
the passive film, producing silicon-rich films that
confer high resistance to corrosion and erosion
corrosion in hot acids with concentrations in the
93–99% (w/w) range. However, corrosion resis-
tance drops steeply on either side of this range,
and as in the case of high-silicon cast irons, the
silicon-rich films are attacked by SO3 in oleums,
rendering the materials unsuitable for service.

The ease and sustainability of passivation of stainless
steels is also a function of the chromium content

itself, as illustrated in Figure 7. This has an influence
on the range of sulfuric acid conditions that specific
grades of stainless steel can withstand. Most of the
widely used materials, such as alloys 304L (S30403),
316L (S31603), 904L (N08904), and 20 (N08020)
contain �20% chromium but are limited by concen-
tration and/or temperature to varying degrees,
depending on their contents of other alloying ele-
ments. Increased tolerance of temperature and/or
concentration is provided by alloys, such as 31
(N08031) and 33 (R20033), that contain �27% and
�31% chromium, respectively.

Oxidizing agents and aggressive anions exert
strong influences on the corrosion of stainless steels
in sulfuric acid. Dissolved oxygen has a pronounced
effect on the presence or otherwise of passivity, par-
ticularly in relatively weak acids, as confirmed in
Figure 8, which demonstrates that rates of corrosion
for types 304 (S30400), 316 (S31600), 317 (S31700),
and 310 (S31000) stainless steels are all higher at
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concentrations below 30–40% acid at 70 �C when
oxygen is absent.26 Figure 9(a) shows the beneficial
effects of additions of Fe3+ and Cu2+ as sulfates on
the corrosion of type 316L (S31603) stainless steel in
75% and 85% acids at 100 �C.27 Figure 9(b) con-
firms the dramatic effect of sufficient (2%) nitric acid
that effectively stifles the corrosion of type 316L
(S31603) stainless steel in 30% sulfuric acid at 90 �C,
but also illustrates that insufficient oxidizing agent, in
this case nitric acid (1%), can accelerate, rather than
inhibit, corrosion.28 Other oxidizing agents have been
shown to have similar effects, including Cr6+ added as
chromic oxide or chromates and Sn2+ added as sulfate,
which is effective by being reduced to the metallic
state.7 Figure 9(c) shows the significant accelerating
effects of 5% sodium chloride additions on the CRs of
alloys 316L (S31603), 20 (N08020) and 825 (N08825)
in 10% acid at 66 �C, and in practice, much lower
levels of chloride can exert significant accelerating
effects on corrosion.7

The passive films that form on stainless steels are in
general much less vulnerable to acid velocity than the
sulfate films that form on steels. Thus, maximum velo-
cities up to �3.3m s�1 are recommended for stainless
piping systems for commercial grades of sulfuric acids
with concentrations in the range 93–99% (w/w) at
near-ambient temperatures compared with �0.6m s�1

for steels.2 Brubaker4 has pointed out that the sensitiv-
ity of CRs of passive stainless steels to velocity depends
on how close they are operating to the transitions to

activity or transpassivity, with ‘solidly’ passive stainless
steels tolerating relatively high velocities. A good
example of this is shown in Figure 10 that shows
CRs for different stainless steels in 98.7% (w/w) sulfu-
ric acid at 100 �C as a function of velocity. Clearly,
the CRs of alloys 316 (S31600) and 825 (N08825) are
very dependent on velocity, whereas the CR of the
proprietary alloy 1815LCSi, an austenitic stainless
steel containing 4% silicon, is independent of velo-
city, reflecting the tenacious nature of the passive film
formed on high Si-containing stainless steels under
these conditions.

Some of the main factors that influence the for-
mation and stability of passive films on stainless steels
are summarized schematically in Figure 11. The
anodic polarization curves show the familiar active
dissolution, passive, and transpassive regions. As the
temperature and/or the concentration of aggressive
anions, such as chloride increase, the capacity of
materials to passivate is squeezed by extended active
dissolution and less protective passive regions. Under
nonoxidizing conditions, the prevailing cathodic pro-
cess, hydrogen evolution, anchors the corrosion
potential in the active dissolution region of the
anodic polarization curve of the material. Under oxi-
dizing conditions, cathodic processes arising from
reduction of the acid itself or from the presence
of oxidizing agents, such as dissolved oxygen, nitric
acid, or metal cations in higher oxidation states, such
as Fe3+ or Cu2+, are able to promote passivity.

1.270 1.270

127

0.16

2.54
1.27

0.25
0.13

254

127

25.4
10.16

2.54
1.27

0.25

0.13

Sulfuric acid concentration (% w/w)

C
or

ro
si

on
 r

at
e 

(m
m

 y
ea

r−
1 )

0.030.03
0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100

Ty
pe

 3
17

Ty
pe

 3
16

Type 310

Type 304

Nitrogen purged

Ty
p

e 
30

4

Ty
pe

 3
16

Ty
pe

 3
17

Ty
p

e 
31

0

Aerated

Figure 8 Effects of aeration on corrosion rates of stainless steels in sulfuric acid solutions at 70 �C. Adapted from

Phelps, E. H., Vreeland, D. C. Corrosion 1957, 13, 619–624.

1234 Liquid Corrosion Environments

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Under strongly oxidizing conditions, the cathodic
polarization curve intersects the anodic polarization
curves at relatively high potentials well into the pas-
sive region, and stable passivity is promoted that may
well survive the moderate increases in temperature
and/or the concentrations of aggressive anions, such
as chloride. However, further increases may move the
corrosion potential into the transpassive region in the
case of temperature, or above a film breakdown
potential in the case of aggressive ions, such as chlo-
ride, resulting in accelerated corrosion.

Moderately oxidizing conditions may be sufficient
to promote passivity at low temperatures and/or con-
centrations of aggressive anions, such as chloride. How-
ever, moderate increases in either can result in multiple
intersections of the cathodic and anodic polariza-
tion curves, which are indicative of unstable passivity.

Under such borderline conditions, the corrosion poten-
tial may oscillate between the passive and active
regions, and the CRwill lie between the rates that are
characteristic of passive and active behavior, depending
on the period and frequency of the oscillations.

2.23.3.2 Performances of Stainless Steels

The performances of some of the more important
stainless steels for sulfuric acid applications are sum-
marized in Figures 12–14. The basic austenitic
grades, such as 304L (S30403) and 316L (S31603),
provide useful resistance to relatively weak, and in
particular, strong acids where they find frequent use
for storage and transport equipment at concentra-
tions >�93% (w/w). The molybdenum-containing
316L (S31603) grade expands the region of stable
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passivity relative to type 304L (S30403) and is a can-
didate, for example, for service in the 90–93% (w/w)
concentration range at ambient temperatures, where
304L (S30403) is at greater risk of unstable passivity.
In concentrated acids, the upper temperature limit for
stable passivity increases with concentration from
�40 �C at 93% to above 100 �C above 99% (w/w),
in line with the much greater oxidizing potential of
the more concentrated acid. Anodic protection, which
is the subject of a separate chapter in this book, can

be of significant benefit in reducing CRs in concen-
trated acids, as illustrated for type 316 (S31600) stain-
less steel in Figure 15, and is used routinely for the
protection of concentrated acid coolers in sulfuric
acid plants.

In weak acids, the molybdenum-containing 316L
(S31603) grade shows significantly expanded resis-
tance relative to type 304L (S30403) that has a limited
resistance to solutions other than very dilute solutions
at temperatures close to ambient, and both grades are
vulnerable to loss of passivity in the absence of oxy-
gen. The duplex grades, 2205 (S32205) and 2507
(S32750) grades offer significantly enhanced resis-
tance to weaker acids than the basic austenitic grades,
in line with their higher contents of chromium,
molybdenum, and copper. However, none of the
basic austenitic or duplex grades contains sufficient
nickel to provide serviceable corrosion performances
in medium-strength acids.

Stainless steel grades that offer useful corrosion
resistance to medium strength as well as weak and
concentrated acids, contain a minimum of �18%
nickel, supplemented by significant molybdenum
and/or copper contents. The grades that are leaner
in nickel, relying more on molybdenum and cop-
per to promote passivation, such as alloys 254SMO
(S31254), 25–6MO (N08926), and 27–7MO (S31277),
perform particularly well in weaker acids but have
lower temperature limits for stable passivity as the
concentration rises and relatively poor performances
in concentrated acids. The stainless steel grades that
offer the most stable passivity across the whole con-
centration range are alloys 20 (N08020) and 31
(N08031), which contain a minimum of�30% nickel
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supplemented by molybdenum and copper additions,
exemplified by the temperature limits for stable pas-
sivity of alloy 31 (N08031) shown in Figure 14.

Acid strengths above 98% (w/w) and oleum are
very oxidizing, and the CRs of most stainless steels are
correspondingly lower. However, alloys with particu-
larly high molybdenum contents are vulnerable to
transpassive corrosion and can underperform the
more basic grades of stainless steel, as illustrated in
the ranking of various materials in tests under static
conditions in 99% (w/w) acid at 100–120 �C shown in
Figure 16. Evidently, the most resistant material was
type 304L (S30403) stainless steel that outperformed

not only the molybdenum-containing alloys 904L
(N08904), 20 (N08020), C-276 (N10276), and B-2
(N10665), but also the silicon-containing material
S30601. Notwithstanding that, high-silicon stainless
steels, such as S30601, have found significant applica-
tions in equipment handling concentrated acids at ele-
vated temperatures, as long as there is no risk of oleum
formation, to which their resistance is poor. Brubaker4

has drawn attention to the care that is required in
selecting stainless steels for acid concentrations above
98% (w/w) where variations in velocity, oxidant

140

120

100

80

60

40

20
0 20

Te
m

p
er

at
ur

e 
(�

C
)

304L

904L

25–6MO

Boiling point

904L 304L

316L

254SMO

316L

Sulfuric acid concentration (% w/w)

6040 80 100

Figure 13 Isocorrosion charts (0.1mmyear�1) for austenitic stainless steels in naturally aerated sulfuric acid. Adapted from

Corrosion Handbook, Stainless Steels; AB Sandvik Steel, 1994.

150

100

50

0
0 20

Te
m

p
er

at
ur

e 
(�

C
)

Boiling point

31

Sulfuric acid concentration (% w/w)
40 60 80 100

Figure 14 Isocorrosion chart (0.1mmyear�1) for

austenitic alloy 31 in lightly aerated sulfuric acid. Adapted
from Material Data Sheet No 4031, Thyssenkrupp VDM,

2002.

C
or

ro
si

on
 r

at
e 

(m
m

 y
ea

r−
1 )

14

10

12

6

8

2

4

0
93%, 70 �C 93%, 100 �C 98%, 100 �C

Unprotected Anodically protected

Figure 15 Effects of anodic protection on corrosion rates

of type 316 stainless steel in 93–98% sulfuric acid at 70 and

100 �C. Adapted from Walker, R. Anodic protection. In
Corrosion, 3rd ed.; Shreir, L. L., Jarman, R. A., Burstein, G. T.,

Eds.; Butterworth-Heinemann, Oxford, 10.155-10.170, 1994.

Corrosion in Sulfuric Acid 1237

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



content and transient acid dilution can adversely affect
performance. For oleum duties in particular, stainless
steels with high chromium and low molybdenum con-
tents are least vulnerable to such risks. Thus, alloy 33
(R20033) provides very high resistance to hot, concen-
trated, oxidizing acids, as illustrated in Figure 17, and
this extends into the oleum concentration range.

2.23.4 Nickel Alloys

2.23.4.1 Mechanisms of Protection

The CRof nickel in aerated sulfuric acid as a function
of concentration at room temperature is shown in
Figure 18.29 Evidently, CRs peak at �1.5mmyear�1

in �80% (w/w) acid in the concentration range
0–96% (w/w) acid, which, although unacceptable
from the engineering standpoint, is indicative of the

much slower rates of active dissolution of nickel in
weak and medium-strength acids compared with
iron. Nickel can be used in deaerated sulfuric acid
solutions at low temperatures, but in practice, its
significant applications in sulfuric acid are alloy
form, and the compositions of some of the more
important alloys for sulfuric acid service are summar-
ized in Table 1.

The mechanisms of protection of nickel alloys in
sulfuric acid are illustrated by the anodic polarization
curves for nickel and binary alloys of nickel with
copper, molybdenum and chromium in deaerated
sulfuric acid in Figure 19.30–33 The active region for
pure nickel is generally much smaller and the passiv-
ation potential lower than for iron, but the current
density in the passive range remains relatively high,
indicative of relatively unprotective passivity. XPS
studies of the passive film indicate a duplex structure
with an inner NiO and outer Ni(OH)2 layers, the
solubility of the latter increasing as the pH drops in
weak acids.34 At higher potentials, transpassive disso-
lution of nickel occurs, particularly at grain bound-
aries. The effects of alloying elements are as follows:

1. Copper additions move the corrosion and the
active/passive transition potentials to more noble
values and increase the current densities required
to form and sustain passivity, so that in the case of
the curve for alloy 400 (N04400), the commercial
�30% copper alloy, shown in Figure 19(a), the
remaining passivity is even less protective than the
relatively unprotective films that are characteristic
of pure nickel.31 These curves not only suggest
the significant benefits of alloying with copper at
potentials in the active region, but also that in the
passive region, alloying with copper alone is dele-
terious to corrosion resistance.
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2. Molybdenum additions have effects similar to
those of copper additions. The polarization curve
for pure molybdenum shown in Figure 19(b),
shows no evidence of passive behavior in �5%
(w/w) acid. Alloys with molybdenum additions of
up to �20% (w/w) continue to display passive
characteristics but with progressively increasing
passive current densities with respect to pure
nickel.32 However, at the 27% (w/w) level that is
representative of the commercial B family of
alloys, there is no evidence of passivation in the
polarization curve shown in Figure 19(b) and the
current density increases progressively with poten-
tial in amanner similar to that of puremolybdenum.
As with copper, the main benefit of molybdenum
alloying is in the active region, and in the passive

region, molybdenum is also deleterious to corrosion
resistance.

3. Chromium additions confer very pronounced
benefits in both active and passive regions of the
polarization curve, as shown in Figure 19(c). In
practice, levels of chromium of �9% or more pro-
duce significant reductions in the current density in
the active region, the potential at which passivation
occurs, and the passive current density.33 At the
23% and 33% (w/w) levels depicted in Figure
19(c), chromium reduces the potential required to
form passivity by �400mV and the current densi-
ties required to form and sustain passivity by up to
two orders of magnitude relative to pure nickel.

4. Silicon additions in the range 5–6% (w/w) mod-
ify the composition and structure of the passive
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film on nickel–chromium alloys by a similar
mechanism as in the case of stainless steels, pro-
ducing silicon-rich films that confer high resis-
tance to corrosion and erosion corrosion in hot
acids with concentrations in the 93–99% (w/w)
range.

Oxidizing agents and aggressive anions exert influ-
ences on the corrosion of nickel alloys that are similar
to those observed with stainless steels in sulfuric acid.
Thus, the effects of dissolved oxygen and oxidizing
agents on nickel–chromium alloys are broadly bene-
ficial in that they help to promote and sustain the
formation of protective passive films. However, dis-
solved oxygen has a significant accelerating effect on
the corrosion of nickel metal and nickel–copper and
nickel–molybdenum alloys that do not passivate in

the acid. For example, CRs for alloy 400 (N04400)
across the concentration range in gently moving acid
at 30 �C and alloy B at various acid concentrations
and temperatures7 are shown in Figure 20(a) and (b).
The accelerating effects of air in weak and medium-
strength acids and the dramatic accelerations in CR
in strongly oxidizing, concentrated/hot acids are evi-
dent in both cases. Other oxidizing agents, such as
metal cations in higher oxidation states, in particular
Fe3+ or Cu2+, chromates, nitrates/nitrites, and per-
oxides exert similar effects, depending on the alloy.
Thus, the CR of alloy B-2 (N10665) in boiling
30% (w/w) acid is increased dramatically by Fe3+

additions at levels in the range of 10s–100s ppm,
whereas the CR of alloy C-276 (N10276) is, if any-
thing, lowered under similar conditions as shown in
Figure 21(a) and 21(b).7
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Chloride contaminants have a general accelerat-
ing effect on the CRs but the magnitude of the ef-
fect varies, depending on the alloy, as illustrated in
Figure 22 that shows CRs for alloys B-3 (N10675)
and C-2000 (N06200) in boiling weak and medium-
strength acids in the presence and absence of
200 ppm chloride.35 Although the presence of chlo-
ride increases the CRs of both alloys at all concentra-
tions, the effects are significantly greater for alloy
C-2000 (N06200), which depends on passivity for
its corrosion resistance. In contrast, for alloy B-3
(N10675) depends on its intrinsic resistance to anodic
dissolution in the nonoxidizing environment that is
only marginally affected by the presence of a rela-
tively small amount of chloride.

The sensitivity of CRs to acid velocity also varies
with the alloy. The CRs of nickel–copper and nickel–
molybdenum alloys that do not form passive films are
sensitive to the relatively low velocities that deter-
mine the rates of mass transfer of oxidants and solu-
ble corrosion products to/from the alloy surface, as
illustrated for alloy 400 (N04400) in 5% (w/w) acid
in Figure 23. Also evident in Figure 23 is a limiting
CR beyond which velocity has little effect, because
the relevant anodic and cathodic processes are activa-
tion controlled. In contrast, the passive films that form
on chromium-containing alloys are less vulnerable to

relatively low acid velocities away from conditions
close to transitions to activity or transpassivity and
the films that form on silicon-containing alloys, as in
the case of stainless steels, are relatively resistant to
acid velocity.

2.23.4.2 Performances of Nickel Alloys

The compositions of some wrought nickel alloys that
are significant for sulfuric acid applications are sum-
marized in Table 2. The substantial nickel contents
of all the alloys provide significant improvements in
corrosion resistance relative to the iron-based alloys
across most of the concentration range. The nickel–
copper alloy 400 (N04400) can be used to handle
weak- and medium-strength acids up to �60% con-
centration (w/w) and�95 �C in the absence of air and
other oxidizing agents, but other materials are gener-
ally preferred and the alloy has no application in the
strong acid concentration range. The B family of alloys
show the greatest resistances across a wide range of
temperatures and concentrations in the pure acid,
exemplified by alloy B-2 (N10665) in Figure 24, but
in practice are very vulnerable to the presence of even
small quantities of oxidizing agents that can promote
corrosion at unacceptable rates, and therefore, great
care is needed in their application.

The most versatile alloys for handling sulfuric
acid are the passivable nickel–chromium and nickel–
chromium–molybdenum alloys that range from alloy
825 (N08825), which bridges the gap to stainless
steels, to the more nickel-rich 690 (N06690) and the
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C family of alloys. The performances of alloys 825
(N08825), 625 (N06625), G (N06007), and C-276
(N10276), shown in Figure 25, bear comparison
with the equivalent performances of the more highly
alloyed stainless steels that are exemplified in Fig-
ures 13 and 14. The leanest alloy 825 (N08825) offers
little advantage over the 904L/26–5MO/27–7MO
grades of stainless steel. The C family of alloys, exem-
plified by alloy C-276 (N10276) in Figure 25, pro-
vides the most consistent resistance to temperature in

weak and medium-strength acids into the strong acid
concentration range, and their performances are gen-
erally enhanced by the presence of oxidizing agents.
However, they are vulnerable to the presence of
chlorides, particularly in more concentrated acids at
higher temperatures.2,4

A number of proprietary alloys have found signifi-
cant usage for niche applications, particularly in rela-
tively hot, concentrated acids. Lewmet alloys 55 and
66, and Ilium B are cast alloys containing relatively
high levels of chromium and copper, and in
the case of Ilium B, a significant level of silicon, and
they are used for pumps and valves. Alloy D-205 is
a silicon-containing nickel alloy that was developed
to withstand acids in the concentration range of
93–99% (w/w) at temperatures of 90 �C and above,
depending on acid strength, and which is more easily
formed in thin sections than the equivalent stainless
steels for components such as heat exchanger plates.

2.23.5 Other Metals and Alloys

2.23.5.1 Aluminum and Aluminum Alloys

Aluminum and its alloys have limited resistance to
sulfuric acid other than in weak acids at relatively low
temperatures and find no significant applications
as constructional materials. However, thick, porous
coatings can be formed on aluminum and some of its

Table2 Compositions of some wrought nickel alloys that are significant for sulfuric acid applications

UNS no Common name Fe Ni Cr Mo Cu Si Other

N08825 825 >22 Balance 19.5–23.5 2.5–3.5 1.5–3.0 Ti

N06007 G 18–21 Balance 21–23.5 5.5–7.5 1.5–2.5 Co, Nb

N06985 G-3 18–21 Balance 21–23.5 6–8 1.5–2.5 Co W
N06030 G30 13–17 Balance 28.0–31.5 4–6 1.0–2.4 W

N06690 690 7–11 Balance 27–31

N10276 C-276 4–7 Balance 14.5–16.5 15–17 W,Co
N06455 C-4 3 Balance 14–18 14–17 Co

N06022 C-22 2–3 Balance 20.5–22 13–14 W, Co

N06200 C-2000 Balance 23 16 2

N06059 59 Balance 23 16
N06686 686 <5 Balance 19–23 15–17 W

N06625 625 <5 Balance 20–23 8–10 Nb

N10001 B 5.5 Balance 28 Co

N10665 B-2 <2 Balance 28
N10675 B-3 1.5 Balance 1.5 28.5 W, Co

N04400 400 <2.5 Balance 28–34

Lewmet 55 16 Balance 31 3 Co
Lewmet 66 16 Balance 32 4 3 0.5 Co, Mn

Ilium B Balance 28 8 5 3.5

D205 6 Balance 20 2.5 2 5
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alloys by anodic polarization to voltages up to �25V
in 5–10% sulfuric acid. These are of commercial sig-
nificance for corrosion protection and decoration in
architectural and other applications and are the subject
of a separate chapter in this book.

2.23.5.2 Copper and Copper Alloys

Copper is relatively noble and does not normally
displace hydrogen from acid solutions and thus has
a relatively good resistance to sulfuric acid in nonox-
idizing conditions. However, its resistance is reduced
significantly in the presence of air or other oxidizing
agents, not least its own corrosion product, Cu2+,
which can stimulate corrosion autocatalytically. The
brasses are vulnerable to dezincification in sulfuric
acid solutions. The tin, silicon, and aluminum bronzes
have useful resistances in weak and medium-strength
acids at moderate temperatures,2,4 but, in general,
applications for copper and its alloys in sulfuric acid
are limited.

2.23.5.3 Titanium and Titanium Alloys

Titanium and its alloys are dependent on passive film
formation to resist corrosion in sulfuric acid. One of
the conditions for film formation, viz. the availability
of a cathodic process to elevate the corrosion poten-
tial above the potential for passive oxide formation, is
satisfied across the concentration range, even in weak
acids, because this potential is below the hydrogen
evolution potential. However, film formation also

depends on the availability of free water, the concen-
tration of which is progressively limited in con-
centrated acids and in weak and medium-strength
acids, the solubility of the passive film increases with
the concentration and temperature and dominates
performance. It has been shown that the protection
afforded by the film depends on the conditions under
which it forms, in particular the formation rate.36 As a
result, the resistances of titanium and its alloys are
limited to relatively weak acids.

Figure 26(a) shows isocorrosion curves (0.13mm
year�1) for commercially pure titanium (ASTM
grade 2, R50400), a titanium–nickel–molybdenum
alloy (ASTM grade 12, R53400), and a titanium–
palladium alloy (ASTM grade 7, R52400) in natu-
rally aerated sulfuric acid. Evidently, pure titanium is
restricted to concentrations below �5% (w/w) even
at ambient temperatures. Alloying with palladium
significantly improves the corrosion resistance at
lower temperatures but, as shown in Figure 26(b),
not much beyond �5% (w/w) at the boiling tem-
perature. The improvements in corrosion resistance
of ASTM grade 7 (R52400) arise from the well-
established cathodic modification effects of palla-
dium on promoting and sustaining the passivity of
titanium, described elsewhere in this book.

Oxidizing agents in the acid, such as dissolved oxy-
gen, chlorine, nitric and chromic acids, and metal
cations in higher oxidation states, such as Fe3+ or
Cu2+, also promote significant increases in corro-
sion resistance by promoting and sustaining passivity.
Some of the largest, titanium-clad process vessels ever
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constructed are used for the acid leaching of ores to
recover gold, nickel, and other metals, involving expo-
sure to several% (w/w) sulfuric acid in the presence of
significant partial pressures of oxygen at temperatures
as high as 200–250 �C.37 However, even the temporary
absence of oxidizing agents can result in a loss of
passivity and a risk of very high CRs, and this inevita-
bly limits the wider application of titanium and its
alloys in sulfuric acid applications.

2.23.5.4 Lead and Lead Alloys

The lead–sulfuric acid system is the basis of the
ubiquitous lead-acid accumulator battery in which
lead electrodes are exposed to acid in the concentra-
tion range of 27–39% (w/w) when fully charged. As a
result, the prevailing anodic and cathodic processes
have been studied intensively. The anodic reaction
during discharge is the dissolution of lead in the
divalent state followed by the precipitation of lead
sulfate on the anode, and this is also the mechanism
via which lead and its alloys resist corrosion in sulfu-
ric acid. The effects of temperature and concentra-
tion on the CR of lead in stagnant sulfuric acid are
shown in Figure 27.38 Evidently, lead is very resis-
tant to corrosion at temperatures up to boiling in
50% (w/w) acid and �80 �C in 85% (w/w) acid,
beyond which the film dissolves at rates that increase
progressively. However, as in the case of the equivalent

films on steels, sulfate films on lead are vulnerable to
erosion and abrasion resulting in excessive rates of
attack, particularly at conditions close to the bound-
ary for acceptable corrosion. For this reason, lead has
often been used as a corrosion resistant membrane
behind acid-resistant brick linings that separate the
lead from any potentially damaging velocity and
abrasion effects.

Historically, lead and its alloys found significant
application in equipment for the manufacture and
storage of sulfuric acid, but its use has declined
because of its relatively poor mechanical properties,
and health and toxicity concerns, resulting in a short-
age of skilled craftsmen.

2.23.5.5 Zirconium and Zirconium Alloys

Zirconium and its alloys are similar to titanium and
its alloys in their dependence on passive film forma-
tion to resist corrosion in sulfuric acid. The key
difference is that the passive films on zirconium and
its alloys are much less soluble in sulfuric acid across
the weak and medium-strength concentration range.
The effects of concentration on the anodic polariza-
tion behavior of zirconium near the boiling point are
shown in Figure 28(a).39 Evidently, at concentrations
below 20% (w/w), zirconium shows no active region
and no tendency to transpassive breakdown at poten-
tials significantly above 1V relative to the saturated
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calomel electrode (SCE). At higher concentrations,
transpassive breakdown behavior is exhibited at
potentials that reduce with increasing concentration
and at 70% (w/w) concentration and beyond, zirco-
nium reverts to active behavior with no evidence of
stable passivity.

This behavior is reflected in the performance of
commercial purity zirconium (Zr702, R60702) in

sulfuric acid as a function of concentration and tem-
perature, which is summarized in Figure 28(b).40

Evidently, at concentrations up to 20% (w/w), zirco-
nium resists attack at temperatures well above the
boiling point, beyond 200 �C. The limiting tempera-
ture for passivity decreases as the concentration
increases beyond 20% (w/w) but remains above
the boiling point in pure acid up to >60% (w/w).
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In 70–80% (w/w) acid, the limiting temperature for
passivity falls off rapidly with increasing concentra-
tion due to the formation of nonprotective zirconium
sulfate films. Figure 28(b) indicates that the resis-
tance of zirconium welds to >55% (w/w) acid is
marginally lower than for parent material due to the
presence and morphology of second-phase particles,
related to tin content, but appropriate heat treatment
can restore the corrosion resistance of weld metal.
The performances of the commercial grades contain-
ing tin (Zr704, R60704) and niobium (Zr705, R60705)
are broadly similar, except in the near boiling region
above �60% (w/w) acid concentration, where Zr702
outperforms Zr704 and Zr705.

The polarization curves in Figure 28(a) suggest
that zirconium and its alloys may be vulnerable to the
presence of oxidizing agents in higher concentration
acids that might elevate the potential above the
corresponding transpassive breakdown potential. In
practice, zirconium is relatively tolerant to oxidizing
agents over most of its useful concentration range but
in >60% (w/w) acid, becomes sensitive to the pres-
ence of oxidizing agents.41 Chlorides can also acceler-
ate CRs if oxidizing agents are present, and zirconium
and its alloys are acutely sensitive to the presence
of even small quantities of fluorides in acids of all
strengths.

Zirconium is vulnerable to stress corrosion crack-
ing in 64–69% (w/w) sulfuric acid, the mechanism
and remedies for which have been described
elsewhere.42

2.23.5.6 Tantalum and Tantalum Alloys

Tantalum forms very stable, oxide films in sulfuric
acid across the concentration range. For example,
films formed galvanostatically in 95% (w/w) acid at
25 �C continue to thicken to support an applied
potential of �50 V before breaking down.43 It is
thus not surprising that tantalum (R05200) has an
exceptional corrosion resistance to sulfuric acid, as
illustrated by the CR data in Figure 29, which shows
that tantalum has exceptionally low CRs at concen-
trations up to 98% (w/w) acid at temperatures up to
�150 �C and corrodes very slowly in 98% (w/w) acid
at temperatures up to �200 �C. However, tantalum
is much less resistant to fuming acids, as illustrated by
the data for oleum in Figure 29.42 Long-term tests
have suggested temperature limits for unalloyed tan-
talum of 200 �C and 150 �C for acid concentrations
of 96 and 97% (w/w), respectively, and tempera-
ture limits for the 2.5% tungsten alloy (R05252) of

210 �C and 175 �C for acid concentrations of 96 and
97.5% (w/w), respectively. The same tests have sug-
gested that the tungsten alloy has superior resistance to
hot, concentrated acids that contain oxidizing agents
such as nitrates.44

A guide to the uniquely wide ranging corrosion
resistance of tantalum and its alloys to sulfuric acid is
illustrated by the test data in Figure 30 for a range of
metals and alloys in boiling acids across the concen-
tration range up to 80% (w/w). It is clear that only
tantalum and its alloys provide acceptable resistance
across the full concentration range tested.

2.23.6 Nonmetallic Materials

Given the limitations of most classes of alloy that
might be considered for handling sulfuric acid, and
the high cost of the more resistant materials, such as
nickel, zirconium, and tantalum alloys, it is inevitable
that nonmetallic materials play significant roles in
sulfuric acid applications. The application of these
materials is covered in more detail in the relevant
chapters in this book, but the more significant mate-
rials are as follows:

2.23.6.1 Organic Materials

Concentrated sulfuric acid is a strong oxidizing and
dehydrating agent, and hence, organic materials have
inevitable performance limitations in concentrated
and hot acids.

0.35

0.30

0.25

0.20

C
or

ro
si

on
 r

at
e 

(m
m

 y
ea

r-
1 )

0.15

0.10

0.05

0
0 50 100

Temperature (�C)

150

Oleum (15% SO3)

98% H2SO4

200 250

Figure 29 Effects of temperature on corrosion rates of

tantalum in 98% (w/w) sulfuric acid and oleum. Adapted

from Handbook of Corrosion Data; ASM International, 1995.

1246 Liquid Corrosion Environments

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



In relation to chemical compatibility, the major
thermoplastics perform broadly as follows:

1. Polyethylene (PE), depending upon its molecular
weight, can resist weak and medium-strength sul-
furic acid at temperatures up to �60 �C, depend-
ing on concentration and concentrated acids at
ambient temperature.

2. Polypropylene (PP) is more resistant than PE and
can tolerate weak acids up to�90 �C, and medium-
strength and concentrated acids at temperatures
that reduce with increasing concentration.

3. Polyvinyl chloride (PVC) and chlorinated polyvi-
nyl chloride (CPVC) resist concentrated acids at
ambient temperatures and medium and weak acids
at temperatures that increase as the concentration
decreases.

4. Fluoroplastics are very resistant to sulfuric acid,
depending upon their degree of fluorination. The
highly fluorinated materials polytetrafluoroethy-
lene (PTFE), fluorinated ethylene propylene
(FEP), and perfluoroalkoxy (PFA) are resistant to
all concentrations of sulfuric acid and oleum at tem-
peratures up to at least 200 �C. The less highly flu-
orinated materials ethylene chlorotrifluoroethylene

(ECTFE) and ethylene tetrafluoroethylene (ETFE)
resist up to 98% (w/w) acid at temperatures
up to �150 �C. Polyvinylidene fluoride (PVDF)
also resists up to 98% (w/w) acid but at tem-
peratures that vary from �120 �C at the lower end
of the concentration range to�50 �C at 98% (w/w)
acid.2,4

In practice, chemical compatibility is but one factor
that determines the suitability or otherwise of a ther-
moplastic material for a specific application. Other
factors, such as mechanical and fabrication proper-
ties, thermal expansion characteristics, permeation
properties, etc., are significant design considerations.
In practice, except for small scale equipment, ther-
moplastics are used more commonly as linings on
stronger substrates rather than in solid form, because
of reliability and integrity concerns.

The more common natural and synthetic elasto-
mers are unsuitable for concentrated acids. Thus,
butyl rubber and neoprene are generally limited to
weak and medium-strength acids, but chlorosulfo-
nated PE elastomers (e.g., Hypalon) can be used in
concentrated acids. Some grades of fully fluorinated
elastomers (e.g., some Kalrez grades) can be used in
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concentrated acids and even oleum, depending on
the filler materials.

The common glass reinforced polyester and vinyl
ester resins find significant use in the storage and
handling of weak acids up to temperatures of �90 �C
and medium-strength acids up to lower temperatures,
depending on the acid strength. However, these mate-
rials are not suitable for concentrated acids.

Thin paint coatings are unsuitable for the protec-
tion of substrates that would corrode at significant
rates if exposed. However, some high-performance
coatings, for example, heat-cured phenolic coatings,
are used to prevent contamination of concentrated
acids that are stored in steel containers.

2.23.6.2 Inorganic Materials

Borosilicate glass is highly resistant to acids across the
concentration range up to temperatures well beyond
their boiling points and solid- or glass-lined equip-
ment finds significant use for handling sulfuric acid.

Impervious graphite, filled with impregnants such
as phenolic resins or PTFE, finds significant use in
heat exchange duties and is resistant to all but the
most oxidizing conditions at temperatures well
beyond boiling. Silicon carbide also has an excellent
sulfuric acid resistance and has been used in heat
exchange duties.

Acid-resistant brick linings on steel are widely
used to handle sulfuric acid. Below �70% (w/w)
concentration, corrosion-resistant membranes are
required behind the brick, which can be metallic,
such as lead, or nonmetallic, such as fluoroplastic
linings or asphaltic or other coatings. In concentrated
acids, the bricks can be used directly onto steel,
although in practice, fluoroplastic or other mem-
branes are often installed. Carbon bricks find occa-
sional use in very hot, concentrated acid duties.
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Glossary
18/13/1 A niobium-stabilized stainless steel used in

UK nuclear reprocessing plant, conforming

approximately to the top end of the AISI 347

specification range.

End grain The cross-section perpendicular to the

hot-working direction of a fabricated

component.

Grain dropping Dislodgement of metal grains as

they are undermined by intergranular

1250
www.iran-mavad.com 
 مرجع علمى مهندسى مواد



corrosion. Dropped stainless steel grains

have the appearance of fine soot.

Magnox A magnesium alloy containing 0.8%

aluminum, used to clad uranium metal fuel

for CO2-cooled Magnox reactors.

NAG 18/10L A proprietary stainless steel used in

UK nuclear reprocessing plant, similar to AISI

304L but with tighter control of residuals.

Radiolysis Chemical change resulting from the

absorption of ionizing radiation.

R-SUS 304ULC A proprietary stainless steel used

in Japanese nuclear reprocessing plant.

Similar to NAG 18/10L.

20Cr25Ni1Nb A proprietary stainless steel used in

UK Advanced Gas-Cooled Reactor fuel.

Uranus 65 A proprietary stainless steel, conforming

approximately to AISI 310L, but with added

niobium. Used in UK and French nuclear

reprocessing plant.

Abbreviations
AISI American Iron and Steel Institute

AR As-received

Gy Grays (unit of absorbed radiation dose;

1Gy¼ 1 J kg�1)

mpy Thousandths of an inch per year

M Molar or metal

NAG Nitric acid grade

SCC Stress corrosion cracking

ss Stainless steel

Symbols
E Electrode potential

i Current density

VSCE Electrode potential, volts with respect to the

Standard calomel electrode

X(Y) Element X present in valency state Y; for

example, Cr(VI) is Cr2O7
2� or CrO4

2�

2.24.1 Uses of Nitric Acid

Nitric acid is used in salt formation, preparation of
organic nitrates and nitro compounds, and oxidation
of organic compounds.1 Major applications include
the production of agricultural fertilizers and repro-
cessing of nuclear fuels.

2.24.2 Chemical Attack by Nitric Acid

2.24.2.1 Pure Nitric Acid

At greater than about 96–97% concentration, HNO3

chemistry is dominated by the NO2
þ ion. The acid

undergoes no proton transfer to water molecules and
it cannot be considered as an acid in the protionic
sense at this concentration.2

The initial electron transfer reaction with a
metal, M:

MþNOþ
2 ! Mþ þNO2 ½1�

leads to the overall reaction

Mþ 2HNO3 ! MNO3 þNO2 þH2O ½2�
with nitrates produced at the metal surface.2

The reaction of some metals with pure HNO3 is
given in Table 1.

There is no correlation between apparent reactiv-
ity and position of the metal in the periodic table.
In some instances, there is evidence of cohesive film
formation (e.g., Ca) while some metals are either
inert (e.g., Pt) or form protective oxide films (e.g., Al).

2.24.2.2 Aqueous Nitric Acid

In practice, most nitric acid corrosion occurs in aque-
ous mixtures of <96% concentration.

2.24.2.2.1 Base metals in aqueous nitric acid

These generally dissolve extremely rapidly to form
nitrates, cathodically discharging hydrogen, which
reacts with the nitric acid to give compounds such as
ammonia, ammonium nitrate, hydroxylamine nitrate,
nitrogen, and nitrous oxide.3

2.24.2.2.2 Noble metals in aqueous nitric acid

The dominant cathodic reaction in this case is the
reduction of the nitrate ion. This is a complex pro-
cess, proceeding via an autocatalytic mechanism
involving a charge transfer reaction and various
chemical reactions leading to the regeneration of
the active species (nitrous acid). The autocatalytic
nature of the reaction can readily be demonstrated
by simple observation of the corrosion rate of copper,
for example, in nitric acid solutions: the rate, as
evinced by NOx evolution, is initially low, but accel-
erates rapidly if the copper is placed in contact with a
surface, thus forming a crevice, which traps the
nitrous acid generated, or if a little nitrite is added
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to the solution; conversely, the rate is retarded by
agitation or stirring of the acid, which displaces the
nitrous acid generated, or by the addition of a chemi-
cal such as urea, which impedes the autocatalytic
reaction by destroying nitrous acid.3

Two basic mechanisms have been proposed: one
heterogeneous4 leading to NO2 formation and one
homogeneous5 leading to NO. Both mechanisms have
been shown to be consistent with experimental data
collected over different potential ranges.6 More
recently, a modified mechanism has been suggested,
which results in two limiting cases, one applicable for
low nitric acid concentrations (<8M) leading to NO
formation, the other for high nitric acid concentra-
tions (>8M) leading to NO2.

7 According to this
scheme, the major species involved in the reduction
of nitric acid at low overvoltages are nitrous acid
(HNO2), NO, and NO2, and the charge transfer reac-
tion is the reduction of HNO2:

HNO2 þHþ þ e� ! NOþH2O ½3�
The product of the overall cathodic reaction is
HNO2, thus giving rise to autocatalysis:

3Hþ þNO�
3 þ 2e� ! HNO2 þH2O ½4�

Whatever the precise mechanism, the important
point is that nitrate reduction is autocatalytic, being
strongly affected by HNO2, NO, and NO2. Reactions
[3] and [4] indicate that Hþ is required, but in all but
the most dilute solutions it is the nitrate concentra-
tion that is important; thus, the addition of neutral
nitrate salts to nitric acid generally increases the
liquor corrosivity.

Iron can show both base and noble metal charac-
teristics in its corrosion reactions. It is attacked at an
increased rate in crevices, but its corrosion products
include nitrous oxide, ammonia, and nitrogen as well
as nitrogen dioxide and nitric oxide. In concentrated
acids of >�40%, after an initial reaction, iron

becomes passive (although this can be disrupted rel-
atively easily, by agitation, for example), whereas in
dilute acids, reactions are rapid.8

2.24.2.2.3 Passive metals

Highly reactive metals such as chromium, titanium,
hafnium, niobium, and zirconium rapidly form thin
insoluble surface oxides in air. These films may grow
slightly on immersion in oxidizing acids, but then
prevent further corrosion or reduce it to negligible
rates in a wide range of nitric acid conditions. These
metals or their alloys, as in the case of stainless steels,
where alloying of iron with chromium confers much
greater passivity, are the most important class of
metals for the industrial handling of nitric acid.

This behavior is illustrated for stainless steels in
Figure 1.9 The polarization curve shows three distinct
regions of active, passive, and transpassive corrosion.
The effect of temperature on the anodic reaction is
important, as demonstrated in Figure 2. Although
increasing the temperature of stainless steel in nitric
acid produces only a small increase in corrosion poten-
tial (due to augmentation of the cathodic reaction), the
anodic polarization curve changes significantly; the
passive region is effectively lost, and therefore, a small
increase in potential leads to significantly increased
corrosion. This is pertinentwhen considering the effect
of oxidizing species or galvanic effects, which will
therefore be more pronounced at high temperatures
(see Sections 2.24.4.7 and 2.24.5.4.1).

2.24.3 Materials for Nitric Acid
Containment

The primary materials used for nitric acid environ-
ments are stainless steels, titanium, and zirconium.
Aluminum can also be used in some circumstances.
The austenitic stainless steel, AISI 304L, and its

Table 1 Reaction of pure HNO3 with metals

Solution complete within Evidence of
inhibition by film

No evidence of
reaction

1day 1week 1month

Mg Cr powder Fe Ca Be

Sc Mn Cu Al

V Ni Ag Ti
Co Cd Bi Pt

Zn U Sn

Hg

Reprinted with permission from Addison, C. C. Chem. Rev. 1980, 80, 21–39. Copyright 1980 American Chemical Society.
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variants are now the most commonly used, although
much early plant has been made from stabilized
austenitic steels such as AISI 321, AISI 347, and
18/13/1. In more oxidizing conditions, higher alloy
steels such as AISI 310L or possibly high Si stainless
may be preferred. In the most aggressively oxidizing
conditions, titanium, zirconium, niobium, hafnium,
or tantalum may be used. In the past, titanium has

been the most widely used, but the use of zirconium
in preference has increased in recent years. The
others find only occasional use, despite their excel-
lent corrosion resistance, because of high cost and
fabrication difficulties. Table 2 provides indicative
corrosion rates for some of these metals.

2.24.3.1 Stainless Steels

The industrial use of stainless steel for nitric acid con-
tainment seeks to ensure that it operates in the passive
regime where corrosion rates are typically <0.01mm
year�1. However, it is also possible to operate stainless
steel plant successfully for extended periods in the
potential regime between passivity and full transpassiv-
ity where intergranular corrosion occurs and the corro-
sion rate is significant (see Section 2.24.4.1). In practice,
all stainless steel plant handling hot nitric acid operates
in the intergranular corrosion regime.

Corrosion rates show Arrhenius behavior over a
large range of acid concentrations and temperatures,
as illustrated in Figure 3, indicating that electron
transfer is the rate-determining step in the corrosion
mechanism.

Austenitic stainless steels are the most widely
used for nitric acid containment. Reasonable or good
nitric acid resistance can be achieved with ferritic,
super ferritic, and ferritic–austenitic (duplex) steels,
but they are generally less resistant than the austeni-
tics, and factors such as compositional variation, heat
treatment, and welding can lead to reduction in corro-
sion resistance.11 Ferritic stainless steels with >14%
Cr resist corrosion in nitric acid at room temperature,
and high Cr/Mo ferritics such as 26Cr1Mo, and
29Cr4Mo resist nitric acid up to 65% boiling. Duplex
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Figure 2 Effect of temperature on polarization behavior of
NAG 18/10L stainless steel in 8M nitric acid (measured by

step-wise potentiostatic polarization, 10mV steps each

of 1 h duration). Takeuchi, M.; Whillock, G. O. H. BNFL

unpublished work.

Table 2 Indicative corrosion rates of various metals

subject to testing in boiling 65% nitric acid

Metal Corrosion rate (mm y�1)

18/13/1 stainless steela 0.2–0.5
NAG 18/10L stainless steelb 0.1–0.2

NAG 18/10L stainless steelc 0.1–0.3

310L stainless steel 0.05–0.1
Tid 0.7

Zr <0.001

Ta <0.001

aSimilar to AISI 347.
bAs-received.
cSensitized.
dThe high corrosion rate is due to the test conditions employed
(see Section 2.24.3.2).
Source: Quayle, B. E. BNFL unpublished work.
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Figure 1 Anodic polarization of stainless steel in 1M nitric
acid at room temperature. Reproduced from Kain, V.;

Shinde, S.; Gadiyar, H. J. Mater. Eng. Perform. 1994, 3,
699–705, with permission from ASM International.

Corrosion in Nitric Acid 1253

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



stainless steels have similar resistance to ferritics, but
the ferritic phase can be preferentially attacked.11

AISI 300 series stainless steels (i.e., austenitic) are
adequate for a wide range of applications up to about
70% acid concentration. AISI 304L is now commonly
used and improvements in its performance can be
achieved by improved manufacturing processes to
reduce elements such as Si, P, S, and C, as illustrated

in Figure 1. Here, a nitric acid grade version of 304L
shows improved corrosion resistance in the passive
and lower transpassive region. However, it is doubtful
whether significant corrosion differences persist under
more aggressive oxidizing conditions where higher
chromium steels such as 310Lmay be required.12Alter-
natively, in extremely oxidizing conditions stainless
steels containing Si at >�4% (e.g., Uranus S1N) may
find application, although such steels are more prob-
lematic to join because some ferrite needs to be main-
tained in the welds to avoid cracking.13

2.24.3.2 Titanium

Titanium has a high corrosion resistance to a range of
nitric acid concentrations, provided there is sufficient
concentration of dissolved titanium or other oxidiz-
ing ions present.14,15 In the absence of such dissolved
ions, corrosion rates can reach or exceed 1mm
year�1. Hence, corrosion rates in the vapor regions
of operating plant handling condensing nitric acid,
where continuous washing prevents the accumulation
of dissolved titanium, can be significant even though
the metal below liquor is unaffected. Titanium is
accordingly no longer recommended for use in con-
densing nitric acid. Owing to the sensitivity of tita-
nium corrosion rates to the presence of dissolved
titanium, account must be taken of the suppressing
effect of corrosion product accumulation when asses-
sing corrosion rate data. The susceptibility of tita-
nium to corrosion in pure acid can be mitigated by
alloying with tantalum; at >5% Ta, corrosion is
significantly reduced.14 These effects are illustrated
by the corrosion data in Table 3.
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Figure 3 Corrosion rate of stainless steel (R-SUS

304ULC) as functions of temperature and nitric acid

molarity. Reproduced from Onoyama, M.; Nakata, M.;
Hirose, Y.; Nakagawa, Y. In Proceedings of the RECOD’91,

Japan Atomic Industrial Forum: Japan, 1991; Vol II,

pp 1066–1071.

Table 3 Effect of test conditions on the corrosion rate of titanium and titanium–tantalum alloys

Metal Nitric acid concentration
plus additions

Liquor
renewal (h)

Corrosion rate
(mmyear�1)

Source

Ti 6M 14 0.6 (a)

6M 65 0.43 (b)

6M 280 0.15 (a)
6M þ 0.1% Fe 3þ 65 0.14 (b)

6M þ 0.1% Ce4þ 65 <0.01 (b)

40% 24 0.75 (c)

40%þ40mg l�1 Ti 24 0.05 (c)
Condensing acid 24 0.33 (c)

40% 4 0.74 (c)

Ti–6.1%Ta 40% 4 0.02 (c)

aQuayle, B. E. BNFL unpublished work.
bShimogori, K.; Satoh, H.; Kamikubo, F. In Titanium Science and Technology; Proceedings of the 5th International Conference on
Titanium, Munich, Germany, 10–14 Sept; 1984; Luthering, G., Ed., Vol. 4, pp 1111–1114.
cTakamura, A.; Arakawa, K.; Moriguchi, Y. In The Science Technology and Application of Titanium; Jafee, R. I., Promisel, N. E., Eds.;
Pergamon Press: Oxford, 1970; pp 209–216.
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Titanium can also be susceptible to enhanced
corrosion in both weld metal and heat-affected
zones. This has generally been attributed to the
redistribution of iron impurities during the welding
operation so that the iron originally present in dis-
crete stringers or well-distributed particles is depos-
ited on grain boundaries either as iron–titanium
intermetallic compounds or as b-phase. The forma-
tion of a continuous grain boundary network can lead
to intergranular corrosion and grain dropping in cer-
tain conditions. This is likely to become more signif-
icant in marginally passive environments where these
iron-rich phases may become soluble. To avoid this
problem, it is now recommended that iron levels in
titanium are specified to be <0.05%.16

2.24.3.3 Zirconium, Niobium, Hafnium, and
Tantalum

Thesematerials are generally highly resistant to nitric
acid corrosion (see Table 2), although operating
experience of these materials is less extensive than
that of titanium. There are no reported materials
issues affecting corrosion performance, although
stress corrosion cracking (SCC) of zirconium cannot
be entirely discounted in extremely oxidizing con-
ditions (see Section 2.24.4.4). In addition, zirco-
nium is very susceptible to trace levels of fluoride
ions (see Section 2.24.5.5). There have been no
reported instances of enhanced vapor phase corro-
sion and they do not require the presence of dis-
solved ions to achieve passivity.

2.24.3.4 Aluminum

The corrosion rate of aluminum and its alloys is
appreciable in all but very concentrated nitric acid,
reaching 3–5mmyear�1 at room temperature in 30%
acid, whereas rates of<0.1mmyear�1 can be achieved
in >85% acid. This is illustrated in Figure 417. The
corrosion rate is strongly temperature dependent and
increases with the level of copper impurity. However,
a number of aluminum alloys containing magnesium
silicon or manganese have corrosion rates comparable
with those of pure aluminum in 98.5% acid.18 As
would be expected from its decreased corrosion
resistance in dilute acids, aluminum corrodes more
quickly where dilute acid condensates are formed
above concentrated acids.19 Hence, although alumi-
num can be suitable for room temperature storage of
concentrated nitric acid, the vapor regions of storage
vessels may undergo increased corrosion.

2.24.4 Corrosion Mechanisms of
Passive Metals in Nitric Acid

2.24.4.1 General Corrosion and
Intergranular Corrosion

For stainless steels, full transpassivity occurs when
the Cr2O3-based passive film becomes unstable in
extremely oxidizing conditions, allowing corrosion
to proceed by the formation of soluble CrO3; this
occurs at �1.0 VSCE.

20 However, grain boundaries
are more vulnerable to corrosion. This is largely
due to impurities in the metal, with the segregation
of silicon and phosphorus being particularly impli-
cated.21,22 The transpassive corrosion process therefore
proceeds primarily by grain boundary dissolution, but
is manifest as general corrosion owing to grain
dropping. Owing to the high corrosion rates encoun-
tered, stainless steels are unsuitable for use in
extremely oxidizing conditions where transpassive
corrosion occurs.

In the potential band between full passivity and
transpassivity (i.e., between �0.9 and �1.0 VSCE),
intergranular corrosion occurs. This is the principal
mechanism affecting stainless steels handling nitric
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Figure 4 Corrosion rate of various aluminum alloys as a
function of nitric acid concentration and temperature.

Reproduced from Singh, D. D. N.; Chaudhary, R. S.;

Agarwal, C. V. J. Electrochem. Soc. 1982, 129, 1869–1874,
with permission from The Electrochemical Society.
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acid solutions which are too oxidizing for the main-
tenance of passivity. Intergranular attack increases
significantly if the steel has become sensitized by
heat treatment,23 but sensitization is not a prerequi-
site, intergranular corrosion occurring in the fully
solution-annealed condition even in veryclean stainless
steels providing potentials in excess of �0.9VSCE are
achieved in hot solutions. The intergranular corrosion
rate can be strongly anisotropic, depending on the
orientation of the exposed face to the underlyingmicro-
structure (see also Section 2.24.4.2). Figure 5 illus-
trates this. The effects tend to be less pronounced in
modern ultraclean stainless steels, but are still evident.

General corrosion curves derived for stainless
steels from weight loss are broadly characterized by
two regions, as illustrated in Figure 6.24 In the early
stages, grain boundaries are etched, but no grains are
lost, and weight loss is by chemical dissolution only.
The apparent corrosion rate rises as the grain bound-
aries are penetrated more deeply because a greater
area of metal is opened to corrosion. As time pro-
gresses, grains begin to drop out of the metal surface
as their boundaries are completely corroded. Eventu-
ally, a relatively stable corrosion rate is reached,
which is a combination of chemical dissolution and
grain dropping. For AISI 304L stainless steel and
related steels, grain dropping accounts for only
�25% of the total metal loss, chemical dissolution
of the grain boundary regions accounting for the
rest.25 It is therefore important in deriving corrosion

rates from analysis of dissolved species to allow for
grain dropping.

Corrosion rates derived from weight loss averaged
over the specimen area will tend to be underesti-
mated in the early stages of corrosion. In practice,
the corrosion curve is an artifact of the measurement
process; if measurements of penetration are made,
then it is found that the rate of penetration is constant
and corresponds to the corrosion rate derived from
weight loss once steady grain dropping is estab-
lished.24 The time to reach this state depends on the
corrosion resistance of the steel, its grain size, and the
corrosivity of the medium.

This problem can be addressed either by numeri-
cal models to predict the long-term rate from short-
term data26,27 or by pre-corroding test samples in
aggressive media to establish grain dropping before
reverting to the required test media.24,28 The validity
of numerical models is still to be fully established.
Pre-corrosion appears to be a valid method, although
it appears that care needs to be taken in selecting
the pre-corrosion conditions, otherwise reasonably
prolonged testing in the liquor of interest may be
required in order to establish the true corrosion rate.
In practice, it is found that the overall metal loss by
intergranular corrosion is fairly uniform even in
plants operating with relatively aggressive environ-
ments. Hence, extrapolation of the steady-state cor-
rosion rate to predict plant life is valid, provided there
are no localized mechanisms acting, such as crevice/
underdeposit corrosion (see Section 2.24.4.3).

Intergranular corrosion in stainless steels can be
suppressed by alloying with silicon.13 At >�4% Si,
intergranular corrosion is suppressed, but general

(a)

(c) (d)

(b)

Figure 5 Morphology of intergranular corrosion of 18/13/1

stainless steel exposed to 8M nitric acid containing 25g l�1

Fe(III) at 100 �C. The sections show penetration into

(a) plate, (b) side and (c) end surfaces after 340h exposure.

(d) Shows end grain pitting after 1000h exposure.

Magnification: (a)–(c) �360; (d) �150. Dunnett, B. F. BNFL
unpublished work.
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Figure 6 Effect of immersion time on the corrosion rate of

18/13/1 stainless steel in 8M nitric acid containing 25g l�1

Fe(III) at a solution temperature of 100 �C. Reproduced from
Dunnett, B. F.; Whillock, G. O. H. Corrosion 2003, 59,
274–283, with permission from NACE International.
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corrosion rates at most nitric acid concentrations
are higher at least in the early stages of corrosion
compared with the equivalent AISI 300 series stain-
less steel. In particular, high Si stainless steels show a
significant improvement in corrosion resistance in
super-azeotropic solutions. However, welding of
these alloys can be problematical; ferrite needs to
be maintained in the welds to avoid cracking, and
welds can be susceptible to enhanced corrosion.13

Intergranular corrosion of other passive metals
such as zirconium and tantalum has not been
reported. Of these metals, only titanium shows a
transpassive breakdown in normal operating condi-
tions, although a form of transpassivity (breakaway
oxidation) can be induced in zirconium and its alloys
under extreme conditions (in excess of �2VSCE).

29

Titanium can also exhibit intergranular corrosion at
welds; this propensity tending to be associated with
the presence of b-phase (see Section 2.24.3.2).

2.24.4.2 End Grain Corrosion

The rate of intergranular penetration depends on
the orientation of the exposed face to the underly-
ing microstructure. In general, the corrosion rate
increases in the order: plate < side < end (see
Figure 5). The effects of end grain corrosion are
clearly seen in boiling nitric acid testing (the Huey
test, see Section 2.24.6) if specimens are cut so as to
vary the percentage of exposed end grain in a suscep-
tible material. Figure 7 shows an example, clearly
demonstrating a significant effect for end grain frac-
tions exceeding �10%.

In addition to this pronounced effect of end grain
on the general corrosion rate, localized pitting-like

attack can develop parallel to the hot-working direc-
tion. This is known as ‘end grain’ or ‘tunneling’ cor-
rosion. Figure 8 shows an example. Older stabilized
steels appear to be most vulnerable, and the phenom-
enon is extremely variable even within the same
grade of steel. However, extremely clean stainless
steels such as R-SUS 304ULC and Uranus 65 also
exhibit end grain pitting.30,31 In such steels, the
mechanism is considered to be a consequence of the
exposure of segregated material in the original ingot,
which has been distributed, producing bands with
more susceptible grain boundaries.31 In stabilized
steels, stringers of magnesium sulfide and precipitates
of niobium or titanium carbide mark out the regions
of maximum segregation as they solidify late from the
melt. The outer regions of the ingots solidify first,
and hence contain little impurity segregation confer-
ring superior corrosion resistance to the as-formed
plate surface.

In practice, end grain corrosion of stainless steels
is usually more of a problem for corrosion testing (see
Section 2.24.6) than for operating plant where most
end grain is welded over in pipe or plate joints,
although issues can arise, for instance, with forgings
where outcropping end grain can be present.

End grain corrosion of other passive metals has
not generally been reported, although at least one
instance on titanium is known.

2.24.4.3 Crevice Corrosion

Although crevice corrosion is not widely reported in
nitric acid, austenitic stainless steels are known to be
susceptible to this mechanism in certain circum-
stances. One such example is corrosion testing of
heat transfer surfaces, where corrosion focuses at
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Figure 7 Effect of end grain fraction on the corrosion rate

obtained from successive 48h test periods of 18/13/1

stainless steel in boiling 65% nitric acid. Quayle, B. E. BNFL
unpublished work.

Figure 8 End grain corrosion pits: 18/13/1 stainless steel
stirrer paddle in nitric acid media. Green, D. S. BNFL

unpublished work.
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the mouth of the crevice on the external surface; for
instance, under nucleate boiling at a heat flux of
50 kWm�2, the depth of attack was twice that on
the free surface.32 Crevice corrosion appears to be
possible only in more aggressive conditions, although
indications of it have been found in isothermal tests at
temperatures as low as 90 �C,33 and in a nitric acid
reboiler where corrosion rates increased from �0.02
to 0.1mmyear�1 on a heat transfer surface at �90 �C
in 12M nitric acid. The mechanism may have several
origins depending on the circumstances. For heat-
transfer surfaces, the inhomogeneity provided by
the crevice may simply lead to increased local surface
temperatures, and hence increased local corrosion
rate. The entrapment of stainless steel corrosion pro-
ducts is also possible (see Section 2.24.5.4.1), as is
entrapment of NOx species (see Section 2.24.5.3).
The mechanism is oxidative rather than reductive
in contrast to crevice corrosion brought about by
chloride ions in water systems. The operation of a
crevice in nitric acid systems is capable of adversely
affecting the potential outside the crevice and
increases the external corrosion rate. Care is there-
fore required in interpreting corrosion test data
where the operation of a crevice is suspected.

Crevice corrosion has not been found on zirco-
nium, titanium, or niobium under similar heat-
transfer conditions in nitric acid. However, it has
been recorded on zirconium in laboratory trials in
acid contaminated by fluoride ions (see also Section
2.24.5.5) and also under cathodic polarization. It is
probable that here the phenomenon is one of active
corrosion in localized reducing conditions in the
crevice. Crevice corrosion has not been reported for
these metals in operating plant.

2.24.4.4 Stress Corrosion Cracking

Despite the intergranular nature of nitric acid attack
of stainless steels, SCC of stainless steels in nitric acid
is almost unknown. This is not due to a simple
absence of stress, as postfabrication stresses at welds
in austenitic stainless steels invariably approach yield.
SCC is known to occur in weak nitric acid solutions
and is facilitated by severe sensitization, the only
known example in practice being intergranular SCC
of irradiated stainless steel nuclear fuel cladding
exposed to moist air, the corrosive agent being gen-
erated by nitrogen radiolysis (see Section 2.24.5.6).
Slow strain rate testing reveals a link between the
oxidizing power of the acid (i.e., the repassivation rate)
and the metal rupturing rate (i.e., the strain rate).

SCC can occur in a critical regime where repassivation
kinetics are such that the crack tip remains active;
otherwise, crack blunting occurs at one extreme, with
the absence of sufficient crack advancement at the
other. The absence of SCC of stainless steel in stronger
nitric acid solutions is accordingly attributed to too
rapid repassivation rates relative to practically achiev-
able strain rates.

SCC has also has been induced in zirconium by
slow strain rate testing.34 However, this only occurs
above the azeotrope and is therefore unlikely to be
relevant other than in extremely oxidizing conditions.
SSC of zirconium has not been reported in plant
operating in nitric acid media.

2.24.4.5 Corrosion Fatigue

Normal air fatigue processes can be exacerbated in
the presence of corrosive media, leading to corrosion
fatigue. As in SCC, the process is complex, requiring
conditions where a crack tip is continuously formed
by fatigue and its propagation is accelerated by cor-
rosion of the exposed metal. However, in passivating
media, crack blunting is also possible.35 Test rig data
indicate that corrosion fatigue of stainless steel in
nitric acid solutions is feasible in some circumstances,
indicating that careful assessment may be required.
However, corrosion fatigue in nitric acid plant appears
not to have been encountered in practice.

There is no indication that zirconium or similar
passive metals are susceptible to corrosion fatigue in
nitric acid.

2.24.4.6 Erosion Corrosion and Fretting
Corrosion

These mechanisms proceed in passive metals by
removing the protective oxide film, leading to oxida-
tion of the underlying reactive metal. Erosion corro-
sion requires the surface oxide to be scoured by a
slurry of abrasive particles. The erosion corrosion
rate depends on a variety of factors, including parti-
cle weight and sharpness, but is especially sensitive
to particle velocity, with attrition rates typically
increasing as (velocity)n where n is �4.36 A dynamic
process ensues in which oxide is continuously
removed and regrown. In metal–environment combi-
nations where transient metal dissolution rather than
simple repassivation of the scoured surface is possible,
considerable enhancement of metal loss can occur.37

For stainless steel abraded in water and in dilute nitric
acid, the attrition rates have been found to be similar.
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Although repassivation kinetics will differ for the two
media, they will be rapid in both cases, and therefore,
unless the erosion rate approached the repassivation
rate, it is probable that full repassivation occurs at any
given point before it is re-eroded, and therefore, no
difference between the attrition rates in the two media
is apparent.

It is, however, anticipated that a corrosive element
will be more significant in erosion corrosion at trans-
passive potentials or where nitric acid is contaminated
with halides (see Section 2.24.5.5) or other species,
which lead to active dissolution of bared metal.

Fretting corrosion is possible when loaded surfaces
move against each other in a corrodant. The process
depends on loading, displacement, and cycling fre-
quency and tends to be exacerbated if debris remains
between the moving faces. Some studies in nitric acid
show high attrition rates, but the relative contribution
of wear and corrosion was not established and it is
likely that similar processes and considerations to
erosion corrosion apply.

2.24.4.7 Galvanic Corrosion

Galvanic corrosion effects can occur in nitric acid in
much the same way as other media. The consequence
depends on the strength and direction of the resulting
potential shift and may thus be beneficial, neutral, or
deleterious to the half-couple of interest. Coupling
with an actively corroding base metal, such as Magnox
or uranium, tends to reduce the corrosion rate of
stainless steels in hot nitric acid solutions. The behav-
ior of aluminum is more complex, ranging from slight
reduction in the corrosion rate of stainless steel
in concentrated nitric acid solutions,38 to marked
enhancement in the stainless steel corrosion rate
if the potential shift is sufficient to move stainless
steel into its active region.39 Caution is therefore
needed in predicting the effect of coupling with base
metals. Deleterious effects on stainless steel arise from
coupling with lead40 and noble metals, such as, for
example, platinum catalyst fragments (fertilizer
plant) or fission product solids rich in platinum metals
(nuclear reprocessing plant). Less obvious is the effect
of coupling stainless steels with markedly different
chromium contents; coupling 18% and 25% Cr stain-
less steels (i.e., 304L and 310L) results in significant
increase in corrosion rate of the former and decrease
in corrosion rate of the latter in hot nitric acid solution.
This arises because the corrosion potential of 25% Cr
stainless steel is �20mV higher than that of 18%
Cr stainless steel in hot nitric acid, illustrating the

extreme sensitivity of corrosion rate to potential
close to the onset of full transpassivity. In less oxidizing
liquors, the effects of coupling noble metals to stainless
steel are much less pronounced.41

Connections between other passive metals tend
not to be problematic. For example, connections
between stainless steel and zirconium plant have min-
imal effects on the corrosion of the junction below
transpassivity; similarly, measurements on titanium/
stainless steel couples show no enhanced corrosion.42

2.24.5 Factors Affecting Corrosion
Processes in Nitric Acid

2.24.5.1 Welding

Sensitization can occur during welding of stainless
steels even if they are stabilized or low carbon grades,
although the effects are much less pronounced than is
the case for nonstabilized or high carbon steels. The
formation of chromium-rich carbides at grain bound-
aries leaves chromium-depleted steel in their vicin-
ity, creating a band of corrosion susceptible material
running parallel to the weld but displaced a few
millimetres from it. Such zones are more susceptible
to intergranular corrosion in hot nitric acid, leading
to heat-affected zone corrosion (weld decay). In
niobium-stabilized stainless steels, the enhancement
appears to be modest, amounting to at most�10% of
the parent metal corrosion rate. Figure 9 shows an
example.

Knife-line corrosion is also possible in some cir-
cumstances. This is manifest as a sharp band of cor-
rosion penetrating along the weld–parent metal
interface where temperatures exceed 1150 �C during

Figure 9 Weld metal and heat affected zone corrosion:
18/13/1 stainless steel tube (steam-heated) in nitric acid

media. Green, D. S. BNFL unpublished work.
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the welding process. In most nitric acid solutions, this
is an issue primarily for stabilized stainless steels such
as AISI 321, since titanium carbides are susceptible to
dissolution releasing carbon into solid solution,
which then reacts with chromium, resulting in a
chromium-deficient narrow band at the weld inter-
face. Niobium-stabilized stainless steels such as AISI
347 and 18/13/1 do not exhibit knife-line corrosion
in most nitric acid solutions, but are susceptible in
mixed acid systems such as nitric acid/fluoride.

In general, welds in austenitic stainless steels are
at least as corrosion resistant in nitric acid as the
parent metal (see Figure 9). Their coarse-grained
structure may delay the onset of grain dropping rela-
tive to the parent material, but overall penetration
rates are similar. Occasionally preferential attack of
weld roots may be seen.

Titanium welds can be susceptible to enhanced
corrosion, both the weld metal and the heat-affected
zone, in hot nitric acid solutions (see Section 2.24.3.2).

2.24.5.2 Cold Work

Most information on the effects of cold work on
corrosion in nitric acid relates to austenitic stainless
steels. The effect of cold work is intimately linked to
the thermal and mechanical history of the steel and
can lead to an increase or reduction in corrosion rate
depending on the circumstances. Data can appear to be
contradictory, and the mechanisms by which coldwork
affects corrosion are not fully explained, although pro-
cesses such as carbon diffusion, precipitation, and mar-
tensite formation appear to be involved.43,44 The
relevance of the process bywhich coldwork is achieved
appears not to have been assessed and both compres-
sion by cold rolling, and tension by tensometer have
been used in studying the phenomenon.

Cold work on the as-received material has gener-
ally been found to produce little effect or a marginal
decrease in corrosion resistance; steels with an intrin-
sically lower corrosion resistance (including high Si
stainless steels) and greater susceptibility to sensiti-
zation tending to fall into the latter category.43,45–47

Figure 10 illustrates this.
The order of cold working and thermal treatments

seems to be important. Austenitic stainless steels,
either sensitised46 or partly sensitized as a result of
cooling after prolonged solution treatment,44,48 have
been found to exhibit improved corrosion resistance
when subsequently cold worked, although at very
high levels of cold work the corrosion resistance can
begin to decrease again due to martensite formation.44

Conversely, if austenitic stainless steels are first cold
worked and then sensitized, those steels having a sus-
ceptibility to sensitization show decreased corrosion
resistance with increasing levels of cold work (see
Figure 10), although the effect can reach a peak at
relatively low deformation for some stainless steels.43

In practice, cold work is only likely to be prob-
lematical, at least for austenitic stainless steels, if they
are in fact subsequently sensitized, for instance, by
welding or by operation for prolonged periods at
temperatures exceeding �300 �C.43

2.24.5.3 NOx Gases

NOx gases dissolve in aqueous nitric acid producing
nitrous acid. The resulting concentration of nitrous
acid depends on temperature and it has been shown
that steady state is established relatively quickly owing
to solution saturation.49 In the absence of other dis-
solved species, the redox potential of a given aqueous
nitric acid solution is determined by its nitrous acid
content and is amenable to calculation over a wide
temperature range for a wide range of nitric acid con-
centrations.50 Increasing nitrous acid concentration
leads to an essentially perfect Nernstian decrease in
solution redox potential. Nitrous acid is thus more
reducing in nature than nitric acid. Metals such as
zirconium exhibit the same behavior as platinum,
the corrosion potential decreasing upon NOx addi-
tion. However, because nitrous acid catalyses nitrate
reduction (see Section 2.24.2.2.2), the effect on stain-
less steels is a significant rise in the metal’s corrosion
potential (see Figure 11). These opposing effects on
solution redox potential and stainless steel corrosion
potential are explained in Figure 12.
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Because NOx addition increases the corrosion
potential of stainless steels in pure aqueous nitric
acid solutions, the corrosion rate rises.49 However,
in the presence of more powerful oxidants, such as
Cr(VI) or Ce(IV), NOx purging significantly lowers
the corrosion rate of stainless steel by reducing
these strong accelerators to innocuous valency states.
A similar effect was observed by Truman,51 indicat-
ing the importance of considering the effect of NOx

gases in experimental design (see Section 2.24.6). In
addition, the operating pressure and state of solution
boiling could be of significance in some circum-
stances (see Section 2.24.5.7); lowering the partial
pressure of NOx gases would favor solution oxidation
reactions, which would have the potential to exert
a significant effect in solutions containing dissolved
species such as chromium and cerium, particularly
when the conditions were otherwise just insuffi-
ciently oxidizing to give significant equilibrium
concentrations of Cr(VI) and Ce(IV) (see Sections
2.24.5.4.1 and 2.24.5.6).

2.24.5.4 Dissolved Oxidizing Species and
Corrosion Products

2.24.5.4.1 Stainless steel

Many dissolved species capable of existing in more
than one valency state can increase the corrosion
rate of stainless steel in nitric acid; for instance in
boiling 12M nitric acid, Cr(VI), Ce(IV), Au(III),
V(V), Ru(VIII), and I(VII) are strong corrosion accel-
erators.52 The effect of oxidizing species like these is
to provide a facile cathodic reaction, essentially
replacing nitrate reduction, which is capable of polar-
izing stainless steel to a potential where breakdown of
the passivating film occurs (specifically, Cr2O3 to
CrO3 conversion). It was proposed that any species
that forms a redox couple lying in the range 1.05–
1.30 VSCE will produce the same effect, and hence
would act as a strong accelerator.52 This appears to
provide a means of assessing the likely effect of spe-
cies that cannot be tested easily (e.g., Pu, Np, Tc, etc).

However, this theory is incomplete in that it fails
to predict the accelerating effect of a number of
dissolved species, notably Fe(III) (see Figure 1353),
Np(VI), Ru(III), and Pu(VI), the redox potentials of
which are all too low to induce transpassivity, rang-
ing between 0.53 VSCE (Fe(II)/(III)) and 0.89 VSCE

(Np(V)/Np(VI)). The failure of Evans’s approach52

is due in part to oversimplification of the anodic
metal dissolution reaction: commercial stainless steels
do not remain passive until Cr2O3 to CrO3 conversion
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occurs; instead, grain boundary attack sets in at signif-
icantly lower potential (see Figure 12). Thus, corro-
sion accelerators can be considered to fall into two
classes:

� species capable of polarizing stainless steel to very
high potential, sufficient to promote Cr2O3 to
CrO3 conversion (i.e., Cr(VI), Ce(IV), Au(III), Ru
(VIII) and I(VII));

� species capable of polarizing stainless steel to
slightly lower potential where intergranular attack
occurs (i.e., Fe(III), V(V), Ru(III), Np(VI), and Pu
(VI)), but Cr2O3 to CrO3 conversion does not
(except perhaps at very high concentrations).

The mechanism whereby species belonging to
the latter type act to elevate the corrosion potential
of stainless steel has not been rigorously established.
However, it is probably due to catalysis of nitrate
reduction. This has previously been suggested to
account for the action of dissolved iron54 and neptu-
nium,55 but kinetic studies demonstrating this
unequivocally have not been reported. The catalysis
mechanism, if this is correct, is obscure, as Fe(II)
should be unobtainable even transiently in hot nitric

acid; it may be the case that the thermodynamic
properties of the transitional complex have not been
properly considered.

An important feature of species such as dissolved
iron is that they will produce a persistent effect,
because, in nitric acid solutions of sufficient strength
and temperatures to pose a corrosion threat, they will
be ever-present in their highest oxidation state. Con-
versely, deliberate additions of species such as Cr(VI)
and Ce(IV) would not be capable of creating a per-
sistent effect (provided the solution volume to metal
surface area ratio was sufficient to preclude a com-
plicating effect from released iron corrosion product)
except in extremely oxidizing conditions where the
oxidation of the reduced species proceeds reasonably
quickly, because the reduced forms (i.e., Cr(III) and
Ce(III)) are not corrosion accelerators per se, but can
be converted to their oxidized forms by reaction with
nitric acid if the conditions are sufficiently oxidizing.
Figure 14 illustrates this effect for dissolved cerium
(added as Ce(III)), indicating that cerium accelerates
corrosion in boiling nitric acid stronger than �7M.
However, at lower temperature (100 �C), 8M nitric
acid can be tolerated without significant effect of
dissolved cerium, since these conditions are just
insufficiently oxidizing for the production of Ce(IV)
in solution. But at still lower temperature (70 �C),
significant production of Ce(IV) occurs in 10M nitric
acid, but Cr(III) does not act as an accelerator under
these conditions because the oxidation of Cr(III) is
more difficult than the oxidation of Ce(III) owing to
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the more complicated chemical rearrangements
required. These examples demonstrate the complex
effect of temperature, nitric acid (i.e., nitrate) concen-
tration, and dissolved species on solution oxidizing
power, and hence the corrosive effect on stainless steels.

Although in hot, concentrated solutions, nitric
acid is usually the most powerful oxidant present,
it is not capable of polarizing stainless steel to as
high a potential as can be achieved in the presence
of species such as Fe(III), Cr(VI), etc.; this must be
due to the kinetics of the various reduction reactions,
as illustrated in Figure 15. Redox potentials alone
therefore provide no certain guide to the corrosive
effect of dissolved species in nitric acid solutions. The
valency state of potential corrosion accelerators is of
critical importance (i.e., the equilibrium concentra-
tion of the most oxidized form) and this is governed
by the balance between the solution oxidation rate
and the reduction rate by reaction with stainless steel.
It is therefore a prerequisite of successful corrosion
testing that the valency states that would be present
in an operating plant liquor are maintained during
the course of testing.

2.24.5.4.2 Other passive metals
Similar considerations can be applied to other metals
as to stainless steels in terms of the effect of dissolved
species on polarization behavior. The need for oxi-
dants to be present for titanium to achieve passivity
has already been noted (Section 2.24.3.2). Although
the very passive metals such as zirconium and tanta-
lum will be polarized by the presence of dissolved
species, the absence of a low breakdown potential in
nitric acid ensures that this is of little consequence for
corrosion in most circumstances. Hence, these mate-
rials are generally suitable for use in oxidizing plant
conditions where stainless steel would suffer an unac-
ceptably high corrosion rate.

2.24.5.5 Dissolved Reducing Species

Dissolved ions such as chloride and fluoride in suffi-
cient quantity can lead to weakening of passivity in
nitric acid. The process is dynamic, depending on the
relative concentration of halide to nitrate and appears
to occur more readily at lower temperatures as the
passivating tendency of the nitric acid decreases.
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The breakdown in passivity is readily indicated bya fall
in the corrosion potential, which is intermittent at low
concentrations (i.e., downward spikes are observed,
increasing in frequency and duration as the halide con-
centration increases), but sustained at high concentra-
tions leading to rapid active corrosion. Figure 16maps
out regions of active corrosion and passivity for AISI
304 stainless steel in nitric acid/chloride mixtures.56

On the borderline between activity and passivity,
sustained active corrosion can be induced by the
application of ultrasound.57 Although SCC, corrosion
fatigue, and erosion/fretting corrosion appear not to
have been reported for nitric acid/halide systems,
susceptibility to all such chemicomechanical pro-
cesses is expected.

An effect of chloride ions on corrosion in nitric acid
is not reported for other passive metals such as zirco-
nium and tantalum. However, zirconium, and, to much
lesser extent, tantalum are sensitive to attack by fluo-
ride ions in nitric acid. For zirconium, a significant
effect is observed as low as 1mgml�1 F�, as illustrated
in Figure 17. For tantalum and Ta–40Nb alloy, an
increase in corrosion rate is not seen for fluoride con-
centrations <10mgml�1.58 The effect of fluoride ions
can be reduced by the addition of ions such as Zr4þ or
Al3þ, which form strong fluoride complexes, although
in high fluoride concentrations, the effect appears to be
difficult to suppress completely. The corrosion of zir-
conium is thus amenable to self-inhibition to some

extent, although this would not be expected in a
frequently-washed situation such as condensing vapor
regions. Table 4 illustrates the major effects observed.

2.24.5.6 Radiation

An overview of the basic effects of ionizing radiation
of all types on corrosion processes is given by
Byalobzhevskii.59 For nuclear reprocessing plant,
the most important result of radiation is the forma-
tion of a large number of short-lived radical species,
which react to produce stable molecular products.
This is known as radiolysis. Radiolysis of the nitrate
ion and water produces the following molecular
products, although the reaction chains are long and
complex involving a great number of intermediate
species60,61:

HNO3ðaqÞ ! HNO2;H2O2;NOx ;H2 ½5�
H2O ! H2O2;H2;H3O

þ ½6�

Radiolytic reactions will be affected by the nitrate
concentration, dissolved species, temperature and the
radiation type. At high dose rates, appreciable levels of
nitrous acid (up to �0.5 gl�1) are formed, though the
nitrous acidwould be expected to become increasingly
unstable at higher temperatures. Although the action
of hydrogen peroxide has not been exhaustively
assessed, it probably has little direct impact on
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corrosion in hot nitric acid as it decomposes by reac-
tion with nitric acid, producing nitrous acid.

Although data are sparse, the overall effect of the
irradiation of nitric acid on corrosion appears to be
similar to that produced by nitrous acid. Analogous to
the effect of NOx purging (Figure 11), in pure nitric
acid solutions the corrosion potential of stainless steel
is increased and hence the corrosion rate is increased
slightly, as illustrated by Figure 18.62 The effects of
irradiation are more pronounced when nitric acid
contains dissolved oxidizing species where reduction

of oxidizing species such as Cr(VI) and Ce(IV) can
profoundly reduce corrosion rates by maintaining the
corrosion potential below transpassivity.52 Whether
the oxidation by the acid or reduction by irradiation
predominates depends on the nitric acid concentration
and temperature, increase of either favoring oxidation,
and radiation dose rate, increase of which favors
reduction. The effect of radiation on the corrosion of
stainless steels in nitric acid containing the oxidizing
species Cr(VI), Ce(IV) and Ru(III) is demonstrated in
Figure 19.63 It is notable that in the case of Ru(III) the
effect is less than for Cr(VI) and Ce(IV).

By analogy with the behavior of Ce(IV) and
Cr(VI), it is expected that other species of the same
type (i.e., Ru(VIII), I(VII) and Au(III)52) would also be
reduced by high radiation fields and thus exert negli-
gible corrosive effect towards stainless steels. Redox
potential considerations indicate that nitrous acid is
incapable of reducing either Fe(III) or V(V); hence, no
effect of radiation on their corrosive effect results.

Because the corrosion resistance of metals such as
zirconium and tantalum is unaffected by oxidizing
species in solution (Section 2.24.5.4.2), no effect of
radiation is apparent. No effect of radiation on the
corrosion resistance of titanium has been reported,
although a deleterious effect might be expected if
reliance were placed on oxidizing ions, rather than
dissolved titanium, for the maintenance of passivity.

2.24.5.7 Solution Boiling

The effects, if any, of boiling on corrosion processes
on passive metals appear to be minimal in simple nitric
acid systems. This is demonstrated by the failure of
Arrhenius data to show a marked discontinuity at the
boiling point (see, e.g., Figure 3). Other studies found
no difference between corrosion rates measured in
boiling (under reduced pressure) and nonboiling nitric
acid solutions containing dissolved iron.

However, in a more complex nitric acid solution
containing many dissolved species a reduction in
corrosion rate is apparently found in the boiling
solution. Such systems are very corrosive and there
are several possible mechanisms which could occur
once boiling commences including enhanced mass
transport, reduction in dissolved NOx by mechanical
stripping from solution, removal of reactants and
corrosion products from the reacting metal surface
by agitation, local concentration effects in nucleating
bubbles, limitation of corrodant access to the metal
surface by gas blanketing and facilitation of interac-
tion between dissolved species. It may be the case
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Table 4 Effect of fluoride ion concentration and various

additions on the corrosion rate of zirconium 702 in boiling

nitric acid solutions

Solution Corrosion rate
(mm y�1)

HNO3 (M) F�(mg l�1) Additions Period 1 Period 2

12 0 – 0.001 0.001

0.1 – 18.9 10.5

0.1 10g l�1 U 13.9 8.0
0.1 3.5 g l�1 Bi 12.9 7.3

0.1 1.1 g l�1 Al 1.6 1.4

3 1.8 – 29.6 29.6
1.8 1.8 g l�1 Zr 19.1 20.1

0.5 2.4 g l�1 Zr 1.7 1.4

0.5 4.8 g l�1 Zr 0.002 0.001

Two 24h test periods without solution renewal.
Source: Herbert, D. BNFL unpublished work.
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that removal of iron and chromium corrosion pro-
ducts from the corrosion surface by agitation reduces
corrosion.

In practice, individual systems may need to be
tested if the possibility of a boiling effect is of interest.

2.24.5.8 Heat Transfer

It would not be expected that the transfer of heat
per se would affect corrosion processes and to date
heat flux has not been demonstrated to have an effect
on the corrosion process which cannot be assigned to
the metal/liquor interface temperature. However,
consequent processes such as changes of interface
temperatures, modification of the Helmholtz layer,
effects on diffusion/mass transport, solute concentra-
tion and gas blanketing under boiling could affect
corrosion processes.

Data, which are limited, are principally derived
from either heated disc32,64,65 or heated tube rigs25,66

and can be difficult to interpret. The former suffer
from crevice corrosion effects on stainless steel, and
the latter from difficulties in maintaining controlled
and even heating.

In most simple nitric acid systems, the predomi-
nant factor determining the corrosion rate is the
effective interface temperature; this will lie between
that of the metal heat transfer surface and that of the
liquid, but can be difficult to determine with preci-
sion. So at a constant metal surface temperature the
presence of cooler acid at the metal surface under
heat flux reduces the corrosion rate compared to a
fully isothermal system.32,64

However, it is plausible that oxidation processes
such as Cr(III) to Cr(VI) could proceed on heat
transfer surfaces with a consequent increase in corro-
sion providing the surface is of sufficient temperature
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Figure 19 Effect of Co-60 radiation (40kGyh�1) on the corrosion rate of SUS 304ULC stainless steel in boiling
9M nitric acid containing: (a) 0.02M Cr(VI); (b) 0.01M Ce(IV); (c) 0.004M Ru(III). Reproduced from Yamamoto, T.; Tsukui, S.;

Okamoto, S.; Nagai, T.; Takeuchi, M.; Takeda, S.; Tanaka, Y. J. Nucl. Sci. Technol. 1998, 35, 353–356, with permission from

Atomic Energy Society of Japan.
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even if the liquors are significantly cooler. When
boiling occurs on the heat transfer surface, the effects
may be further complicated. Although no effect of
nucleate boiling on austenitic stainless steel corrosion
was found at a heat flux of 9 kWm�2,32 other workers
indicate that boiling improves heat transfer and leads
to a reduction in metal surface temperature with a
consequent reduction in corrosion rate.64 Conversely,
other workers suggest an increased oxidizing effect
on heated surfaces, generally consistent with solute
rejection from nucleating voids.65 It is evident that
further, carefully controlled, studies are required to
resolve the debate.

Industrial experience tends to support the view that
corrosion processes on heated surfaces can be affected
relative to isothermal surfaces, but that the effects
can vary from increasing the corrosion rate where
temperatures are increased at the heat transfer face
to decreasing them where heating and boiling are so
rapid as to create gas-blanketing effects.

2.24.5.9 Liquor-Line and Vapor Regions

No significant liquor-line corrosion effects have been
found for stainless steel exposed to nitric acid liquors,
either in operating plant or in test conditions.25

Significant effects would not be expected on other
passive metals.

Enhanced corrosion effects can occur in vapor–
condensate phases, however. This can occur for
instance where condensing films run onto heated
tubes in boiler systems and are reevaporated allowing
high solute concentrations to build up. In some cir-
cumstances transpassivity can be reached with conse-
quent rapid corrosion. Instances have occurred in
situations as diverse as stainless steel nitric acid trans-
port tankers and industrial acid boilers. For stainless
steels, such thin liquor film effects are considered
largely to be due to corrosion product build-up,
since both Fe(III) and Cr(VI) are corrosion accelera-
tors (Section 2.24.5.4.1). Conversely, titanium is
prone to corrosion in condensing systems owing to
continuous removal of its corrosion products (-
Section 2.24.3.2), as is aluminum (Section 2.24.3.4).

In mixed acid systems, enhanced corrosion
can occur in vapor regions if preferential partitioning
of the active species occurs. For stainless steels
in nitric acid/chloride solutions, the formation of
volatile nitrosyl chlorides may be implicated.67 Pref-
erential partitioning of fluoride to vapor occurs,
hence enhanced corrosion of zirconium in vapor
regions above nitric acid/fluoride liquors might be

expected; however, the absence of reports of any such
effect in operating plant points to the presence of
fluoride complexants that prevent or limit fluoride
partitioning.

2.24.6 Corrosion Testing Methods

2.24.6.1 Ranking Tests

These are intended to indicate general trends of
corrosion resistance for different materials or to
show the effect of, for example, different heat treat-
ments. They are also used to screen different batches
of material procured for plant construction to ensure
consistency of supply.

For stainless steels in nitric acid, the Huey test,68

which is covered in both ASTM69 and European
standards,70 is the most frequently used procedure
for the assessment of intergranular or general corro-
sion of stainless steel. It can also form the basis
of assessing general corrosion rates of other metals
intended for nitric acid service. In this test, a
prepared coupon is subjected to five successive 48 h
test periods in boiling 65% nitric acid with the solu-
tion renewed at each period, the periodic corrosion
rate being determined by weight loss. It is noted that
the acid specification is more stringently controlled
in the ASTM specifications with F� limited to
<0.1 ppm as opposed to <3 ppm in the European
standard. This could be significant for some passive
materials such as zirconium.

Even with such a simple test, care must be taken to
ensure consistency of apparatus (e.g., the type of
condenser used affects the results obtained51) and
the selection of a consistent ratio of liquor volume
to metal surface area, since this affects the rate of
corrosion product build-up. Maintenance of a con-
stant end, to side, to face grain ratio is essential in
materials that have any susceptibility to end grain
corrosion; in particular, care is need in the selection
of a consistent coupon design which avoids the expo-
sure of excessive or varying end grain fraction (see
Figure 7). Although not recommended in the test
procedures, some assessment and recording of the
attack on the end grain is usually worthwhile. Addi-
tional periods of testing may be required to discrimi-
nate between similar materials.

2.24.6.2 Prediction of In-Service
Corrosion Rates

Owing to the dependence of the corrosion rate of
stainless steels in nitric acid on microstructural
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orientation (see Section 2.24.4.1), corrosion rates
derived from periodic weighing of immersed coupons
can significantly overestimate in-service corrosion
rates and can also be subject to considerable varia-
bility if different coupon designs are used; the latter
in particular prevents meaningful comparison of test
data in a great many instances. Conversely, owing to
the progressive nature of intergranular attack, short-
term tests can lead to significant underestimation of
in-service corrosion rates. These problems can be
overcome in a number of ways:

� direct measurement of the corrosion rate by met-
allurgical sectioning transverse to the surface of
interest (this works only for relatively short test
times otherwise grain dropping removes the initial
surface)30;

� short-term weight loss measurements made on
specially-prepared coupons where the surface of
interest has been corroded to the grain dropping
stage, but all other surfaces are freshly-ground24;

� weight loss measurements made on a series of
coupons specially prepared to have very different
ratios of plate, side and end surfaces, all these
previously having been corroded to the grain-
dropping stage.30

In addition, it is possible to seal exposed end grain
by overlaying it with weld metal,71 but this can pro-
duce undesirable metallurgical changes and usually
requires excessively large coupons unless laser tech-
niques are employed.

All these methods are time consuming, but are
necessary where a high confidence of plant life pre-
diction is required. However, none are effective at
predicting pit depths where tunneling occurs on the
end grain,30 so prediction of forging life, for instance,
is difficult.

Great care must of course be paid to reproducing
anticipated plant conditions as closely as possible
owing to the many factors which affect the corrosion
rate (see Section 2.24.5).
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Abbreviations
CR Corrosion rate (mmyear�1)

Symbols
A Surface area of the steel (m2)

A=V Surface to volume ratio (m�1)

AðFeCO3Þ Constant in the Arrhenius-type equation for

krðFeCO3Þ
AH2S Solid state diffusion kinetic constant for H2S

through mackinawite film,

AH2S ¼ 2:0� 10�5 molm�2 s�1
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AHþ Solid state diffusion kinetic constant for Hþ

through mackinawite film,

AHþ ¼ 4:0� 10�4 molm�2 s�1

ACO2
Solid state diffusion kinetic constant for CO2

through mackinawite film,

ACO2
¼ 2:0� 10�6 molm�2 s�1

baðFeÞ Anodic Tafel slope for Fe oxidation (V)

bcðHþÞ Cathodic Tafel slope for H+ ion reduction (V)

bcðH2CO3Þ Cathodic Tafel slope for H2CO3

reduction (V)

bcðH2OÞ Cathodic Tafel slope for H2O reduction (V)

BðFeCO3Þ Constant in the Arrhenius-type equation

for krðFeCO3Þ (kJmol�1)

cCO2
Bulk aqueous concentration of CO2 (kmolm�3)

cCO2�
3

Bulk aqueous concentration of CO2�
3 ions

(kmolm�3)

cFe2þ Bulk aqueous concentration of Fe2þ ions

(kmolm�3)

cHþ Bulk aqueous concentration of Hþ ions

(kmolm�3)

csðHþÞ ‘Near-zero’ concentration of Hþ underneath

the mackinawite film at the steel surface, set

to 1:0� 10�7 (kmolm�3)

cHCO�
3
Bulk aqueous concentration of HCO�

3 ions

(kmolm�3)

cH2CO3
Bulk aqueous concentration of H2CO3

(kmolm�3)

cH2S Bulk aqueous concentration of H2S (kmolm�3)

cHS� Bulk aqueous concentration of HS� ions

(kmolm�3)

ci Bulk aqueous concentration of a given aqueous

species (kmolm�3)

ciðH2SÞ Aqueous concentration of H2S at the inner

sulfide film/outer sulfide layer interface

(kmolm�3)

cS2� Bulk aqueous concentration of S2� ions

(kmolm�3)

csðH2SÞ ‘Near-zero’ aqueous concentration of

H2S underneath the mackinawite film

at the steel surface, set to 1:0� 10�7

(kmolm�3)

coðH2SÞ Aqueous concentration of H2S at the

outer sulfide layer/solution interface

(kmolm�3)

csðCO2Þ Aqueous concentration of CO2 underneath

the mackinawite film at the steel surface

d Characteristic dimension for a given flow

geometry (m)

dp Diameter of a pipe (m)

dc Diameter of a rotating cylinder (m)

D Diffusion coefficient of a given species (m2 s�1)

DH2CO3
Aqueous diffusion coefficient of H2CO3

(m2 s�1)

DrefðH2CO3Þ Reference aqueous diffusion coefficient

of H2CO3, Dref;H2CO3
¼ 1.3� 10�9 m2 s�1 at

25�C
DHþ Aqueous diffusion coefficient for Hþ

DrefðHþÞ Reference aqueous diffusion coefficient for

Hþ, DrefðHþÞ¼ 2.80� 10�8m2 s�1 at 25 �C
DH2S Aqueous diffusion coefficient for dissolved

H2S

DCO2
Aqueous diffusion coefficient for dissolved

CO2, DCO2
¼ 1.96� 10�9, m2 s�1

E Potential (V)

Ecorr Corrosion (open circuit) potential (V)

ErevðFeÞ Reversible potential of Fe oxidation,

ErevðFeÞ ¼�0.488 V

ErevðHþÞ Reversible potential for Hþ ion reduction (V)

ErevðH2CO3Þ Reversible potential for H2CO3

reduction (V)

ErevðH2OÞ Reversible potential for H2O reduction

(Am�2)

fH2CO3
Flow factor for the chemical reaction

boundary layer

F Faraday’s constant, F¼ 96 485 Cmol�1
e

FluxH2S Flux of H2S (kmolm�2 s�1)

FluxHþ Flux of Hþ ions (kmolm�2 s�1)

FluxCO2
Flux of CO2 (molm�2 s�1)

HsolðCO2Þ Henry’s constant for dissolution of CO2

(bar kmolm�3)

DHFe Activation enthalpy for Fe oxidation,

DHFe ¼ 50 kJmol�1

DHðHþÞ Activation enthalpy for Hþ ion reduction,

DHðHþÞ ¼ 30 kJmol�1

DHðH2CO3Þ Activation enthalpy for H2CO3 reduction,

DHðH2CO3Þ ¼ 57.5 kJmol�1

DHðH2OÞ Activation enthalpy for H2O reduction,

DHðH2OÞ ¼ 30 kJmol�1

i Current density (Am�2)

icorr Corrosion current density (Am�2)

iaðFeÞ Anodic current density of iron oxidation

(Am�2)

icðHþÞ Cathodic current density for Hþ ion reduction

(Am�2)

icðH2CO3Þ Cathodic current density for H2CO3

reduction (Am�2)

icðH2OÞ Cathodic current density for H2O reduction

(Am�2)

idlimðHþÞ Mass transfer (diffusion) limiting current

density for Hþ ion reduction (Am�2)

irlimðH2CO3Þ Chemical reaction limiting current density

for H2CO3 reduction (Am�2)
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ioðFeÞ Exchange current density of iron oxidation

(Am�2)

ioðHþÞ Exchange current density for Hþ ion reduction

(Am�2)

ioðH2CO3Þ Exchange current density for H2CO3

reduction (Am�2)

ioðH2OÞ Exchange current density for water

reduction (Am�2)

irefoðFeÞ Reference exchange current density of Fe

oxidation, irefoðFeÞ¼ 1 Am�2

irefoðHþÞ Reference exchange current density of Hþ

oxidation, irefoðHþÞ ¼ 0.03 Am�2 at Tc;ref ¼ 25 �C
and pH 4

irefoðH2CO3Þ Reference exchange current density for

H2CO3 reduction, irefoðH2CO3Þ ¼ 0.06 Am�2 at

Tc;ref ¼ 25 �C, pH5, and cH2CO3 ;ref ¼ 10�4

kmolm�3

irefoðH2OÞ Reference exchange current density for H2O

reduction, irefoðH2OÞ ¼ 3� 10�5Am�2 at

Tc;ref ¼ 20 �C
iaðHþÞ Charge transfer current density for Hþ ion

reduction (Am�2)

iaðH2CO3Þ Charge transfer current density for H2CO3

reduction (Am�2)

I Ionic strength kmolm�3

kb
hyd Backward reaction rate of H2CO3 dehydration

reaction (1 s�1), kbhyd=k
f
hyd=Khyd

kf
hyd Forward reaction rate for the CO2 hydration

reaction (1 s�1)

kmðHþÞ Aqueous mass transfer coefficient for Hþ

(Am�2)

kmðH2CO3Þ Aqueous mass transfer coefficient for

H2CO3 (Am�2)

kmðH2SÞ Aqueous mass transfer coefficient for H2S

(Am�2)

kmðCO2Þ Aqueous mass transfer coefficient for CO2

(Am�2)

krðFeCO3Þ Kinetic constant in the ferrous carbonate

precipitation rate equation (1mol�1 s�1)

Khyd Equilibrium hydration constant for CO2,

Khyd ¼ kfhyd=k
b
hyd ¼ 2:58� 10�3

Kbi Equilibrium constant for dissociation of HCO�
3

(kmolm�3)

Kbs Equilibrium constant for dissociation HS�

(kmolm�3)

Kca Equilibrium constant for dissociation of H2CO3

(kmolm�3)

Khs Equilibrium constant for dissociation H2S

(kmolm�3)

KsolðH2SÞ Solubility constant for dissolution of H2S

(kmolm�3 bar�1)

KsolðCO2Þ Solubility constant for dissolution of CO2

(kmolm�3 bar�1)

KspðFeCO3Þ Solubility product constant for ferrous

carbonate (kmolm�3 bar�1)

Kmackin
spðFeSÞ Solubility product constant for

mackinawite (kmolm�3 bar�1)

mos Mass of the outer sulfide layer (kg)

MFe Molecular mass of iron (kg kmol�1
Fe )

MFeS Molecular mass of ferrous sulfide

(kgmol�1
FeS)

n Number of electrons used in reducing or oxidizing

a given species (kmole kmol�1)

pCO2
Partial pressure of CO2 (bar)

pH2S Partial pressure of H2S (bar)

R Electrochemical reaction rate

(kmolm�2 s�1)

RFeCO3
Precipitation rate for iron carbonate

(kmolm�3 s�1)

R Universal gas constant, R¼ 8.314 Jmol�1 K�1

Re Reynolds number, Re ¼ vrH2O
d=mH2O

Sc Schmidt number of a given species,

Sc ¼ mH2O=ðrH2O
DÞ

Shp Sherwood number of a given species

for a straight pipe flow geometry,

Shp ¼ kmdp=D

Shr Sherwood number of a given species

for a rotating cylinder flow geometry,

Shr ¼ kmdc=D

SSðFeCO3Þ Supersaturation of iron carbonate

ST Scaling tendency

Tc Temperature (�C)
Tc;ref Reference temperature, Tc;ref = 25 �C
Tf Temperature (�F)
Tk Temperature (K)

v Water characteristic velocity (m s�1)

zi Species charge of various aqueous species

dmðH2CO3Þ Thickness of the mass transfer layer for

H2CO3 (m)

drðH2CO3Þ Thickness of the chemical reaction layer

for H2CO3 (m)

dos Thickness of the outer sulfide layer (m),

dos ¼ mos=ðrFeSAÞ
Dt Time interval (s)

mH2O
Water dynamic viscosity (Pa sÞ

mH2O;ref Reference water dynamic viscosity (Pa s) at

a reference temperature,

mH2O;ref ¼ 1:002� 10�4 Pa s at 20 �C
zH2CO3

Ratio of the mass transfer layer and

chemical reaction thicknesses for

H2CO3

e Outer sulfide layer porosity
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c Outer sulfide layer tortuosity factor

rH2O
Density of water (kgm�3)

rFe Density of iron (kgm�3)

rFeS Density of ferrous sulfide (kgm�3)

2.25.1 Introduction

As oil and gas emerge from the geological formation,
they are always accompanied by some water and
varying amounts of ‘acid gases’: carbon dioxide,
CO2, and hydrogen sulfide, H2S. This is a corrosive
combination, which affects the integrity of mild steel.
This has been known for over 100 years; aqueous CO2

and H2S corrosion of mild steel still represents a
significant problem for the oil and gas industry.1

Although corrosion resistant alloys that are able to
withstand this type of corrosion exist, mild steel is
often the most cost effective construction material
used in this industry for these applications. All the
pipelines, many wells, and much of the processing
equipment in the oil and gas industry are built out of
mild steel. The cost of equipment failure due to internal
CO2/H2S corrosion is enormous, both in terms of
direct costs such as repair costs and lost production,
as well as in indirect costs such as environmental cost,
impact on the downstream industries, etc.

The following section summarizes the degree of
understanding of the so-called ‘sweet’ CO2 corrosion
and the so-called ‘sour’ or H2S corrosion of mild steel
exposed to aqueous environments. It also casts the
knowledge in the form of mathematical equations
whenever possible. This should enable corrosion
engineers and scientists to build entry level corrosion
simulation and prediction models.

2.25.2 Aqueous CO2 Corrosion of
Mild Steel

Aqueous CO2 corrosion of carbon steel is an electro-
chemical process involving the anodic dissolution of
iron and the cathodic evolution of hydrogen. The
overall reaction is

Feþ CO2 þH2O ! FeCO3 þH2 ½1�

CO2 corrosion of mild steel is reasonably well under-
stood. A number of chemical, electrochemical, and
transport processes occur simultaneously. They are
briefly described below.

2.25.2.1 Chemistry of CO2 Saturated
Aqueous Solutions – Equilibrium
Considerations

CO2 gas is soluble in water:

CO2ðgÞ ,
Ksol

CO2 ½2�
For ideal gases and ideal solutions in equilibrium,
Henry’s law can be used to calculate the aqueous
concentration of dissolved CO2, cCO2

, given that the
respective concentration in the gas phase (often
expressed in terms of partial pressure, pCO2

) is known:

HsolðCO2Þ ¼
1

KsolðCO2Þ
¼ pCO2

cCO2

½3�

The CO2 solubility constant, KsolðCO2Þ, is a function of
temperature, Tf , and ionic strength, I 2:

KsolðCO2Þ

¼ 14:5

1:00258
� 10�ð2:27þ5:65�10�3Tf�8:06�10�6T 2

f
þ0:075I Þ

½4�
Ionic strength, I , can be calculated as

I ¼ 1

2

X
i

ciz
2
i ¼

1

2
ðc1z21 þ c2z

2
2 þ � � �Þ ½5�

The concentration of CO2 in the aqueous phase is of
the same order of magnitude as the one in the gas
phase. For example, at pCO2

¼ 1 bar, at 25 �C, the gas-
eous CO2 concentration is �4 mol l�1 (kmol�1m�3)
while in the water it is about 3mol l�1. Since the
solubility of CO2 decreases with temperature, at
100 �C, the respective concentrations are 3.3mol l�1

in the gas and 1.1mol l�1 in water.
A rather small fraction (about 1 in 500) of the

dissolved CO2 molecules hydrates to make a ‘weak’
carbonic acid, H2CO3:

CO2 þH2O ,Khyd H2CO3 ½6�
due to a relatively slow forward (hydration) rate.
Assuming that the concentration of water remains
unchanged, the equilibrium concentration cH2CO3

is
determined by:

Khyd ¼ cH2CO3

cCO2

½7�

The equilibrium hydration/dehydration constant,
Khyd ¼ 2:58� 10�3, does not change much across
the typical temperature range of interest (20–100 �C).3

Carbonic acid is considered to be ‘weak’ because
it only partially dissociates in water to produce
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hydronium, Hþ ions and bicarbonate ions, HCO3
�:

H2CO3 ,
Kca

Hþ þHCO�
3 ½8�

The HCO3
� dissociates further to give some more Hþ

and carbonate ion, CO3
2�:

HCO�
3 ,Kbi Hþ þ CO2�

3 ½9�
The respective equilibrium relations can be written as

Kca ¼
cHþ cHCO�

3

cH2CO3

½10�

Kbi ¼
cHþ cCO2�

3

cHCO�
3

½11�

The equilibrium constants can be calculated as func-
tions of temperature Tf , and ionic strength, I as2

Kca ¼ 387:6� 10
�ð6:41�1:594�10�3 Tfþ8:52�10�6

T 2
f
�3:07�10�5p�14:7�0:4772I 0:5þ 0:118I Þ

½12�

Kbi¼ 10
�ð10:61�4:97�10�3Tfþ1:331�10�5T 2

f
�2:624�10�5

p�14:7�1:166I 0:5þ0:3466I Þ
½13�

One can use the equations above to calculate the pH
for a pure aqueous CO2 saturated system. Assuming
that the concentration of CO2 (or partial pressure,
pCO2

) in the gas phase is known, one can calculate
the concentration of aqueous/dissolved CO2 cCO2

,
via eqn [3]. Then the concentration cH2CO3

can be
determined via eqn [7]. However, in the remaining

two eqns [12] and [13], there are three unknowns:
cHþ , cHCO�

3
, and cCO2�

3
, and therefore one more equa-

tion is needed to close the system: a constraint that
describes charge conservation, that is, electroneutral-
ity of the solution. Clearly, chemical reactions [8] and
[9], which involve ions, always remain balanced with
respect to charge and therefore one can write

cHþ ¼ cHCO�
3
þ2cCO2�

3
½14�

Now, the system of equations is closed and concentra-
tions of all the aqueous species can be determined,
including the cHþ and the corresponding pH. The pH
of pure water as a function of pCO2

at room tempera-
ture is shown in Figure 1.

If there are other ions in the aqueous solution,
such as for example Fe2þ produced by corrosion of
steel, then eqn [14] is extended to read

2cFe2þ þ cHþ ¼ cHCO�
3
þ 2cCO2�

3
½15�

By inspecting the equations above, one can see that,
as iron dissolution causes an increase in cFe2þ , it is
accompanied by a decrease of cHþ due to the cathodic
reaction and a corresponding increase in pH. Other
cations and anions as well as other chemical reactions
can be introduced into the mix in a similar way.
An example of a CO2 aqueous species distribution as
a function of pH for an open system is given inFigure 2.

It is worth noting that this simple water chemistry
calculation procedure is valid only for the case when
the concentration of gaseous CO2, i.e., the partial

3

4

5

6

0.001
pCO2 (bar)

p
H

3 wt% NaCl
Pure H2O

0.01 0.1 101 100

Figure 1 Calculated pH of a pure aqueous solution saturated with CO2 as a function of partial pressure of CO2; T ¼ 25 �C,
1wt% NaCl.
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pressure, pCO2
is known, constant, and independent

from what is happening in the aqueous phase. This is
often referred to as an open system. It is relevant to
field situations where there is an overwhelming
amount of CO2 in the gas phase (such as seen in
wet gas lines, multiphase pipelines, gas/liquid sep-
arators, etc.). In the lab setting, this condition is
easily achieved by continuous purge of a vessel with
gaseous CO2.

In contrast, there are many systems where there
is a limited amount of CO2 in the gas phase com-
pared to the amount in the liquid phase, such as in
oil well tubing, oil transportation lines, liquid/liquid
separators, etc. In the lab, aqueous systems with a
limited gas phase are frequently found in high-
pressure autoclaves and flow loops. Consequently
they are often referred to as closed systems, and in
principle can have varying gas/liquid volume ratios.
An open system can be seen as a closed system with an
infinitely large gas/liquid volume ratio. In closed

systems, the concentration of gaseous CO2, that is,
the partial pressure, pCO2

, is not known explicitly
and typically depends on the aqueous chemistry. In
mathematical terms, this means that there is one
more unknown: pCO2

, and therefore one needs one
more equation to be able to solve for species con-
centrations. The extra equation comes from the
additional constraint: in a closed system, the total
amount of carbonic species remains constant; they
are just redistributed between the gas and aqueous

phases as conditions change. When one accounts for
this, an extra equation is obtained:

nCO2ðgÞþnCO2ðaqÞ þ nH2CO3ðaqÞ þ nHCO�
3 ðaqÞ

þ nCO2�
3 ðaqÞ ¼Const: ½16�

where n denotes the number of moles of a particular
species in a gaseous or aqueous phase of a closed

system.
The dissociation steps [8] and [9] are very fast

compared to all other processes occurring simulta-
neously in corrosion of mild steel, thus preserving
chemical equilibrium. However, the CO2 dissolution
reaction [2] and the hydration reaction [6] are much
slower. When such chemical reactions proceed
slowly, other faster processes (such as electrochemi-
cal reactions or diffusion) can lead to local nonequi-
librium in the solution.

Either way, the occurrence of chemical reactions
can significantly alter the rate of electrochemical pro-
cesses at the surface and the rate of corrosion. This is
particularly true when, due to high local concentra-
tions of species, the solubility limit of salts is exceeded
and precipitation of a surface layer occurs. In a precip-
itation process, heterogeneous nucleation occurs first
on the surface of the metal or within the pores of an
existing layer since homogenous nucleation in the
bulk requires a much higher concentration of species.
Nucleation is followed by crystalline layer growth.
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Ferrous carbonate

Mild steel

Figure 2 Calculated carbonic species concentrations as a function of pH for a CO2 saturated aqueous solution; pCO2
¼1bar,

25 �C, 1wt% NaCl.
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Under certain conditions, surface layers can become
very protective and reduce the rate of corrosion.

In CO2 corrosion, when the concentrations of
Fe2þ and CO3

2� ions exceed the solubility limit,
they form solid ferrous carbonate according to

Fe2þ þ CO2�
3 ,

KspðFeCO3Þ
FeCO3ðsÞ ½17�

where the solubility product constant for ferrous
carbonate KspðFeCO3Þ is

4

KspðFeCO3Þ ¼ 10
�ð59:3498�0:041377Tk�ð2:1963=TkÞ

þ24:5724 logTkþ2:518I 0:5�0:657I Þ ½18�

Actually ferrous and carbonate ions are frequently
found in the aqueous solution at concentrations much
higher than predicted by the equilibrium KspðFeCO3Þ.
This is termed supersaturation and is a necessary con-
dition before any substantial precipitation can occur.
The ferrous carbonate supersaturation, SSðFeCO3Þ, is
defined as:

SSðFeCO3Þ ¼
cFe2þ cCO2�

3

KspðFeCO3Þ
½19�

The precipitation process can be seen as the process
of the solution returning to equilibrium and is driven
by the magnitude of supersaturation. The rate of the
precipitation (<FeCO3

) is therefore often expressed as

<FeCO3
¼ krðFeCO3Þ

A

V
KspðFeCO3Þ SSðFeCO3Þ � 1

� � ½20�

where krðFeCO3Þ is a kinetic constant, which can be
derived from the experimental results as a function of
temperature, using an Arrhenius’ type equation5

krðFeCO3Þ ¼ exp AðFeCO3Þ �
BðFeCO3Þ
RTk

� �
½21�

where AðFeCO3Þ ¼ 28.2 and BðFeCO3Þ ¼ 64 851 Jmol�1.
SEM images of a crystalline ferrous carbonate

layer formed on a mild steel substrate are shown in
Figure 3. The ferrous carbonate layer can slow down
the corrosion process by presenting a diffusion barrier
for the species involved in the corrosion process,
thereby changing the conditions at the steel surface.
The effective protectiveness of a solid ferrous carbon-
ate layer depends on its porosity, which hangs in the
balance of the precipitation rate and the underlying
corrosion rate. For high precipitation rates, and low
corrosion rates, a dense and protective ferrous car-
bonate layer is obtained, and conversely, low precipi-
tation rates and high corrosion rates lead to the
formation of porous unprotective ferrous carbonate
layers. A non-dimensional parameter termed ‘scaling

tendency’ (ST) can be used to quantify the relative
rates of precipitation (<FeCO3

) and corrosion (CR)
expressed in the same volumetric units:

ST ¼ <FeCO3

CR
½22�

For ST� 1, porous and unprotective films are likely
to form. Conversely, for ST	1, conditions become
favorable for the formation of dense, protective fer-
rous carbonate films. However, the use of scaling
tendency is not as straightforward as it appears, as it
requires simultaneous calculation of <FeCO3

and cor-
rosion CR.

In some cases, other salts can be detected in the
surface layers that form on mild steel. In high tem-
perature CO2 corrosion magnetite (Fe3O4) has been
detected. In the presence of oxygen, a ferric oxide
hematite (Fe2O3), which is very insoluble but offers
little protection from corrosion forms. Oilfield scales
also include calcium carbonate, calcium sulfate,

Mild steel 

Ferrous carbonate

Figure 3 SEM images showing a cross-section and a top

view of a ferrous carbonate layer formed on mild steel;

80 �C, pH 6.6, pCO2
¼0.5 bar, stagnant conditions.
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barium sulfate, strontium sulfate, etc. The presence
of calcium carbonate, in particular, can have a bene-
ficial effect upon corrosion and upon the stability of
the FeCO3 scale. Finally, in the presence of H2S,
various types of sulfides form as discussed in a sepa-
rate section below.

2.25.2.2 Electrochemistry of Mild Steel
Corrosion in CO2 Saturated Aqueous
Solutions

The electrochemical dissolution of iron in a water
solution:

Fe ! Fe2þ þ 2e� ½23�

is the dominant anodic reaction in CO2 corrosion.
The reaction is pH dependent in acidic solutions
with a reaction order with respect to OH� between
1 and 2, decreasing toward 1 and 0 at pH> 4, which is
the typical range for CO2 corrosion. Measured Tafel
slopes are typically 30–80mV. This subject, which is
still somewhat controversial with respect to the
mechanism, has been reviewed for acidic corrosion6,7

and CO2 solutions.
8

The presence of CO2 increases the rate of corro-
sion of mild steel in aqueous solutions primarily by
increasing the rate of the hydrogen evolution reac-
tion. It is well known that in strong acids, which are
fully dissociated, the rate of hydrogen evolution
occurs according to

2Hþ þ 2e� ! H2 ½24�
and is, for the case of mild steel corrosion, limited by
the rate at which Hþ ions are transported from the
bulk solution to the steel surface (mass transfer limi-
tation). In CO2 solutions, where typically pH> 4, this
limiting flux would be small, and therefore it is the
presence of H2CO3 which enables hydrogen evolu-
tion at a much higher rate. Thus, for pH> 4, the
presence of CO2 leads to a much higher corrosion
rate than would be found in a solution of a strong acid
at the same pH.

This can be readily explained by considering that
the homogenous dissociation of H2CO3, as given by
reaction [8], serves as an additional source of Hþ ions,
which are subsequently adsorbed at the steel surface
and reduced according to reaction [24].1 A different
pathway is also possible, where the H2CO3 first
adsorbs at the steel surface followed by heterogeneous
dissociation and reduction of the Hþ ion. This is

often referred to as ‘direct’ reduction of carbonic
acid9–11 and is written as

2H2CO3 þ 2e� ! H2 þ 2HCO�
3 ½25�

Clearly, the addition of the reactions [8] and [24] gives
the reaction [25] proving that the overall reaction is
the same and the distinction is only in the pathway,
that is, in the sequence of reactions. The rate of
reaction [25] is limited primarily by the slow hydra-
tion step [6]11,12 and in some cases by the slow CO2

dissolution reaction [2].
It can be conceived that in CO2 solutions at

pH> 5 the direct reduction of the bicarbonate ion
becomes important13:

2HCO�
3 þ 2e� ! H2 þ 2CO2�

3 ½26�

which seems plausible, as the concentration of HCO3
�

increases with pH and can exceed that of H2CO3

as seen in Figure 2. However, it is difficult to dis-
tinguish experimentally the effect of this particular
reaction pathway for hydrogen evolution from the
two previously discussed (eqns [8] and [25]). In
addition, evidence exists that suggests that the rate
of this reaction is comparatively low and can be
neglected. For example, as the pH increases, the
amount of HCO3

� increases as well (see Figure 2),
suggesting that the corrosion rate should follow the
same trend, if one is to believe that the direct reduc-
tion of the bicarbonate ion [26] is a significant
cathodic reaction. Experimental evidence does not
support this scenario and shows the opposite trend:
the corrosion rate actually decreases with an increas-
ing pH, even if no protective ferrous carbonate layer
forms.

Hydrogen evolution by direct reduction of water:

2H2Oþ 2e� ! H2 þ 2OH� ½27�
is always possible, but is comparatively very slow and
is important only at pCO2

� 0:1 bar and pH> 6.14,15

Therefore, this reaction is rarely a factor in practical
CO2 corrosion situations.

The various electrochemical processes described
above can be quantified using the well established
electrochemical theory. The rate of the electrochem-
ical reactions, < in kmolm�2 s�1, can be readily exp-
ressed in terms of current density, i in Am�2, since
the two are directly related: for example, during
hydrogen evolution [24] for every kmol of Hþ

1 kmol of electrons is used (n ¼ 1 kmole kmol�1),
while for every kmol of iron dissolved [23] two
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kmoles of electrons are used (n¼ 2 kmole kmol�1).
Therefore, one can write

i ¼ nF< ½28�

2.25.2.2.1 Oxidation of iron

In the corrosion of mild steel, the oxidation (dissolu-
tion) of iron [23] is the dominant anodic reaction.
The anodic dissolution of iron at the corrosion
potential (and up to 200mV above) is under charge
transfer control. Thus, pure Tafel behavior can be
assumed close to the corrosion potential:

ia Feð Þ ¼ io Feð Þ10ðEcorr�Erev Feð ÞÞ=ba Feð Þ ½29�
The exchange current density of iron oxidation is a
function of temperature:

io Feð Þ ¼ irefo Feð Þ

exp

��DHFe

R

�
1

Tcþ273:15
� 1

Tc;ref þ273:15

��
½30�

The Tafel slope of this reaction is given by

baðFeÞ ¼
2:303R Tcþ273:15ð Þ

1:5F
½31�

2.25.2.2.2 Reduction of hydronium ion

In general, the Hþ ion reduction reaction [24] can be
either under charge transfer or mass transfer (diffu-
sion) control, therefore, one can write:

1

ic Hþð Þ
¼ 1

ia Hþð Þ
þ 1

id
lim Hþð Þ

½32�

The charge transfer current density can be calculated
by

ia Hþð Þ ¼ io Hþð Þ � 10
ð�Ecorr�Erev Hþð ÞÞ=bc Hþð Þ ½33�

The exchange current density io Hþð Þ is a function of
pH and temperature. The pH dependence is

@ log io Hþð Þ
@pH

¼ �0:5 ½34�

The temperature dependence of the exchange cur-
rent density can be calculated via an Arrhenius-type
relation:

io Hþð Þ
iref
o Hþð Þ

¼ exp

�
� DHðHþÞ

R

1

Tc þ 273:15
� 1

Tc;ref þ 273:15

��
½35�

�

The reversible potential for H+ reduction Erev Hþð Þ is a
function of temperature and pH:

Erev Hþð Þ ¼ �2:303R Tc þ 273:15ð Þ
F

pH ½36�
The cathodic Tafel slope bc Hþð Þ is calculated as

bcðHþÞ ¼
2:303R Tc þ 273:15ð Þ

0:5F
½37�

The limiting mass transfer current density id
lim Hþð Þ is

related to the rate of transport of H+ ions from the
bulk of the solution through the boundary layer to
the steel surface:

idlim Hþð Þ ¼ kmðHþÞFcHþ ½38�

where the mass transfer coefficient, kmðHþÞ can be
calculated from a correlation of the Sherwood, Rey-
nolds, and Schmidt numbers as explained in the
following section.

2.25.2.2.3 Reduction of carbonic acid
The carbonic acid reduction reaction [25] can be
under charge transfer control or limited by the
slow chemical reaction–hydration step [6], preceding
it.11,12 The rate of this reaction in terms of current
density is

1

ic H2CO3ð Þ
¼ 1

ia H2CO3ð Þ
þ 1

irlim H2CO3ð Þ
½39�

The charge transfer current density ia H2CO3ð Þ is cal-
culated as

ia H2CO3ð Þ ¼ io H2CO3ð Þ �10
ð�Ecorr�Erev H2CO3ð ÞÞ=bc H2CO3ð Þ ½40�

The exchange current density io H2CO3ð Þ depends on
pH, H2CO3 concentration, and temperature:

@ log io H2CO3ð Þ
@pH

¼ 0:5 ½41�
@ log io H2CO3ð Þ

@cH2CO3

¼ 1 ½42�
io H2CO3ð Þ
irefo H2CO3ð Þ

¼ exp

�
�DHðH2CO3Þ

R

1

Tcþ273:15
� 1

Tc;ref þ273:15

� ��
½43�

The cathodic Tafel slope bc H2CO3ð Þ is

bc H2CO3ð Þ ¼
2:303R Tcþ273:15ð Þ

0:5F
½44�

Since the reductions of H2CO3 and H
+ are equivalent
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thermodynamically, the reversible potential for
H2CO3 reduction Erev H2CO3ð Þ is calculated as

Erev H2CO3ð Þ ¼�2:303R Tcþ273:15ð Þ
F

pH ½45�

The chemical reaction limiting current density
irlim H2CO3ð Þ can be calculated from16:

irlim H2CO3ð Þ ¼ FcCO2
fH2CO3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DH2CO3

Khydk
f
hyd

q
½46�

The diffusion coefficient for carbonic acid DH2CO3
as

a function of temperature can be calculated using
Einstein’s relation:

D ¼ Dref
Tc þ 273:15

Tc;ref þ 273:15

� �
mH2O;ref

mH2O

� �
½47�

where T is temperature and m is dynamic viscosity.
The forward reaction rate for the CO2 hydration
reaction kfhyd is calculated as

kfhyd ¼ 10169:2�53:0 log Tcþ273:15ð Þ�ð11715=ðTcþ273:15ÞÞ ½48�

The flow factor fH2CO3
is

fH2CO3
¼ coth zH2CO3

½49�

where

zH2CO3
¼ dmðH2CO3Þ

drðH2CO3Þ
½50�

and

dmðH2CO3Þ ¼
DH2CO3

kmðH2CO3Þ
½51�

drðH2CO3Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DH2CO3

kbhyd

s
½52�

The carbonic acid mass transfer coefficient kmðH2CO3Þ
is discussed in Section 2.25.2.3.

2.25.2.2.4 Reduction of water
Unless water is mixed with methanol or glycol to
prevent hydrate formation or somehow diluted oth-
erwise, it can be assumed that water molecules are
present in virtually unlimited quantities at the steel
surface, and the reduction rate of H2O is controlled
by the charge-transfer process and, hence, pure Tafel
behavior:

ic H2Oð Þ ¼ io H2Oð Þ10
�ðEcorr�Erev H2Oð ÞÞ=bc H2Oð Þ ½53�

Since the reduction of H2O and Hþ are equivalent
thermodynamically, they have the same reversible
potential at a given pH:

Erev H2Oð Þ ¼ �2:303R Tc þ 273:15ð Þ
F

pH ½54�

The exchange current density for water reduction
io H2Oð Þ depends on temperature:

io H2Oð Þ
irefo H2Oð Þ

¼ exp

�
� DHðH2OÞ

R

1

Tc þ 273:15
� 1

Tc;ref þ 273:15

��
½55�

�

The Tafel slope for H2O reduction was found to be
the same as that for Hþ reduction:

bcðH2OÞ ¼
2:303R Tc þ 273:15ð Þ

0:5F
½56�

2.25.2.3 Transport Processes in CO2

Corrosion of Mild Steel

From the description of the electrochemical processes
above, it is clear that certain species in the solution are
‘produced’ at the metal surface (e.g., Fe2+) while others
are depleted (e.g., Hþ). The established concentration
gradients lead to molecular diffusion of the species
toward and away from the surface. In cases when the
diffusion processes are much faster than the electro-
chemical processes, the concentration change at the
metal surface is small. In contrast, when the diffusion is
unable to ‘keep up’ with the rate of the electrochemi-
cal reactions, the concentration of species at the metal
surface can become very different from that in the
bulk solution. The rate of the electrochemical pro-
cesses depends on the concentration of the reactants
at the surface. Therefore, there exists a two-way cou-
pling between the electrochemical processes at the
metal surface (corrosion) and processes in the adjacent
solution layer (i.e., diffusion in the boundary layer).
The same is true for chemical reactions, which interact
with both the transport and electrochemical processes
in a complex way.

In most practical systems, the water solution
moves with respect to the metal surface. Therefore,
the effect of convection on transport processes cannot
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be ignored. Turbulent eddies can penetrate deep into
the hydrodynamic boundary layer and significantly
alter the rate of species transport to and from the
surface. Very close to the surface no turbulence can
exist and the species are transported solely by diffu-
sion. The effect of turbulent flow is captured most
easily by using the concept of mass transfer coeffi-
cient, described below.

In turbulent flow of dilute ideal solutions, a mass
transfer coefficient km for a given species (Hþ ions,
H2CO3 etc.) can be calculated from a correlation, such
as the straight pipe correlation of Berger and Hau25:

Shp ¼ 0:0165Re0:86Sc0:33 ½57�
or the rotating cylinder correlation of Eisenberg et al.26:

Shr ¼ 0:0791Re0:7Sc0:356 ½58�
or anyother similar correlation for the flow geometry at
hand. It should be noted that most of the mass transfer
correlations found in the literature (including the two
listed above) are suited only for single-phase flow.
Therefore, extension of this approach to multiphase
flow situations needs to be done with careful
consideration.

Overall, CO2 corrosion of mild steel is not very
sensitive to flow, at least not so when compared to
mild steel corrosion in strong acids. This is due to the
fact that the main corrosive species in CO2 corrosion
is H2CO3 which can easily be depleted due to a slow
chemical step which precedes it: the hydration reac-
tion [6]. Therefore, the limiting rate of CO2 corrosion
is primarily affected by the rate of this chemical
reaction [46], which is a function of temperature and
CO2 partial pressure and not very sensitive to flow.

2.25.2.4 Calculation of Mild Steel CO2

Corrosion Rate

Leading to this point, the main processes underpin-
ning CO2 corrosion were defined: the speciation of
the aqueous CO2 solution using the thermodynamic
approach outlined in Section 2.25.2.1, the electro-
chemical theory described in Section 2.25.2.2, and
the transport processes as covered in Section 2.25.2.3.
Using this information, the corrosion rate of mild steel
can now be calculated. The unknown corrosion
potential Ecorr in [33], [40], [53], and [29] can be
found from the current (charge) balance equation at
the steel surface:

ic Hþð Þ þ ic H2CO3ð Þ þ ic H2Oð Þ ¼ ia Feð Þ ½59�

which expresses the simple fact that at steady state all
the electrons generated by the oxidation processes are
consumed by the sum of the reduction processes. By
substituting the expressions for the various currents
given by eqns [33], [40], [53], and [29] into eqn [59] a
single nonlinear equation is now obtainedwith Ecorr as
the only unknown, which can be easily solved. When
the calculated value of Ecorr is now returned to eqns
[33], [40], [53], and [29], the rate of each individual
reaction can be explicitly computed. This also
includes the corrosion current density obtained from
eqn [29]:

icorr ¼ ia Feð Þ ½60�
Finally, the CO2 corrosion rate is recovered by using
Faraday’s law:

CR ¼ icorrMFe

rFenF
½61�

whereM is the molecular mass and r is the density. If
the unit amperes per square meters is used for the
corrosion current density icorr, then conveniently
the corrosion rate for iron and steel expressed in
millimeter per year takes almost the same numerical
value, precisely, CR ¼ 1:155icorr.

2.25.2.5 Successes and Limitations of
Modeling of Aqueous CO2 Corrosion of
Mild Steel

Evidence that our basic understanding of the pro-
cesses underlying CO2 corrosion of mild steel is
reasonably sound can be found by comparing the
predictions made by the mechanistic model outlined
above with experimental values. In Figure 4, below,
one can see the comparison of a potentiodynamic
sweep obtained in the experiments and the one pre-
dicted by the model. Many other comparisons of the
predicted and measured corrosion rates are given in
the following section, where the effect of key factors
in CO2 corrosion of mild steel is discussed.

Despite the relative progress we have made in
understanding and modeling of aqueous CO2 corro-
sion of mild steel, many questions persist. One is the
issue of localized CO2 corrosion, which is still a topic
of intense ongoing research. Effect of other factors
such as steel metallurgy, organic acids, oxygen, mul-
tiphase flow, and inhibitors are challenges that need
further effort. Some of those are discussed in the
following sections.
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2.25.2.6 Key Factors Affecting Aqueous
CO2 Corrosion of Mild Steel

Armed with the understanding and the ability to
calculate CO2 corrosion rates, as described in the
sections above, in this section, the effect of key factors
which affect the rate of CO2 corrosion are discussed,
and the predictions made by the model are compared
to empirical results.

2.25.2.6.1 Effect of pH

The pH has a significant influence on the CO2 corro-
sion rate. Lower pH leads to higher corrosion rates and
vice versa, just like in many other acidic solutions.
Typical pH in CO2 saturated condensed water is
about pH 4 while in buffered brines, one frequently
encounters 5< pH< 7. At pH4 or below, direct reduc-
tion ofHþ ions, reaction [24], is important, particularly
at lower partial pressures of CO2, when direct reduc-
tion of carbonic acid, reaction [25], can be ignored. In
that case, the pH has a direct effect on the corrosion
rate. Another important effect of pH is indirect and
relates to how pH changes conditions for the formation
of ferrous carbonate layers. Higher pH (5< pH< 7)
results in a decreased solubility of ferrous carbonate
and leads to an increased precipitation rate and a
higher scaling tendency. The effect of various pH and

supersaturations are shown in Figure 5. At lower
supersaturations obtained at the lower pH of 6, shown
in Figure 5, the corrosion rate does not change much
with time, even if some ferrous carbonate precipitation
occurs, reflecting the fact that a relatively porous,
detached and unprotective layer is formed (low scaling
tendency ST). The higher pH of 6.6 results in higher
supersaturation, faster precipitation, and formation of
more protective ferrous carbonate, reflected by a rapid
decrease of the corrosion rate with time. There are
other indirect effects of pH, and by almost all accounts,
higher pH leads to a reduction of the corrosion rate,
making the ‘pH stabilization’ (meaning: pH increase)
technique an attractive way of managing CO2 corro-
sion. The drawback of this technique is that it can lead
to excessive scaling and can rarely be usedwith forma-
tion water systems.

2.25.2.6.2 Effect of CO2 partial pressure
In the case of scale-free CO2 corrosion, an increase of
pCO2

typically leads to an increase in the corrosion
rate. The commonly accepted explanation is that
with increasing pCO2

the concentration of H2CO3

increases and accelerates the cathodic reaction, eqn
[25], and ultimately the corrosion rate. The detri-
mental effect of pCO2

at a constant pH is illustrated in
Figure 6. The model described above reasonably
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captures well this trend up to approximately
pCO2

¼ 10 bar. However, when other conditions are
favorable for the formation of ferrous carbonate
layers, increased pCO2

can have a beneficial effect.
At a high pH, higher pCO2

leads to an increase in
bicarbonate and carbonate ion concentration and a
higher supersaturation which accelerates precipita-
tion and protective layer formation. The effect of
pCO2

on the corrosion rate in the presence of ferrous
carbonate precipitation is illustrated in Figure 7
where in stratified wet gas flow, corrosion rate is
reduced both at top and bottom of the pipe with the
increase partial pressure of CO2.

2.25.2.6.3 Effect of temperature

Temperature accelerates all the processes involved in
corrosion: electrochemical, chemical, transport, etc.
One would expect then that the corrosion rate
steadily increases with temperature, and this is the
case at low pH when precipitation of ferrous carbon-
ate or other protective layers does not occur. An
example is shown Figure 8. The situation changes
markedly when solubility of ferrous carbonate is
exceeded, typically at a higher pH. In that case,
increased temperature rapidly accelerates the kinet-
ics of precipitation and protective layer formation,
decreasing the corrosion rate. The peak in the
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corrosion rate is usually seen between 60 and 80 �C
depending on water chemistry and flow conditions as
shown in Figure 8 (dotted line).

2.25.2.6.4 Effect of flow

There are two main ways in which flow may affect
CO2 corrosion, which can be distinguished based on
whether or not other conditions are conducive to
protective layer formation or not.

In the case of corrosion where protective layers do
not form (typically at low pH as found in condensed
water and in the absence of inhibitors), the main role
of turbulent flow is to enhance transport of species
toward and away from the metal surface. This may

lead to an increase in the corrosion rate as illustrated
in Figure 9. At lower pH 4, the effect is much more
pronounced as the dominant cathodic reaction is
direct Hþ ion reduction [24], which is under mass
transfer control (see eqn [38]).

When protective ferrous carbonate layers form
(typically at higher pH in produced water) or when
inhibitor films are present on the steel surface, the
above-mentioned effect of flow becomes insignificant
as themain resistance to corrosion is now in the surface
layer or inhibitor film. In this case, the effect of flow is
to interfere with the formation of protective surface
layers or to remove them once they are in place, often
leading to an increased risk of localized attack.

The two flow accelerated corrosion effects dis-
cussed above are frequently aggravated by flow dis-
turbances such as valves, constrictions, expansions,
bends, etc. where local increases of near-wall turbu-
lence and wall-shear stress are seen. However, flow
can lead to onset of localized attack only when given
the ‘right’ set of circumstances as discussed in a
separate heading below.

The effect of multiphase flow on CO2 corrosion is
complicated by the different flow patterns that exist,
the most common being stratified, slug, and annular-

mist flow. In the liquid phase, water and oil can flow
separated or mixed with either phase being continu-
ous with the other flowing as a dispersed phase.
Different flow patterns lead to a variety of steel
surface wetting mechanisms: stable water wetting,
stable oil wetting, intermittent wetting, etc., which
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greatly affect corrosion. In annular mist flow, the
liquid droplets move at high velocity and can lead
to protective layer damage at points of impact such as
bends, valves, tees, constrictions/expansions, and
other pipe fittings. Slug flow can lead to significant
short-lived fluctuations in the wall-shear stress,
which can help remove a protective surface layer of
ferrous carbonate or possibly affect an inhibitor film.

2.25.2.6.5 Effect of corrosion inhibition

The two most common sources of corrosion inhibi-
tion need to be considered:

(a) inhibition by addition of corrosion inhibitors and
(b) inhibition by components present in the crude oil.

Corrosion inhibitors

Describing the effect of corrosion inhibitors is not a
straightforward task due to the enormous complexity
of the subject. Quantifying them and predicting their
behavior are even harder. There is a plethora of
approaches in the open literature, varying from the
use of simple inhibitor factors and inhibition efficiencies

to the application of complicated molecular modeling

techniques to describe inhibitor interactions with the
steel surface and ferrous carbonate layer. A middle-
of-the-road approach is based on the assumption that
corrosion protection is achieved by surface coverage,
that is, that the inhibitor adsorbs onto the steel sur-
face and slows down one or more electrochemical
reactions by ‘blocking.’ The degree of protection is
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assumed to be directly proportional to the fraction of
the steel surface blocked by the inhibitor. In this type
of model, one needs to establish a relationship
between the surface coverage y and the inhibitor
concentration in the solution cinh. This is most com-
monly done by the use of adsorption isotherms.

Corrosion inhibition by crude oil

It has been known for a while that CO2 corrosion
rates seen in the field in the presence of crude oil are
much lower than those obtained in laboratory condi-
tions where crude oil was not used or synthetic crude
oil was used. One can identify two main effects of
crude oil on the CO2 corrosion rate.

The first is a wettability effect and relates to a
hydrodynamic condition where crude oil entrains
the water and prevents it from wetting the steel
surface (continuously or intermittently).

The second effect is corrosion inhibition by compo-
nents of the crude oil that reach the steel surface
either by direct contact or by first partitioning into
the water phase. Various surface active organic com-
pounds found in crude oil (typically oxygen, sulfur
and nitrogen containing molecules) have been iden-
tified to directly inhibit corrosion of mild steel in
CO2 solutions.

2.25.2.6.6 Effect of organic acids

The lowmolecular weight organic acids are primarily
soluble in water and can lead to corrosion of mild
steel. Higher molecular weight organic acids are not
water soluble, but are typically soluble in the oil phase
and pose a corrosion threat at higher temperatures in
the refineries. Acetic acid CH3COOH (denoted as
HAc in the text below) is the most prevalent low
molecular weight organic acid found in brines.
Other acids typically found in the brine are propionic,
formic, etc.; however, their behavior and corrosiveness
is very similar to that of HAc and therefore HAc can
be used as a ‘surrogate’ for all the organic acids found
in the brine. HAc is a weak acid; however, it is stronger
than H2CO3 (pKa 4.76 vs. 6.35 at 25 �C), and it is the
main source of Hþ ions when the two acid concentra-
tions are similar. The effect of HAc is particularly
pronounced at higher temperatures and low pH
when the abundance of undissociated HAc can
increase the CO2 corrosion rate dramatically as seen
inFigure 10. Solid iron acetate does not precipitate in
the pH range of interest since its solubility is much
higher than that of ferrous carbonate. There are some
indications that the presence of organic acids impairs

the protectiveness of ferrous carbonate layers; how-
ever, the mechanism is still not clear.

2.25.2.6.7 Effect of glycol/methanol

Glycol and methanol are often added to flowing
systems in order to prevent hydrates from forming.
The quantities are often significant (50% of total
liquid phase is not unusual). In the very few studies
available, it has been assumed that the main ‘inhibi-
tive’ effect of glycol/methanol on corrosion comes
from dilution of the water phase, which leads to
a decreased activity of water. However, there are
many unanswered questions such as the changes in
mechanisms of CO2 corrosion in water/glycol
mixtures which are yet to be discovered.

2.25.2.6.8 Effect of condensation in

wet gas flow

When transporting humid natural gas, due to the cool-
ing of the stream, condensation of water vapor occurs
on the internal pipe wall. The condensed water is pure
and, due to dissolved CO2, typically has a pH< 4.
This leads to the so-called top-of-the-line corrosion

(TLC) scenario. If the rate of condensation is high,
plenty of acidic water flows down the internal pipe
walls leading to a very corrosive situation. If the con-
densation rate is low, the water film is not renewed and
flows down very slowly and the corrosion process can
release enough Fe2+ to raise the local pH and saturate
the solution, leading to the formation of protective
ferrous carbonate layer. The layer is often protective;
however, incidents of localized attack in TLC were
reported.21 Either way, the stratified or stratified-wavy
flow regime, typical for TLC, does not lead to a good
opportunity for inhibitors to reach the upper portion
of the internal pipe wall and protect it. A very limited
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range of corrosion management options for TLC
exists. To qualitatively and quantitatively describe the
phenomenon of corrosion occurring at the top of
the line, a deep insight into the combined effect
of the chemistry, hydrodynamics, thermodynamics,
and heat and mass transfer in the condensed water is
needed. A full description exceeds the scope of this
review, and the interested reader is directed to some
recent articles published on this topic.21,22

2.25.2.6.9 Nonideal solutions and gases
In many cases produced, water has very high dissolved
solids content (>10wt%). At such high concentra-
tions, the infinite dilution theory used above does not
hold, and corrections need to be made to account for
solution nonideality. A simple way to account for the
effect on nonideal homogenous water chemistry is
to correct the equilibrium constants by using the con-
cept of ionic strength as indicated above. This
approach seems to work well only for moderately
concentrated solution (up to a few weight percentage
of dissolved solids). For more concentrated solutions, a
more accurate way is to use activity coefficients as
described by Anderko et al.23 The effect of concen-
trated solutions on heterogeneous reactions such as
precipitation of ferrous carbonate and other layers is
still largely unknown. Furthermore, it is unclear how
the highly concentrated solutions affect surface elec-
trochemistry. Some experience suggests that corrosion
rates can be dramatically reduced in very concentrated
brines; nevertheless a more systematic study is needed.

At very high total pressure, the gas–liquid equili-
bria cannot be accounted for by Henry’s law. A simple
correction can be made by using a fugacity coeffi-
cient, which accounts for nonideality of the CO2/
natural gas mixture24 and can be obtained by solving
the equation of state for the gas mixture. Those cases,
in which critical point for CO2 is approached or
exceeded, warrant a separate analysis and are not
covered by the considerations discussed above.

2.25.2.7 Localized CO2 Corrosion of Mild
Steel in Aqueous Solutions

As illustrated above, significant progress has been
achieved in understanding uniform CO2 corrosion,
without or with protective layers, and hence success-
ful uniform corrosion models can be built. However,
much less is known about localized CO2 corrosion. It
is thought that one of the main factors that ‘triggers’
localized attack is flow, tempered by other environ-
mental variables such as pH, temperature, partial

pressure of CO2, etc. It seems that localized attack
occurs when the conditions are such that partially
protective ferrous carbonate layers form. It is well
known that when fully protective ferrous carbonate
forms, low general corrosion rates are obtained and
vice versa: when no protective layers form, a high rate
of general corrosion is seen. It is when the corrosive
environment is ‘in between,’ in the so-called ‘gray
zone,’ that localized attack can be initiated most
often by some extreme flow conditions. There are
many combinations of environmental and metallur-
gical parameters that define the grey zone, making
this sound like a difficult proposal. However, there is
a single parameter which is easy to calculate: ferrous
carbonate supersaturation, SSðFeCO3Þ (see eqn [19]
above), which can be successfully used as a good
delineator for the gray zone and as such as a predictor
for the probability for localized attack. When bulk
ferrous carbonate supersaturation is in the range
0.5< SSðFeCO3Þ<2 there is a risk of localized attack.
The further away the solution is from these bound-
aries, the lower the risk. The scaling tendency ST
(see equation [22] above) is conceptually even better
suited as a predictor of localized corrosion risk, how-
ever, its calculation is much more difficult and uncer-
tain as it involves calculation of both the uniform
corrosion rate and the precipitation rate.

Based on mostly anecdotal evidence (field experi-
ence), the presence of H2S and HAc is related to the
onset of localized attack, however, little is understood
about how and when this may happen.

2.25.3 Aqueous H2S Corrosion of
Mild Steel

Corrosion of mild steel in the presence of hydrogen
sulfide (H2S) also represents a significant problem for
the oil and gas industry.27–33 Many fields have been
developed that in addition to CO2 have high concen-
trations of H2S. In CO2/H2S corrosion of mild steel,
thermodynamic considerations suggest that both fer-
rous carbonate and ferrous sulfide layers could theoret-
ically form on the steel surface. However, studies have
demonstrated that the formation of the ferrous sulfide
layers is dominant and presents one of the most impor-
tant factors governing the H2S corrosion rate. The
sulfide layer growth depends primarily on the kinetics
of the corrosion process as it is described below.

Despite the relative abundance of experimental
data on H2S corrosion of steel, most of the literature
is still confusing and somewhat contradictory.
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Therefore, the mechanism of H2S corrosion remains
much less understood when compared to that of CO2

corrosion. This uncertainty makes it more difficult to
develop a model to predict the corrosion rate of mild
steel in H2S saturated aqueous solution.

2.25.3.1 Chemistry of H2S Saturated
Aqueous Solutions – Equilibrium
Considerations

Similar to CO2 discussed above, H2S gas is also
soluble in water:

H2S gð Þ ,
KH2S

H2S ½62�

where KH2S is the solubility constant of H2S in
mol l�1 bar�1:

KsolðH2SÞ ¼
cH2S

pH2S
½63�

and can be found from34

KsolðH2SÞ ¼ 10
ð634:27þ0:2709TK�0:11132�10�3T 2

K�ð16719=TK Þ
�261:9logTK Þ ½64�

As shown in Figure 11, the solubility of H2S decreases
with temperature, as it is observed for CO2. However,
for the same partial pressure and temperature, the
concentration of dissolved H2S actually exceeds that
in the gas phase as shown in Figure 12.

Aqueous H2S is another weak acid which partly
dissociates in two steps:

H2S,
Khs

Hþ þHS� ½65�
HS� ,Kbs Hþ þ S2� ½66�

where Khs is the dissociation constant of H2S:

Khs ¼ cHþcHS�

cH2S
½67�

and can be calculated as35

Khs ¼ 10
782:43945þ0:361261TK�1:6722�10�4T 2

K�ð20565:7315=TK Þ
�142:741722lnTK ½68�

and Kbs is the dissociation constant of HS�:
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Figure 11 Calculated solubility of H2S and CO2 as a

function of temperature; 25 �C, pH2S ¼ 1 bar, pCO2
¼ 1 bar.
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Figure 12 Calculated sulfide species concentrations as a function of pH for an H2S saturated aqueous solution at

pH2S ¼ 1 mbar, 25 �C, 1wt% NaCl.
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Kbs ¼ cHþcS2�

cHS�
½69�

There is a very large discrepancy in the reported
values for Kbs, varying from 1:0�10�19 to
1:1�10�12 kmolm�3 at room temperature (seven
orders of magnitude). In addition, these values are
very small compared with other equilibrium con-
stants, all suggesting that using Kbs to calculate the
concentration of sulfide species, cS2� and further to
predict the solubility product constants for ferrous
sulfides should be avoided.

Given the same gaseous concentrations of
H2S and CO2, one obtains a similar aqueous concen-
tration of dissolved H2S and CO2 (see Figure 11) and
the resulting pH is within 0.1 pH unit, therefore,
values shown in Figure 1 for CO2 can be used for
H2S as the first approximation. The equilibrium dis-
tribution of sulfide species as a function of pH for an
open system is shown in Figure 12. The concentra-
tion of bisulfide ion, cHS� , becomes significant only
above pH 4, while the concentration of the sulfide
ion, cS2� , is not even shown as it is very low and
unreliable to calculate.

Many types of iron sulfides, such as amorphous
ferrous sulfide (FeS), mackinawite (Fe1þxS), cubic
ferrous sulfide (FeS), troilite (FeS), pyrrhotite
(Fe1�xS or FeS1þx), smythite (Fe3þxS4), greigite
(Fe3S4), and pyrite (FeS2) occur. Studies have sug-
gested that some of these are stoichiometric such
as cubic ferrous sulfide, troilite, greigite, and
pyrite, while others such as mackinawite, pyrrho-
tite, and smythite are not. Some are electrically
nonconductive, others apparently behave as semi-
conductors. However, there is no consensus on
these issues and the interested reader is directed
to the vast literature on iron sulfides for a more
in-depth treatment. The thermodynamics of these
systems is very complicated; depending on envi-
ronmental conditions and time, transformation
from one type of ferrous sulfide into the other
occurs. Limited information exists on aqueous
solubility of the various sulfides. Avoiding the
usage of the sulfide ion concentration, cS2� , one
can write a general equation for precipitation of
ferrous sulfide as

Fe2þ þH2S ,
KspðFeSÞ

FeSðsÞ þ 2Hþ ½70�
where the solubility constant for one type of

ferrous sulfide – mackinawite is known as a func-
tion of temperature36,37

Kmackin
spðFeSÞ ¼ 10ð2848:779Þ=Tk�6:347 ½71�

For other ferrous sulfides, only the values at room
temperature are known, as listed in Table 1 below.
It is convenient to show various ferrous sulfide solu-
bilities in terms of an equilibrium concentration of
the Fe2+ as a function of pH at a given H2S partial
pressure (concentration). An example is presented in
Figure 13 where it can be seen that the much less
soluble pyrrhotite and troilite are thermodynami-
cally more stable forms compared to mackinawite
and amorphous ferrous sulfide. For a typical ferrous
ion concentration of cFe2þ ¼ 1 ppm, the saturation
with respect to troilite and pyrrhotite is reached
already at pH 5.4, while for mackinawite it is pH 6
and for amorphous ferrous sulfide pH 6.7. Keeping in
mind that the concentration of Fe2þ at a corroding
steel surface can easily be much higher than in the
bulk (e.g., 10 ppm or even higher) and that the pH is
also higher at the surface than in the bulk (typically
above pH 6), using Figure 13 one can expect a whole
range of different ferrous sulfides to form on a cor-
roding steel surface at this H2S concentration at
different points in time.

SEM images of a ferrous sulfide surface layer
formed on mild steel after a week long exposure are
shown in Figure 14. The layered structure of the
sulfide is prominent, and it can be identified as mack-
inawite. In longer exposures, the ferrous sulfide layer
thickens and eventually becomes more protective. An
image of a ferrous sulfide layer after a month long
exposure is shown in Figure 15. The composition of
the layer is a mixture of mackinawite and pyrrhotite.
Another layered structure composed of a mixture of
ferrous carbonate and ferrous sulfide is shown in
Figure 16.

Table 1 Solubility product constants for various ferrous

sulfides at 25 �C38

Type of ferrous sulfide �log Ksp(FeS)

Amorphous (FeS) 2.95

Mackinawite (Fe1þxS) 3.6

Pyrrhotite (Fe1� xS or FeS1þx) 5.19
Troilite (FeS) 5.31
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2.25.3.2 Mild Steel Corrosion in H2S and
Mixed H2S/CO2 Saturated Aqueous
Solutions

As aqueous H2S is another weak acid, it can be seen
as an additional reservoir of Hþ ions according to
reaction [65], similar to H2CO3. Therefore, stimula-
tion of the hydrogen evolution reaction could also be
expected in the presence of H2S. Using the analogy
with CO2 corrosion, one must also allow the possi-
bility of direct reduction of H2S, that is, that the
H2S molecule can be adsorbed at the steel surface,
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Figure 13 Calculated solubility of various iron sulfides as a function of pH shown in terms of the equilibrium concentration
of Fe2þ, pH2S ¼1mbar, 25 �C, 1wt% NaCl.
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Figure 14 SEM images showing a cross-section

and a top view of a ferrous sulfide layer formed on mild

steel; 60 �C, pH 6, pCO2
¼7.7bar, pH2S ¼0.25mbar, 1ms�1

single phase flow in a 100mm ID pipe, 7days exposure.
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Figure 15 SEM images showing a cross-section view of a

ferrous sulfide layer formed on mild steel; 60 �C, pH 6,

pCO2
¼7.7 bar, pH2S ¼ 0.25mbar, 1ms�1 single phase flow

in a 100mm ID pipe, 30day exposure.
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followed by a reduction of the Hþ and oxidation of
iron in the steel. One can write the overall corrosion
reaction as

FeðsÞ þH2S ! FeSðsÞ þH2 ½72�

As solid ferrous sulfide (mackinawite) is always found
on the corroding steel surface in the presence of H2S,
even below the solubility limit, this can been referred
to as a direct ‘solid state’ reaction pathway as both the
initial and final state of Fe are solid(s).39

Experimental evidence suggests that corrosion of
mild steel by H2S initially proceeds by adsorption of
H2S to the steel surface followed by a very fast redox
reaction at the steel surface to form an adherent
mackinawite film (much like a tarnish). This initial
mackinawite film is very thin (�1 mm) but appar-
ently rather dense and acts as a solid state diffusion
barrier for the species involved in the corrosion reac-
tion. Therefore, this thin mackinawite film is one of
the most important factors governing the corrosion
rate in H2S corrosion. It also impedes the mobility of
other species in reaching the steel surface and there-
fore corrosion rates due to CO2 are affected even if
very small amounts of H2S are present in the gas
phase (as little as 10–5 bar).

The thin mackinawite film continuously goes
through a cyclic process of growth, internal stress
growth, cracking, and delamination that generates
an outer sulfide layer, which thickens over time
(typically 
1 mm) and forms an additional diffusion
barrier. However, this outer sulfide layer is very
porous and rather loosely attached to the steel sur-
face. Over time it cracks, peels, and spalls, a
process accelerated by turbulent flow. If the pH

of the solution is below saturation level, the outer
sulfide layer will undergo a process of chemical
dissolution. Conversely, when the saturation is
exceeded, ferrous sulfide precipitation from the
bulk is possible. Eventually, the amount and protec-
tiveness of the outer sulfide layer is determined by
the balance of the various formation and removal
processes.39

The transformation of mackinawite into other
forms of less soluble and more stable ferrous sulfide
(pyrrhotite and troilite, see Figure 13) may happen
over time. Among the various ferrous sulfides, mack-
inawite is the prevalent ferrous sulfide that forms
in the corrosion of mild steel at low H2S concentra-
tion and low temperature. At increased levels of
H2S, mackinawite is less prevalent and pyrrhotite
is the main corrosion product. At very high H2S con-
centrations, pyrite and elemental sulfur appear. While
thermodynamics of ferrous sulfides may favor other
types of sulfide over mackinawite as the corrosion
product, the rapid kinetics of mackinawite formation
favors it as the initial corrosion product seen in most
situations. Overall, however, there is currently no
clearly defined relationship between the nature of
the sulfide layer and the underlying corrosion process.
It is generally thought that all types of ferrous sulfide
layers offer some degree of corrosion protection for
mild steel.

At very high H2S concentrations, elemental sulfur
can appear and lead to severe localized corrosion.
Large amounts of elemental sulfur can precipitate
out of the gas stream and can even block the line,
due to the changes in pressure and temperature.
Alternatively, when there is O2 present, the most
likely pathways for formation of elemental sulfur
are as follows:

� ferrous sulfide reacts with O2 and converts to iron
oxide forming elemental sulfur probably via:

3FeSþ 2O2 ! Fe3O4 þ 3S ½73�

� at very high H2S concentration, the following
reaction can occur to yield elemental sulfur:

2H2Sþ O2 ! 2H2Oþ 2S ½74�
At very high temperatures, an alternative pathway is

H2S ! H2 þ S ½75�
Localized corrosion by elemental sulfur occurs via a
reaction with the iron in the steel, represented by the

Mild steel

Ferrous sulfide   

Ferrous carbonate 

Figure 16 SEM images showing a cross-section view of a

mixed ferrous carbonate and ferrous sulfide layer formed on
mild steel; 60 �C, pH 6, pCO2

¼ 7.7bar, pH2S ¼1.2mbar,

1ms�1 single phase flow in a 100mm ID pipe, 25day

exposure.
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overall reaction

Feþ S ! FeS ½76�
It is not very clear at this stage what the detailed
mechanism of this reaction is. It appears that rapid
attack is seen only when direct contact of sulfur with
the steel is achieved in the presence of water. A more
in-depth discussion about the corrosion mechanisms
of mild steel involving elemental sulfur exceeds the
scope of this review.

2.25.3.3 Calculation of Mild Steel
H2S Corrosion Rate

Due to the complexity of the underlying processes
and a lack of mechanistic understanding, predictive
models of H2S corrosion were not readily available
until recently. One approach40 which has the capabil-
ity to address a few simple H2S corrosion scenarios is
presented below. A pure H2S corrosion environment
is described first followed by a mixed H2S/CO2

corrosion scenario.

2.25.3.3.1 Pure H2S aqueous environment

Due to the presence of the inner mackinawite film
and the outer porous sulfide layer, it is assumed that
the corrosion rate of steel in H2S solutions is always
under mass transfer control. One can then write the
flux of H2S due to:

� convective diffusion through the mass transfer
boundary layer as

FluxH2S ¼ kmðH2SÞ cH2S � coðH2SÞ
� � ½77�

� molecular diffusion through the liquid in the
porous outer sulfide layer as

FluxH2S ¼
DH2Sec
dos

coðH2SÞ � ciðH2SÞ
� � ½78�

� solid state diffusion through the inner mackinawite
film as

FluxH2S ¼ AH2S exp �BH2S

RTk

� �
ln

ciðH2SÞ
csðH2SÞ

 !
½79�

In a steady state, the three fluxes are equal to each
other and are equivalent to the corrosion rate as

CRH2S ¼ FluxH2SMFe=rFe ½80�
further corrected for appropriate corrosion rate unit.

By eliminating the unknown interfacial concen-
trations coðH2SÞ and ciðH2SÞ from eqns [77] to [79], the
following equation is obtained for the flux (corrosion
rate) due to H2S:

FluxH2S ¼ AH2S ln

cH2S�FluxH2S
dos

DH2Sec
þ 1

kmðH2SÞ

 !

csðH2SÞ
½81�

This is an algebraic nonlinear equation with respect
to FluxH2S, which does not have an explicit solution
but can be solved by using a simple numerical algo-
rithm such as the interval halving method or similar
methods. These are available as ready-made routines
in spreadsheet applications or in any common com-
puter programming language. The prediction for
FluxH2S depends on a number of constants used in
the model which can be either found in handbooks
(such as DH2S), calculated from the established theory
(e.g., kmðH2SÞ) or are determined from experiments
(e.g., AH2S; csðH2SÞ). The unknown thickness of the
outer sulfide layer change with time and need to be
calculated as described below.

It is assumed that the amount of layer retained on
the metal surface at any point in time depends on the
balance of:

� layer formation kinetics (as the layer is generated by
spalling of the thin mackinawite film underneath it
and by the precipitation from the solution), and

� layer damage kinetics (as the layer is damaged by
intrinsic or hydrodynamic stresses and/or by
chemical dissolution):

gSRR
Sulfide layer
retension rate

¼ gSFR
Sulfide layer
formation rate

� gSDR
Sulfide layer
damage rate

½82�

where all the terms are expressed in kmolm�2 s�1. In
order to simplify the calculations, it can be assumed
that in the typical range of application (4< pH< 7),
precipitation and dissolution of ferrous sulfide layer
do not play a significant role and so it can be written

SRR ¼ CR� SDRm ½83�
Some experiments involving mackinawite have shown
that even in stagnant conditions about half of the outer
sulfide layer that forms is lost from the steel surface
due to intrinsic growth stresses by internal cracking
and spalling, that is, SDRm � 0:5CR, so one obtains:

SRR ¼ 0:5CR ½84�
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that is, about half of the iron corroded is found on the
steel surface in the form of mackinawite. It is not
known if and how this ratio is different when other
types of ferrous sulfide layers form, for example, the
more adherent and protective pyrrhotite. Moreover,
additional experimentation is required to determine
how themechanical layer damage is affected by hydro-
dynamic forces.

Once the layer retention rate SRR is known, the
change in mass of the outer sulfide layer can be easily
calculated as

Dmos ¼ SRRMFeSADt ½85�
The porosity of the outer sulfide layer was deter-
mined to be very high (e � 0:9) by comparing the
weight of the layer with the cross-sectional SEM
images showing its thickness. On the other hand,
this layer has proven to be rather protective (i.e.,
impermeable to diffusion) which can only be
explained by its low tortuosity arising from its lay-
ered structure. By comparing the measured and
calculated corrosion rates in the presence of the
outer sulfide layer, the tortuosity factor was calcu-
lated to be c ¼ 0:003.

A time-marching explicit solution procedure
could now be established where

1. the corrosion rate FluxH2S in the absence of outer
sulfide layer can be calculated by using eqn [81],
and assuming dos ¼ 0;

2. the amount of sulfide layer dmos formed over a
time interval Dt is calculated by using eqn [85];

3. the new corrosion rate FluxH2S in the presence of
sulfide layer can be recalculated by using eqn [81];

4. a new time interval Dt is set and steps 2 and 3
repeated.

At very low H2S gas concentrations (ppmw range),
there is very little dissolved H2S and the corrosion
rate is directly affected by pH. A mackinawite layer
still forms and controls the corrosion rate; however,
the corrosion process is largely driven by the reduc-
tion of Hþ ions, rather than of H2S. By analogy with
the approach laid out above, the following expression
is obtained for the flux of Hþ ions controlled by the
presence of the ferrous sulfide layers:

FluxHþ ¼ AHþ ln

cHþ � FluxHþ

�
dos

DHþec
þ 1

kmðHþÞ

�

csðHþÞ
½86�

The flux FluxHþ is directly related to the corrosion
rate by Hþ ions:

CRHþ ¼ FluxHþ

2

MFe

rFe
½87�

further adjusted for the appropriate corrosion
rate unit.

By solving eqns [81] and [86] sequentially in time,
the total corrosion rate in mixed pure H2S aqueous
environments can be calculated as

CR ¼ CRH2S þ CRHþ ½88�

2.25.3.3.2 Mixed CO2/H2S environments

For mild steel corrosion in mixed CO2/
H2S containing environments, one can account for
the effect of CO2 by assuming that the rate
controlling step in this additional process is the dif-
fusion of CO2 through the ferrous sulfide layers.
Then a similar expression can be obtained for the
corrosion rate due to CO2:

FluxCO2
¼ACO2

ln

cCO2
�FluxCO2

�
dos

DCO2
ec

þ 1

kmðCO2Þ

�

csðCO2Þ
½89�

The flux FluxCO2
is equivalent to the corrosion rate

by CO2:

CRCO2
¼FluxCO2

2

MFe

rFe
½90�

further adjusted for appropriate corrosion rate unit.
By solving eqns [81], [86], and [89], the total

corrosion rate in mixed CO2/H2S environments can
be calculated as

CR ¼ CRH2S þ CRHþ þ CRCO2
½91�

2.25.3.4 Limitations of Modeling of
Aqueous H2S Corrosion of Mild Steel

The calculation model presented above covers
uniform H2S and CO2/H2S corrosion. There are
numerous limitations:

� It does not predict localized corrosion in either
environment.

� While it covers a very broad range of H2S partial
pressures, it is not recommended to use this model
below pH2S ¼ 0.01mbar or above pH2S ¼ 10 bar.
Similar limits apply to the CO2 partial pressure.
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This leaves a very broad area of applicability for
the present model.

� This H2S model does not account for any precipi-
tation of ferrous sulfide, ferrous carbonate, or any
other scale; therefore, in cases where this is
deemed important for corrosion, the model should
be used with caution. The model also does not
account for various transformations of sulfide
layer from one type to another which are known
to happen over time.

� The present model does not account for dissolu-
tion of the sulfide layer that may occur at very low
pH. Therefore, the use of this model at pH< 3 is
not recommended. Similarly, the model should be
used with caution for pH> 7 where it has not been
tested.

� The model in its present state does not cover the
effect of organic acids on mixed H2S and CO2/
H2S corrosion, and therefore it should not be used
when organic acids are present in the system.
A practical threshold for the validity of the present
model is <1 ppm of organic acids in the brine.

� The model does not account for the effect of
high chloride concentrations, oxygen, elemental
sulfur or any other unspecified condition, which
is known to affect the corrosion rate and is not
explicitly covered in the theoretical underpinnings
discussed above.

While this calculation model is clearly not inclu-
sive of all the important processes in aqueous
H2S corrosion of mild steel, it is believed that the

main underlying assumptions about the formation
and protective nature of a mackinawite layer are
correct. The comparison of the performance of this
model with experimental data is given in the follow-
ing section, which covers the main factors affecting
CO2/H2S corrosion of mild steel.

2.25.3.5 Key Factors Affecting Aqueous
H2S Corrosion of Mild Steel

Some of the key factors affecting aqueous H2S corro-
sion are discussed in these sections, and the experimen-
tal results are compared with the model described
above.

2.25.3.5.1 Effect of H2S partial pressure

Corrosion rate of mild steel at extremely low
H2S partial pressures is seen in Figure 17 wherein
atmospheric glass cell experiments pH2S ranged from
0.0013–0.32mbar, corresponding to 1–250 ppmm in the
gas phase at 1 barCO2. Clearly, this is a CO2 dominated
corrosion scenario (pCO2

/pH2S ratio is in the range
103–106); however, the presence of H2S controls the
corrosion rate. Even when present in such minute
amounts, H2S reduces the pure CO2 (H2S-free) corro-
sion rate by 3–10 times due to the formation of a thin
mackinawite film. Themodel presented above success-
fully captures this effect as shown in Figure 17.

At higher H2S partial pressures, the same effect is
observed as shown in Figure 18, which shows results
from autoclave experiments conducted at a very high
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Figure 17 The corrosion rate vs. partial pressure of H2S; experimental data (exp.) shown as points, model predictions
(mod.) shown as lines; conditions: total pressure p ¼ 1bar, pCO2

¼1bar, pH2S ¼ 0.0013–0.32mbar, T ¼ 20 �C, reaction time

24 h, pH 5, 1000 rpm. For reference: pure CO2 corrosion rate is measured to be 1mmyear�1. Data taken from Lee.41
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total pressure (p¼ 138 bar) and a high CO2 partial
pressure (pCO2

¼13.8 bar). When comparing the pre-
dictions with the experimental results, it can be seen
that the model underpredicts the observed rate
of steel corrosion by approximately a factor of 2.
However, when this is compared with a pure CO2

(H2S-free) corrosion rate under the same conditions
(which is not reported but can be predicted to be
almost 20mmyear�1), the accuracy of the model can
be considered as reasonable. At the highest pCO2

/pH2S

ratio of 3500 (pCO2
¼ 13.8 bar, pH2S ¼ 40mbar), CO2

accounts for �70% of the corrosion rate and 30%
can be ascribed to H2S. At the lowest pCO2

/pH2S ratio
of 1180 (pCO2

¼ 13.8 bar, pH2S ¼ 116mbar), CO2

accounts for �57% of the corrosion rate and 43%
can be ascribed to H2S.

Corrosion rates of mild steel at very high partial
pressures of H2S (pH2S ¼ 3–20 bar) and CO2

(pCO2
¼ 3–12.8 bar) for exposures lasting up to 4 days

are shown in Figure 19. This is a situation where the
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¼ 4bar,

pH2S¼20bar, T¼ 70 �C, 91h; Test D: p¼15.7bar, pCO2
¼3.5 bar, pH2S¼12.2bar, T¼ 65 �C, 69h; Test E: p¼20.8bar,
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taken from Bich and Goerz.43
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H2S was the dominant corrosive species. At the high-
est pCO2

/pH2S ratio of 1.8 (pCO2
¼ 5.3 bar, pH2S ¼ 3 bar),

H2S generated �86% of the corrosion rate. At the
lowest pCO2

/pH2S ratio of 0.2 (pCO2
¼ 4 bar, pH2S ¼ 20

bar), H2S generated 97% of the overall corrosion rate.
It is also noted that the model predictions show that
the corrosion rate in the first reaction hour is on
average 20mmyear�1 with an initial corrosion rate
of 60mmyear�1 and a final corrosion rate of 10mm
year�1. The pitting corrosion rate was reported to be
30mmyear�1 in a field case with similar conditions,
which is related to the very high, H2S-driven corro-
sion seen at the beginning of experiments before a
thick protective ferrous sulfide film forms.

2.25.3.5.2 Effect of flow

The effect of flow velocity in H2S corrosion is shown
in Figure 20 for the three long-term experiments
reported by Omar et al.44 Flow loop experiments
lasting 15–21 days were conducted at severe condi-
tions: high partial pressure of H2S (pH2S¼10–30 bar),
high partial pressure of CO2 (pCO2

¼3.3–10 bar) and
low pH 2.9–3.2. No effect of velocity on the uniform
corrosion rate could be observed in these long-term
exposures, which is due to the build-up of a thick
protective sulfide layer. The model predictions also
shown in Figure 20 confirm this trend and show a
remarkable agreement with the experimental results

in the less extreme experiments 1 and 2 (pCO2
¼ 3.3

bar; pH2S ¼ 10 bar) both at low (25 �C) and high tem-
perature (80 �C). In experiment 3 which was con-
ducted at the most extreme set of conditions
(pCO2

¼ 10 bar; pH2S ¼ 30 bar) and high temperature
(80 �C) the model overpredicts the corrosion rate by
a factor of 2.5. In all three experiments reported by
Omar et al.,44 the pCO2

/pH2S ratio was about 0.3, that is,
the corrosion process and corrosion rate were
completely dominated by H2S, which contributed
�95% of the corrosion rate.

2.25.3.5.3 Effect of time

A marked decrease of corrosion rate with time was
seen in autoclave tests as reported in Figure 19 above;
the same was observed in stratified pipe flow experi-
ments where pure CO2 corrosion rate decreased with
time due to the presence of H2S, as shown in Figure 21
below. The latter is also a mixed CO2/H2S corrosion
scenario. At a pCO2

/pH2S ratio of 200 (pCO2
¼ 2 bar,

pH2S ¼ 4mbar), the CO2 contribution to the corro-
sion rate is 75% with most of the balance provided
by H2S. At the pCO2

/pH2S ratio of 28 (pCO2
¼ 2 bar,

pH2S¼70mbar), both CO2 and H2S account for
�50% of the overall corrosion rate.

Corrosion experiments at high temperature
(120 �C), high partial pressures of CO2 (pCO2

¼ 6.9
bar), and H2S (pH2S ¼ 1.38–4.14 bar) in exposures
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Figure 20 The corrosion rate vs. velocity; experimental data (exp.) shown as points, model predictions (mod.) shown as

lines; exp 1.: 19days, p¼40bar, pCO2
¼3.3 bar, pH2S ¼ 10bar, T¼ 80 �C, pH 3.1, v¼1–5ms�1; exp 2.: 21days, p¼40bar,

pCO2
¼ 3.3bar, pH2S¼10bar, T¼25 �C, pH 3.2, v¼1–5ms�1; exp 3.: 10days, p¼40bar, pCO2

¼10bar, pH2S ¼30bar,

T¼ 80 �C, pH 2.9, v¼1–5ms�1; experimental data taken from Omar et al.44

Corrosion in Acid Gas Solutions 1295

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



lasting up to 16 days are shown in Figure 22.
A steadily decreasing corrosion rate was observed
due to build-up of a protective ferrous sulfide layer.
The effect of pH2S increase on corrosion rate was very
small and practically vanished over time. Both these
effects were readily captured by the model with very
good accuracy as seen in Figure 22. In this case, the
H2S is the dominant corrosive species. At the highest
pCO2

/pH2S ratio of 5 (pCO2
¼ 6.9 bar, pH2S ¼ 1.38 bar),

H2S generated �70% of the corrosion rate. At the

lowest pCO2
/pH2S ratio of 1.67 (pCO2

¼ 6.9 bar,
pH2S ¼ 4.14 bar), H2S generated 82% of the overall
corrosion rate.

The longest H2S containing corrosion experi-
ments which are practically achievable in the lab are
of the order of a few weeks or at best a few months,
while predictions are meant to cover a period of
at least a decade, in order to be meaningful. With
this in mind, it is interesting to take the experimental
conditions above (pCO2

¼ 6.9 bar, pH2S ¼ 3.45 bar,
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T¼ 120 �C, pH 4, v¼ 10m s�1) and extend the simu-
lation to 25 years. The result is shown in Figure 23.
The corrosion rate was predicted to start out rather
high as observed in the experiments; however, it was
reduced to below 0.1mmyear�1 after 2 years and
was as low as 0.03mmyear�1 after 25 years. The aver-
age corrosion rate over this period was only 0.06mm
year�1, which amounts to a wall thickness loss of only
1.5mm over the 25 years, an acceptable amount
by any practical account. Actually, most of the other
conditions simulated have shown that rather low
H2S uniform corrosion rates are obtained for very
long exposures, which agrees with general field expe-
rience as recently discussed by Bonis et al.33 Never-
theless, no quantitative long-term lab data are
currently available to back-up these long-term predic-
tions, and therefore they should be used with caution.

2.25.3.6 Localized H2S Corrosion of Mild
Steel in Aqueous Solutions

Localized H2S corrosion of mild steel is even less
understood than its uniform counterpart. While it is
not very common, anecdotal evidence exists that has
linked localized H2S corrosion in aqueous environ-
ments to other factors such as high chloride content,
the presence of elemental sulfur and the transforma-
tion of one type of sulfide into another. Intense research
of these topics is ongoing with a breakthrough in
understanding expected in the decade to come.
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Glossary
Aromatic A hydrocarbon containing one or more

conjugated (i.e., repeated single and

double) bonds in the form of a ring

(e.g., benzene – C6H6).

Asphaltenes Molecular substances found in crude

oil that have some of the properties of

asphalt, with high viscosity and melting

point. Practically they are defined as crude

oil fractions that are generally insoluble in

n-heptane (C7H14) but soluble in toluene

(CH3�C6H5).

Grease A solid or semi-solid lubricant material that

consists of calcium, sodium or lithium soap

that is emulsified with mineral or vegetable oil.

Oligomer A compound containing a limited

(generally small) number of monomer units

(as opposed to a polymer, which in principle

contains a large number of monomer units).

Olefin A hydrocarbon that contains unsaturated

bonds (e.g., ethene – C2H4).

Paraffin A hydrocarbon that contains no

unsaturated bonds (e.g., ethane – C2H6).

Soap A metallic salt of a fatty acid.
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Abbreviations
ASTM American Society for Testing and Materials

BS British Standard

EP Extreme pressure

VI Viscosity index (L, M, or H – low, medium, or high)

TAN Total acid number

TBN Total base number

SOA Spectrographic oil analysis

2.26.1 The Nature of Lubricating Oils
and Greases

2.26.1.1 Introduction

Lubricants and fuels are not generally regarded as
being corrosive, and therefore, in order to appreciate
how corrosion can occur in lubricant systems, it is
necessary to understand something of their nature.
Once lubricants were almost exclusively derived from
animal (e.g., whale) or vegetable (e.g., castor) oils or fats
butmodern requirements bywayof volume and special
properties have made petroleum the main source
of supply. The production of lubricants represents
between 1 and 2% of all petroleum products by vol-
ume but considerably more by value and type.

The main function of most lubricants is to reduce
friction and wear between moving surfaces and to
abstract heat. They also have to remove debris from
the contact area (e.g., combustion products in an
engine cylinder) or swarf in metal-cutting operations
(e.g., in metal-working fluids). They may also be
required to protect the lubricated or adjacent parts
against corrosion, but this is not a prime function of
most lubricants. On the other hand, many lubricants
do contain corrosion inhibitors and some lubricating
oils, greases, mineral fluids, and compounds are
specially formulated to prevent the corrosion of
machinery or machine parts, particularly when
these components are in storage or in transit (e.g.,
temporary protectives).

2.26.1.2 Lubricating Oils

There are many hundreds of different varieties of
lubricants, many of them tailored to meet specific
requirements. For some applications, vegetable oils
(especially those derived from the castor oil plant)
are still preferred. However, due to the volume
requirements petroleum-derived (mineral) lubricant
base oil stocks predominate.1

Mineral base oils may be distillates or from resi-
dues and are derived from the vacuum distillation of
a primary distillate with a boiling point range gener-
ally above that of gas oils (i.e., above about 200�C).
They are mixtures of hydrocarbons, generally con-
taining more than about 20 carbon atoms per mole-
cule, and range from thin, easily flowing long-chain
‘spindle’ molecules to thick, branched, ‘cylinder’ oils.
For hydrocarbons having the same number of carbon
atoms per molecule, generally, the higher the propor-
tion of carbon to hydrogen, the more viscous the oil
and the lower the viscosity index.

Distillate lubricating oils can be conveniently
divided into three groups: low viscosity index oils
(LVI oils), medium viscosity index oils (MVI oils), and
high viscosity index oils (HVI oils). LVI oils are made
from naphthenic distillates with low wax contents so
that costly dewaxing is not required. MVI oils are
produced from both naphthenic and paraffinic distil-
lates; generally, the paraffinic distillates have to be
dewaxed (i.e., those fractions that are solid at room
temperature need to be removed from the base oil).
The residues from the vacuum distillation can also be
refined to provide very viscous lubricants; thus, residues
from paraffinic base oils are generally solvent extracted
and dewaxed. The main use of these products (bright
stocks) is as blending components for heavy lubricants.

The mineral base oil fractions may be further
categorized as predominantly long-chain aliphatic
(paraffinic) hydrocarbons or aromatic hydrocarbons,
depending on the crude feedstock. For higher perfor-
mance, base oils may be synthesized to produce a
more tightly specified range of compounds such as
olefin oligomers and polyolefinic aromatics that are
not present in the original crude oil feedstock.
Although such materials can cost 5–10 times more
than the conventional materials, their properties are
more predictable and their performance (e.g., ther-
mal and chemical stability) is significantly improved.

The primary component of a lubricant, which com-
monly comprises over 70% and generally up to 98% of
the volume of the material, is the base oil stock. To this
are added further components that modify and improve
the overall performance of the lubricant for specific
purposes. Additives that are present in most formula-
tions include: viscosity modifiers, detergents and dis-
persants, antifoaming agents, oxidation inhibitors, and
corrosion inhibitors (often called ‘rust inhibitors’). Addi-
tives for specific purposes include biocides and antiwear
and extreme pressure (EP) components, which are for-
mulated to react with metal bearing surfaces under
extreme conditions to produce a low friction surface.
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2.26.1.3 Greases

Greases, in contrast to oils, are solid or semisolid lubri-
cants that are made by thickening lubricating base oils
with gelling agents such asmetal ion salts of long-chain
fatty acids (i.e., soaps), lubricious solids such as talc,
mica, graphite, and molybdenum disulfide, as well as
the conventional additives mentioned above. Typical
greases are formulated from approximately a 1:1 ratio of
lubricating base oil with emulsifying agent (usually cal-
cium, sodium, or lithium soaps of long-chain fatty acids)
plus additives. Greases are used where lubrication may
be infrequent and/or where the lubricant is required to
remain in place over a significant length of time.Greases
are essentially emulsions of the base oil with the soap as
the emulsifying agent and second phase and are thixo-
tropic; that is under high shear the viscosity falls to
values more representative of the base oil used in the
formulation. Thus, they are ideal for lubrication of bear-
ings and similar components. Since many vegetable oils
are long-chain hydrocarbons and contain reactive func-
tionality (i.e., double bonds or hydroxyl groups) they
may be easily processed into fatty acids. Hence, many
greases use fatty acid soaps derived from vegetable oils
(e.g., castor oil).

2.26.2 Deterioration of Lubricants

2.26.2.1 Deterioration by Combustion
Products

Lubricating oils deteriorate in service in two primary
ways: they become contaminated and they undergo
physical and chemical changes due to oxidation.2 In
engines the common contaminants are airborne dust
and wear products, unburnt fuel, fuel combustion pro-
ducts, and water. The oxidation products are mainly
acidic materials and asphaltenes. Asphaltenes in asso-
ciation with fuel contaminants and water tend to form
solids such as sludges and lacquers that can coat com-
ponent parts and become entrained in the lubricant.
The acidic materials resulting from oxidation of the
lubricant oil are generally weak organic acids. How-
ever, contamination by fuel combustion products (i.e.,
oxides of sulfur and nitrogen) is the source of almost
all strong-acid contamination in lubricants. Recent
trends in fuel compositions have resulted in the
amount of sulfur, particularly in diesel fuels for auto-
motive use, being reduced considerably. However,
heavy fuel oils and residual diesel fuels can contain
several percent of sulfur by weight. This sulfur is
oxidized to sulfur acids, and sulfuric acid condensate

may be encountered on the cooler surfaces. In petrol
(gasoline) the sulfur content is now generally very
small to negligible. Historically, halogen compounds
added to gasoline as scavengers for lead-based anti-
knock compounds could be oxidized to halogen acids;
however, with the general elimination of lead in this
role, this is no longer of significant concern.

Water, absorbed from the environment or as a
product of combustion, exacerbates the problem of
acids in oils as the presence of water both promotes
corrosion and solvates any ions present, including
hydrogen ions from combustion acids. For this reason,
lubricant oils for internal combustion engines fre-
quently contain additives to combat acidity. Generally
however, provided the water content in lubricating oil
remains below about 0.1%, few problems occur.

2.26.2.2 Oxidative Degradation

Apart from unusual and highly specialized materials
(i.e., lubricants based on silicone chemistry or fully
fluorinated hydrocarbons) lubricants, being hydrocar-
bon based, are relatively susceptible to deterioration
by oxidation.3 Oxidation, being a thermally activated
process, will increase in rate with temperature
although this will depend on the nature of the com-
pound being oxidized. Thus, oils with a high aromatic
content (LVI and some MVI oils) tend to oxidize to
give sludge-forming compounds, although some naph-
thenic oils give organic acids. Paraffinic (long-chain)
oils (HVI and some MVI oils) oxidize more slowly to
give weak acids.4 In a plentiful supply of oxygen, oxi-
dation proceeds at a significant rate at temperatures
above about 60–130�C depending on the composition
of the lubricant. This oxidation is a complex process
that typically involves the formation of organic perox-
ides as intermediates, which facilitate further hydro-
carbon chain scission (breaking) or polymerization to
form tars, sludges, and varnishes. Oxidation of hydro-
carbons is catalyzed by the presence of transition
metals with multiple oxidation states, such as copper,
iron, and lead.

Oxidative degradation of hydrocarbons will, of
course, lead eventually to the formation of carbon
dioxide and water. Generally, however, lubricants
form intermediate oxidation products, including
aldehydes, ketones, and alcohols, with carboxylic
acids as the common final oxidation products. Thus,
the acidity of lubricating oils during use tends to
increase as a function of time. Also, the intermediates,
especially ketones and aldehydes, can polymerize,
especially in the presence of strong acids from the
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products of combustion (nitric and sulfuric). The
presence of acidity is clearly corrosive to components
and will form metal ion carboxylates (soaps) that are
catalytic to oxidation. Thus, the oxidation of octane is
accelerated from 5–10 times in the presence of 500
ppm iron octanoate3 and excessive copper or iron will
generally significantly enhance oxidation of lubri-
cants at higher temperatures.5 Lubricant (and fuel)
additives may be formulated to control oxidation,
corrosion, acidity, and radical formation in order to
limit the degradation of the lubricant. However, such
additives will themselves degrade (or be consumed)
with time, hence the importance of regular changes
of engine lubricants.6

2.26.2.3 Biodeterioration

Hydrocarbons provide a potential nutrient source
of carbon for microorganisms and, consequently, lubri-
cants and fuels are susceptible to biodeterioration by a
range of fungal andmicrobial species.7 Indeed, selection
of specific microbial strains is of increasing interest as a
mechanism of bioremediation of waste hydrocarbons.
Lubricants are not normally susceptible to biodegrada-
tion unless they contain a significant separated water
phase. However, the presence of 10–100ppm water is
sufficient to permit microbial growth on interfaces;
thus, apparently water-free – (<0.1%) lubricants can
contain significant microbial contamination. Lubri-
cants can be particularly susceptible to biodeteriora-
tion since they contain essential elements for microbial
activity (e.g., phosphorus, sulfur, nitrogen, etc.) in sig-
nificant quantities. Engine and machinery lubricants
that operate at a sufficiently high temperature in a
closed environment will be essentially sterile. How-
ever, significant problems occur where lubricants are
used at lower temperatures. Thus, metal-working
lubricants (cutting fluids, etc.) that are left, for periods
of time, open to the air at room temperature have
increased susceptibility to microbial attack8 unless a
suitable biocide is present in the formulation.

2.26.3 Lubricant Additives

2.26.3.1 Types of Additive

The progressive development of engines and general
machinery resulting in more arduous operating con-
ditions, and particularly the use of longer oil-change
periods, means that neither straight mineral oils nor
compounded oils (mineral oils to which a proportion
of an animal or vegetable oil has been added) are
adequate for modern service requirements.

Despite the introduction of new, improvedmethods
of refining, it has been necessary to enhance the per-
formance of lubricants by the use of additives, either to
reinforce existing qualities or to confer additional
properties. Thus, almost all quality lubricants on sale
today contain one or more additives. An enormous
range of additives are available for use in lubricants,
some produced by the oil companies and others
provided by specialist manufacturers.9 Additives are
usually named after their particular function, but
many additives are multifunctional. Thus, an antiwear
additive may also protect a surface against corrosion.
Themain types of additive that can enhance the behav-
ior of lubricants are listed in Table 1.

As can be seen from Table 1, many compounds
are multipurpose and can act in a number of ways,
some beneficial, some detrimental. The selection of
additives thus involves a careful balance of properties
for the required application.

2.26.3.2 Extreme Pressure Additives

Many additives, essential to the performance of the
lubricant, provide no corrosion protection and some
additives may become corrosive in certain circum-
stances. Thus, extreme pressure (EP) antiwear additives
contain chemical groups which are designed to react
chemically with metal surfaces when normal lubrica-
tion fails, forming easily sheared layers of metal
oxides, sulfides, chlorides, or phosphates, thereby
preventing catastrophic wear and seizure. Reaction
between EP compounds and metal surfaces should
only occur at local hot spots and the layers formed are
extremely thin.10 However, if the operating condi-
tions are very severe these layers are continually
generated and removed as they fulfill their antiwear
function. A process of this nature is sometimes called
‘chemical’ wear, and if sliding surfaces operate con-
tinually under these conditions loss of metal from the
rubbing surfaces can ultimately result in failure.
Alternatively, all the EP additive may be used up
(depleted) and then failure by seizure will occur. EP
agents are intended to cater for the occasional over-
load condition and it must be emphasized that
machinery should be designed so that it does not
require the continual action of EP agents to function
satisfactorily. Obviously, the selection of an EP addi-
tive requires great care; if it is too active, it may give
rise to excessive metal removal (effectively corrosion)
under normal operating conditions. Also, if a compo-
nent is prone to ‘fatigue pitting’ (a form of contact
fatigue in which fatigue cracks grow in such a way as
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to cause ‘chips’ of metal to detach from the surface) in
service the presence of an overactive EP agent may
result in corrosion fatigue.

2.26.3.3 Interactions Between Additives

Modern high-performance lubricants contain a number
of additives, each with a particular, special function.
Thus, a turbine lubricant may contain an oxidation
inhibitor, a rust inhibitor, an EP agent, and an anti-
foam compound. A high-grade diesel-engine lubricant
may contain a viscosity improver, a dispersant, an anti-
oxidant, a corrosion inhibitor, a basic compound, a
pour-point depressant, and an antifoam compound.
Sometimes, these additives may have undesirable side
effects or interact adversely; in turbine oil, the rust
inhibitor may act as an emulsifier, interfering with
demulsification; in a diesel lubricant, the dispersant
may promote oil oxidation. Frequently anticorrosion
additivesmay not be able to exert their maximum effect
because they are competing for sites on metal surfaces.
The development of successful new lubricating oils
requires skill and experience and always necessitates
considerable laboratory and field testing in order to
strike the right balance between the various additives.

2.26.3.4 Additives in Greases

All classes of additive mentioned earlier may be
incorporated in the oil phase of greases and have
similar function. However, with greases there is also
the opportunity to employ oil-insoluble species that
will partition to the emulsifying (soap) phase. The
complete range of conventional water-soluble corro-
sion inhibitors, for example, nitrites and molybdates,
can thus be easily incorporated into greases. How-
ever, care is required to avoid unwanted antagonistic
interactions with other additives.

2.26.3.5 Sulfur-Containing Additives

Sulfur compounds occur naturally in most lubricants
and many oil additives contain sulfur. In a properly
formulated lubricant, these sulfur compounds should
be inactive at ambient temperature. At elevated tem-
peratures, they may decompose to give more active
materials which can stain and corrode metals, partic-
ularly silver and copper. However, these same sulfur
compounds have many beneficial qualities; this is
why they are not removed completely in refining
and why they are used as additives.

Table 1 Lubricant oil additives that can enhance anticorrosive function

Additive Function Chemical types

Antioxidant To increase oxidation resistance of

lubricants by interfering with the reactions
that give rise to acid and asphaltene

(polymer) formation

Oil-soluble amine and phenol derivatives

(<120�C), dialklydithiophosphates and
compounds listed below as metal

deactivators (>120�C)
Metal deactivator To form inactive protective films on metal

surfaces which would otherwise catalyze
oxidation and corrosion reactions

Trialkyl and triaryl phosphites, organic

dihydroxyphosphines, some active
sulfur compounds, diamines; for

greases mercaptobenzothiazole and

phosphites
Corrosion/rust inhibitors To protect metal surfaces, particularly

bearing surfaces, against corrosion/to

eliminate rusting in the presence of

moisture

Zinc dialklydithiophosphates; esters and

derivatives of dibasic acids (e.g.,

barium and calcium sulphonates)

Water repellents To impart water-resistant properties,

particularly in greases

Aliphatic amines, hydroxyl fatty acids

and organosilicone polymers

Basic compounds To neutralize acids Barium and calcium salts of sulphonic

acids and alkyl salicylic acid
Dispersants/detergents To keep insoluble combustion and oxidation

products in suspension and dispersed

Salts of phenolic derivatives, polymers

containing barium, sulfur and

phosphorus; calcium or barium salts of
sulphonic acids

Antiwear/extreme pressure To protect metal surfaces from binding

together (seizure) by formation of a surface

reaction product that is easily sheared
under local high pressures and

temperatures

Sulfur or phosphate esters/amines,

halogenated compounds (the latter are

decreasing in use)
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Thus, sulfur compounds in lubricants generally
act as antioxidants, preventing acid and sludge for-
mation. They can also adsorb or react to form thin
films on metal surfaces protecting them from acid or
peroxide attack. In addition, sulfur compounds are
often used as EP agents. The oil chemist must try to
strike a balance; the activity of the sulfur must be high
enough for it to exert a beneficial effect and yet not so
high as to stimulate corrosion.

All too frequently lubricants containing sulfur are
exposed to more severe operating conditions than
intended, and staining and corrosion may result. With
traditional bearing materials, such as those containing
silver and copper, significant corrosion can result, par-
ticularly where the sulfur-containing species have par-
tially degraded. A more widespread problem is the
corrosion of phosphor–bronze alloys (containing
about 10% tin) particularly where temperatures can
exceed 200�C. Two important metallurgical factors
affecting the corrosion resistance of phosphor–bronze
alloys are the amount of alloying element in solution in
the copper-rich phase and the porosity of the alloy. For
example, if the amount of tin in the solution can be
increased by special casting techniques or heat treat-
ments, the corrosion resistance is greatly increased.
Similarly, zinc or silicon in solution also increases the
resistance of copper to sulfur corrosion. If the alloy is
porous the lubricant is drawn into the pores where it
stagnates, and, at high temperatures, becomes very
corrosive. Thus, as noted above, copper catalyzes oil
oxidation with the consequent formation of corrosive
sulfur compounds.

The most satisfactory solution to such problems
is to employ corrosion-resistant bearing alloys. Tra-
ditional alloys with relatively high levels of tin and
alloys of the gunmetal type, containing 2–4% zinc,
have proved completely satisfactory. The substitution
of zinc for phosphorus gives sounder castings and
improves the corrosion resistance of the copper-rich
matrix. More modern bearing materials such as ther-
mally sprayed aluminum–copper–tin–(indium) have
much improved resistance to such corrosion.11

2.26.4 Corrosion in Specific
Lubricant Systems

2.26.4.1 Internal Combustion Engine
Lubricants

Engine lubricants are exposed to severe operating
conditions, being subjected to high temperatures,
the products of combustion and a plentiful supply

of oxygen. Consequently, unless the oil is changed at
appropriate intervals, strong mineral acids and weak
organic acids may accumulate. In addition, droplets
of water may be formed and these can contain strong
mineral acids derived from the fuel combustion gases.
These droplets sometimes give rise to emulsions
which deposit in the colder portions of an engine,
for example, on the rocker-box covers; ferrous sur-
faces are most affected by this condensed moisture.
A special dynamic corrosion test has been developed
to study corrosion in these two-phase (water-in-oil)
systems.12 Problems associated with the retention of
water in engine lubricants are likely to become more
acute as antipollution devices are fitted to engines.
The harmful effects are best countered by antirust
and basic additives, and in diesel engines burning
high-sulfur fuels, for example, marine diesel engines,
very high levels of lubricant basicity are required.

Cast or sintered copper–lead or lead–bronze
alloys are still widely used for engine bearings. The
lead phase in such bearings is readily attacked
by weak organic acids and almost all the lead can
be leached out unless preventive measures are em-
ployed. However, the lead may be protected by an
overlay of a lead–tin or lead–indium alloy.13 About
3% tin or 5% indium in lead will render the lead
resistant to attack by oil-oxidation acids. One reason
why leaded bearings are protected by an overlay, and
not by incorporating the protective alloying elements
in the underlying lead, is that both tin and indium
dissolve preferentially in copper.14 In a cast or sin-
tered bearing, therefore, any tin or indium will be
found in solution in the copper-rich phase, leaving
the lead-rich phase susceptible to attack. Aluminum–
copper–tin alloys, which are increasingly used in
modern automotive applications, are significantly
more resistant to corrosion than conventional copper
and lead-based alloys.

2.26.4.2 Corrosive Wear

Modern efficient engines that require extended service
intervals and minimum maintenance, and that are able
to accept a wide range of fuels whilst meeting strict
exhaust emission standards, present special lubrication
problems. In particular it is essential that the lubricant
can prevent corrosion from fuel combustion products
retained in the engine. Corrosive wear can be reduced
or prevented by alkaline additives that can neutralize
the acids responsible, by additives that prevent the acids
reaching metal surfaces and by antirust additives that
are adsorbed on metal surfaces and prevent the access
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of water and oxygen.15 Often all three additive types
will be used in association although their relative con-
centrations will depend on the nature of the corrosive
agents. In spark-ignition engines the use of nonconven-
tional fuels such as compressed natural gas (methane),
liquefied petroleum gas (propane and butane), metha-
nol, ethanol and lead-free gasoline can give specific
corrosion problems.16 Broadly, organic acids of shorter
chain length and greater acidity (lower pKa) are gener-
ated from such fuels comparedwith normal gasoline, so
higher additive levels are required.

Diesel-fuel sulfur levels can range from about
0.2% to 5.0%. The higher levels only occur in low-
and medium-speed engines operating on residual
fuels, but because of the high combustion pressures,
sulfuric acid condensate forms at temperatures up to
200�C. On cross-head engines, which have indepen-
dent cylinder lubrication systems the neutralizing
power of the fresh oil depends on both oil feed rate
and alkalinity.17 The alkalinity of the lubricant is
measured as the total base number (TBN) and lubri-
cants with a TBN exceeding 100 are now available.
This means that the lubricant has an acid neutralizing
capacity equivalent to a 10% aqueous solution of
KOH in oil-soluble form. Experience shows that
when fuels with sulfur contents of 2.0% or more are
used, the TBN of oils draining from the cylinders
should not fall below 10 if excessive wear rates are to
be avoided. However, the use of highly alkaline cyl-
inder oils with low sulfur fuels is not recommended;
not only is it needlessly expensive, it can also give rise
to high wear rates.15,17 In splash-lubricated piston
engines running on high sulfur fuels, the copious
quantities of oil splashed up from the crank case
provide a greater reservoir of alkalinity and an initial
TBN of 25–30 is generally adequate. Nevertheless,
the TBN of the oil should not fall below about 3
times the sulfur content of the fuel.

2.26.4.3 Steam Turbine Lubricants

Lubricants in steam turbines are not exposed to such
arduous conditions as those in engines. Thus, their
main requirement is for high oxidation stability.
However, they may be exposed to aqueous conden-
sate or, in the case of marine installations, to sea water
contamination, so they have to be able to separate
from water easily and to form a rust-preventing film
on ferrous surfaces, and it is usual to employ rust
inhibitors. The problem of tin oxide formation on
white-metal bearings is associated with the presence
of water condensate in lubricants and can be

overcome by keeping the lubricant dry or by the
incorporation of appropriate inhibitors.18

2.26.4.4 Gear Lubricants

In addition to the usual oxidation and corrosion
inhibitors, lubricants for heavily loaded gears almost
always contain EP additives containing sulfur, chlo-
rine, or phosphorus. In order to function, these addi-
tives must react locally with the metal surfaces, and
yet the extent of the reaction should not be such that
it could be described as corrosive, or promote fatigue
pitting. These EP additives may be quite safe with
ferrous surfaces, but may cause severe corrosion on
copper alloys, for example, on bronze worm wheels,
if for any reason excessive temperatures arise. Some
turbine lubricants have to lubricate the turbine gears
as well as the turbine; in these circumstances, any EP
additives employed should not be corrosive in the
presence of moisture.

2.26.4.5 Cavitation and Erosion

Cavitation and consequent erosion are an insidious
cause of failure in plain bearings and hydraulic sys-
tems.19 Vapor cavities form locally in reduced pres-
sure areas of the lubricating fluid and then collapse
rapidly in higher pressure regions. The shock waves
generated by the vapor collapse can result in mecha-
nical (impact) damage on surfaces. Common causes
of cavitation are pressure fluctuations associated with
the flow of the liquid and the vibration of a surface in
contact with it. Unlike other kinds of damage, vapor
cavitation is generally encountered on the unloaded
areas of bearings. When the damage is due solely to
cavitation, the damaged surfaces are rough: when
foreign particles are present they are smooth (cavita-
tion–erosion). Vapor cavitation can remove protec-
tive films, such as oxides, from metals and so initiate
corrosion. In addition, the very high local pressures
and temperatures associated with the final stage of
cavity collapse can induce chemical reactions that
would not normally occur. Thus certain additives
are damaged by cavitation and their decomposition
products can be corrosive.

2.26.4.6 Metal-Working Lubricants

Metal-working lubricants can be divided into two cate-
gories: metal cutting lubricants and metal forming
lubricants.20 Three types of cutting fluids are widely
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used: soluble oils, water base fluids and straight cutting
oils. Soluble oils are low-viscosity mineral oils (con-
taining emulsifying agents) that, when added to water,
form stable oil-in-water emulsions. Their main func-
tion is to cool the workpiece rather than to lubricate,
but they should contain rust inhibitors to prevent
corrosion of both the workpiece and the machine.
Water base fluids contain no oil and employ the normal
corrosion inhibitors used in coolants, for example,
sodium nitrite, sodium benzoate, and triethanolamine
phosphate. Straight cutting oils are used in severe
operations where good lubrication is essential, and
generally contain EP additives that should be carefully
selected so that they do not corrode (stain) the work-
piece or the machine tool. For example, very active
sulfur compounds should not be employedwith copper
alloys. Chlorinated additives should be stable in moist
air to avoid the risk of hydrochloric acid formation.

Metal-forming lubricants include formulations for
rolling, drawing, extruding and forging. A vast range
of compounds including fatty oils and compounded
oils are used in these operations, and a major require-
ment is that they should not stain the workpiece
during the forming operation or during subsequent
annealing or in storage. Consequently, all oils and
additives employed should be completely volatile, in
addition to affording protection against rusting.

2.26.4.7 Water Base Lubricants

In some applications, for example, mining machinery,
nonflammable lubricants are specified and water base
or water-containing fluids are used. Standard corro-
sion inhibitors are used to combat corrosion but even
a small amount of water in a mineral oil lubricant can
adversely affect the fatigue life of components such as
rolling bearings and gears.21 Worthwhile improve-
ments in fatigue life can be achieved by using addi-
tives of a completely different nature and by special
heat-treatment techniques.22

2.26.4.8 Lubricants for Other Applications

Specially formulated lubricants are required for
steam engines, compressors and exhausters, refrigera-
tors, hydraulic equipment, textile machinery, trans-
formers and switchgear, nuclear power plants, and
many other diverse applications. Most of these lubri-
cants will contain a carefully balanced set of additives,
including some to prevent corrosion either directly
by protecting the metal surface, or indirectly by

preventing deterioration of the lubricant and combat-
ing the action of contaminants. When corrosion is
encountered with a specialized lubricant, the cause
is not likely to be any weakness on the part of the
lubricant; it is probable that the lubricant is being
exposed to extreme operating conditions, far more
than those for which it was designed.

2.26.5 Monitoring and Testing

2.26.5.1 Oil Condition Monitoring

Historically, regular changes in lubricant ensured
that they remained in optimum condition. However,
lubricants are expensive and users have no wish to
change them until necessary. Thus, much greater
attention is now given to intermittent or continuous
(online) monitoring of the condition of the oil and
associated machinery.23 Oil condition monitoring is
often extended to include techniques that give
advance warning of the deterioration or impending
breakdown of the machinery, whether or not this is
associated with loss of performance of the lubricant.
Conventional condition monitoring collects particu-
late debris, for example, by magnetic filtration, and
subjects these to ex situ analysis, typically for elemen-
tal components. Such methods include ferrography
and spectrographic oil analysis SOA.24 More recent
techniques have been developed for online (in situ)
use and these include particle counting, infrared
analysis,25 electrical methods26 as well as online vis-
cosity27 measurement.

2.26.5.2 Testing

Methods for the testing and analysis of lubricants are
the subject of many Company, National, and Interna-
tional Standards.28 Typical tests for used diesel engine
oils include viscosity, fuel dilution, flash point, water
content, ash level, insoluble species, and neutraliza-
tion value. Neutralization value is a measure of the
acidity (total acid number, TAN), or alkalinity (total
base number, TBN) of the oil. Laboratory examina-
tion of used oil samples and reporting results takes
time and the simpler tests can be used in the field.
Extensive tests for the performance (oxidation resis-
tance) as well as for the corrosivity of oils and greases
also exist and lie within the BS2000 series (now gen-
erally superseded) and the ASTM ‘D’ series. Thus, the
most commonly known test for corrosivity of lubri-
cants is the copper strip corrosion test specified in
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BS 2000-112:2005; ‘‘Methods of test for petroleum
and its products: Determination of corrosiveness to
copper of lubricating grease (copper strip method),’’
which is broadly equivalent to ASTM D 130.

2.26.5.3 Health and Safety

The solvent action of mineral oil base stocks can cause
skin problems and prolonged exposure has been found
to be carcinogenic.29 Thus, the use of additives that
might be in any way harmful to health, for example
orthotricresyl phosphate (antiwear) and sodium mer-
captobenzothiazole (anticorrosion), is discouraged
and discontinued where skin contact is likely. The
presence of fungi and bacteria in water base or water-
contaminated lubricants such as machining fluids and
marine diesel crankcase lubricants may promote cor-
rosion and are potentially of concern to health.30

More broadly, increasing environmental concerns in
recent years is driving research on environmentally
friendly disposal of used lubricants and substitution
of nonbiodegradable mineral oils with fully biode-
gradable oils that are often plant derived.31
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Glossary
Biocompatibility The extent to which an implanted

material elicits an immune response in a

host.

Carcinogen Cancer causing.

Cardiac Related to the function of the heart.

Cytotoxicity Toxic towards cells.

Extracellular The space outside the plasma

membranes of cells and occupied by fluid;

literally means outside the cell as opposed to

intracellular which is inside the cell.

Hematoma A collection of blood, usually partially

clotted, that results from the breakage of

veins or blood vessels.

Inflammatory response Part of the human body’s

initial response to injury or infection.

In vitro Experiments conducted outside the body;

literally means in-glass.

In vivo Data collected from materials implanted

within a live subject, human or animal.

Orthodontic An area of dentistry concerned with

treatment of the inability to bite correctly, due

to the misalignment of teeth, irregular tooth

growth or disproportionate relationship

between the upper and lower jaws.

Oral lesions Abnormal tissue in or around the

mouth, usually caused by disease or trauma.

Oral mucosa Mucous membranes of the mouth.

Osteoporosis Thin or porous bones caused by

lack of calcium or stress shielding by

load-bearing implants.

Prosthesis An artificial device that replaces a

missing body part.

Pathological changes The human body’s initial

response to injury or infection.

Pulmonary Related to the function of the lungs.
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Serum Blood plasma from which clotting factors

have been removed.

Shape-memory alloy A material that, after it has

been deformed, regains its original geometry

by heating, due to temperature-dependent

martensitic phase transformation.

Sherman plates Metal plates used to hold

fractured bones in place to allow them to

heal; typically the plate is screwed to the

bone.

Abbreviations
ASTM American Society for Testing and Materials

FCC Face Centered Cubic

ISO International Standards Organization

L Low carbon

PREN Pitting resistance equivalent number

¼%Crþ (3.3%�Mo)þ (16�%N)

SCC Stress corrosion cracking

SHE Standard hydrogen electrode

VM Vacuum melted

2.27.1 Introduction

Corrosion is of concern to the biomedical industry for
two reasons. The first is common to all industries,
being ‘how will a device’s lifetime/performance be
impacted by corrosion?’ However, the second concern
is specific to the biomedical industry, being ‘will the
metallic ions that leach out of the device build up to
levels sufficient to harm the patient, for example, by
causing tumors to develop?’ There is little known
about what represents longterm safe limits for metallic
ion concentrations in the body, and therefore, these
could well be exceeded at corrosion rates that are
insignificant with respect to the physical performance
of the implant. Corrosion problems in dental applica-
tions are more common, mainly due to the high acidity
and chloride contents of many foodstuffs. Fortunately,
fixtures in the oral cavity are readily accessible for
repair or replacement, but the toxicity of the metals
leaching out is a major concern.

In most industries, corrosion is typically con-
trolled by either coatings or altering the local envi-
ronment. Unfortunately, until recently, coatings were
of limited use for protecting surgical implants, since
many of these (especially orthopedic devices) are

subjected to wearing and abrasion processes. Like-
wise, the environment within the human body is
essentially fixed, and therefore, it is not possible to
lower the temperature or raise the pH. As a result, the
only available method of reducing corrosion rates
within the human body has been to fabricate the
biomedical devices from a corrosion-resistant mate-
rial. Nevertheless, since the late 1970s, this approach
has been extremely successful, at least with respect to
extending the lifetime of biomedical devices, thanks
to the development of a range of corrosion-resistant
alloys that have reduced the number of failures to
extremely low levels. Besides, many of the few corro-
sion failures that still occur can be traced either to
poor quality control or to an unexpected and unusu-
ally aggressive local environment around the implant,
due to pathological changes in the surrounding tissue
as this reacts to the surgical procedure. The remain-
ing early failures of surgical implants are due to
either fatigue or fretting, which may or may not be
accelerated by corrosion.

Nevertheless, the lack of consensus over what
represents safe levels for metallic ion concentrations
within the body, or even which metals are toxic, means
that the concerns about extended exposure to even
very low levels of corrosion products resulting in
medical complications remain. Furthermore, average
life expectancies are increasing and the average age of
patients receiving implants is decreasing. Ironically,
this is both in part due to the modern popularity of
physical sports, which place a large strain on joints,
and therefore, the required performance lifetime of
devices, and with it, the likelihood of both the corro-
sion-related failures and health problems instigated by
elevated metallic levels is increasing. Additionally, a
number of advanced materials, such as shape-memory
alloys, are being introduced into the biomedical in-
dustry often with very little prior thought given to
corrosion protection.

2.27.2 Historical Development

The earliest use of metallic materials in dental appli-
cations was over 4000 years ago in ancient Egypt;
although initially for aesthetic purposes, by about
700 BC, this had developed to the level of using
gold bridgeworks to secure false teeth formed out of
ivory and bone. However, the modern era of using
metallic surgical implants to fix damaged bones only
began at the beginning of the twentieth century. Of
the metals and alloys available at that time, vanadium
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steel, developed in 1912, offered the best combina-
tion of corrosion resistance and mechanical strength.
Although this alloy had poor tissue compatibility, it
was not until the 1930s that austenitic stainless steels
became sufficiently available as a viable alternative,
first with compositions similar to that of grade 304
and later with molybdenum additions, that is, evol-
ving towards grade 316L, which was endorsed by the
American College of Surgeons in 1946.1 In 1981, a
22Cr13Ni5Mo stainless steel was introduced for hip
implants, but this was rapidly superseded by the
introduction of high-nitrogen austenitic stainless
steel, which offered the same corrosion resistance
but without the need for a high-nickel content to
maintain the FCC structure, dramatically reducing
costs. In response to fears of nickel toxicity, the begin-
ning of this millennium saw the introduction of nickel-
free or low-nickel austenitic stainless steels implants,
such as the nitrogen-strengthened 23Mn21Cr1Mo
(ASTM F2229-02).

Cobalt–chromium–molybdenum alloys were first
used in dentistry in the late 1920s and then for
surgical implants in the late 1930s. The high cor-
rosion resistance and apparent good biocompatibi-
lity made these alloys a favored material for
orthopedic devices, but during the 1950s, the better
strength-to-weight ratio of titanium meant that it
started to increase in popularity; CoCrMo alloys
remained the preferred choice in the United States
up to the late 1960s. In 1974, the Ti6Al4V alloy,

which has a much higher ultimate tensile strength
than the commercial purity titanium, was introduced
for trauma implants, and by the end of that decade,
it had become the material of choice in ortho-
pedic surgery, although CoCrMo alloys were still
regularly used.

The late 1980s and 1990s saw the beginning of the
introduction of advanced materials for biomedical
applications, including rare earth magnets and NiTi
shape-memory alloys. In the present decade, zirco-
nium alloy joint prostheses were introduced and
important advances have been made in the application
of wear-resistant titanium nitride coatings.1 Undoubt-
edly, the nature of surgical and dental implant materi-
als will continue to evolve in the coming decades.

2.27.3 Health Effects Related to
Corrosion in Body Fluids

There is no doubt that surgical implants do raise the
level of metallic elements in the body, as illustrated by
the data displayed in Table 1.2–34 However, the form
of the metal released into the body is often unchar-
acterized, for example, particulate matter or soluble
ions, with the role of serum protein binding being
virtually unknown. Furthermore, there is still no
agreement over what constitutes safe levels for metals
within human body fluids and tissues. Although cobalt,

Table1 Approximate concentrations of metals in the human body with and without a total-joint replacement implant2–4

Metal ion concentrations: body fluids (mM); tissues (ppm)

Co Cr Mo Ni Ti Al V

Serum Normal 0.003 0.001 – 0.007 0.06 0.08 <0.02
Implant 0.007 0.006 – <0.16 0.09 0.09 0.03

Blood Normal 0.002 0.058 0.009 0.078 0.35 0.48 0.12

Implant 0.33 2.1 0.104 0.50 1.4 8.1 0.45

Liver Normal 120 <14 – – 100 890 14
Implant 15 200 1130 – – 560 680 22

Lung Normal – – – – 710 9830 26

Implant – – – – 980 8740 23
Spleen Normal 30 10 – – 70 800 <9

Implant 16 000 180 – – 1280 1070 12

Lymphatic Normal 10 690 – – – – –

Implant 390 690 – – – – –
Heart Normal 30 30 – – – – –

Implant 280 90 – – – – –

Source: Hallab, N. J.; Jacobs, J. J.; Gilbert, J. L. In Joint Replacement and Bone Resorption; Shanbhag, A., Rubash, H. E., Jacobs, J. J.,
Eds.; Taylor & Francis: New York, 2006; pp 211–254.
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chromium, and nickel are essential trace elements, in
excess, all these lead to carcinogenesis as well as other
ailments;2 likewise, vanadium leads to cardiac dysfunc-
tion and hypotension,2 while iron has been linked with
Parkinson’s disease.5 Excess aluminum can cause anae-
mia,2 but claims that it causes Alzheimer’s disease have
been proved to be completely unfounded.6 Titanium
is a nonessential element, which is usually considered
inert, but pulmonary disease has been reported in
titanium production workers as well as in rats exposed
to TiO2 dust.

2

The potential to cause cancer is obviously a major
concernwith metallic implants. Memoli et al.7 reported
a slight increase in sarcoma cancers in rats when
implanted with devices with high Cr, Co, or Ni con-
tents, and a significant number of implant site tumors
have been reported in cats and dogs with stainless steel
implants, but fortunately to date, malignant tumors
associated with implants in humans are rare.8 Never-
theless, the number of reported cases is increasing and
is likely to continue to do so as the patient age
decreases and the life-expectancy increases.9

Health concerns with orthodontic devices are also
mainly associated with metal release, particularly
nickel from stainless steels and the NiTi shape-
memory alloy.10 With respect to amalgams, apart
from the release of toxic mercury, the main concern
is the development of lesions of the oral mucosa that
can lead to leukoplakia, lichen planus, and oral
cancers. Early reports linked these lesions to the
potential associated with galvanic cells that can
exist between amalgams and precious metal restora-
tion, and hence these have been termed galvanic
lesions.11,12 However, galvanic cells appear to be
commonplace among healthy populations; Phillips
et al. 13 did not find any evidence of leukoplakia in
rats that were subjected to galvanic currents.14 More
recent studies have found that the lesions are usually
caused by contact hypersensitivity to mercury15; the
oral mucosa may be either in direct contact with an
amalgam or contain some mercury deposits resulting
from amalgam corrosion.16 Clinical signs of amalgam
corrosion have been reported to be significantly
more frequent in patients suffering from oral lichen
planus than in controlled groups, and of course,
any galvanic cells between amalgams and precious
metals would accelerate the corrosion and thus exas-
perate the problem.17 Nevertheless, lesions of the
oral mucosa caused by amalgam restorations are
rare and can usually be solved by replacement of
the amalgam.15

2.27.4 Environments Encountered
in Biomedical Applications

Upon detecting the presence of a foreign entity, the
body will produce enzymes and attempt to ingest the
foreign object. If the foreign object is too large to be
ingested, such as a surgical implant, the body will
isolate and encapsulate the object in a fibrous tissue
membrane. As such, the implant remains continuously
exposed to extracellular tissue fluid. Although the
actual compositions of body fluids are complicated,
in terms of corrosiveness, the most important charac-
teristics are the chloride, dissolved oxygen, and pH
levels. The biological components in body fluids, for
example, phosphates, cholesterols, and phospholipids,
are usually considered either to play no role in the
corrosion process or to exist at insignificant levels.
Figure 1(a) shows the typical environmental condi-
tions expected within a range of different body fluids,
superimposed on the Pourbaix diagram for chromium
in the presence of chloride ions.18,19 From this diagram,
it can be predicted that stainless steels and cobalt–
chromium–molybdenum alloys are likely to suffer cor-
rosion in many of the environments found within the
body, but titanium would be in the passive state for
virtually all physiological solutions (Figure 1(b)). For-
tunately, the body fluid most likely to be encountered
by an implant is blood, which contains �0.9% NaCl
and under normal conditions is at pH 7.4, with a redox
potential in the vicinity of 0.0V versus standard hydro-
gen electrode (SHE) and body temperature of�37 �C.
Under these conditions, many stainless steels and
cobalt–chromium–molybdenum alloys can be expect-
ed to be in the passive state.

A review by Solar20 in 1979 concluded that inor-
ganic solutions based on 0.9% NaCl were satisfactory
substitutes for human body fluids when studying the
behavior of passive metals. As a result, the majority of
in vitro corrosion experiments have been conducted in
either 0.9% NaCl or standard isotonic solutions, such
as SBF-K9, Ringer’s, or Hank’s solution, in which
additions of bicarbonate and calcium chloride tend to
be the main difference to a simple NaCl solution.
Dissolved oxygen levels in blood are lower than in
saline solutions exposed to air atmospheres, by factors
of about 2 and 6 for arterial blood and for veinal blood,
respectively. Conversely, bicarbonate levels are about
20 times higher in blood than in saline solutions
(Table 2).21–23 Usually, no attempt is made to lower
the dissolved oxygen content of the isotonic NaCl
solutions to that of the veinal blood, which may
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explain some of the minor differences between the
in vitro and in vivo corrosion behaviors of surgical
implant materials.22,24 In addition, the minor compo-
nents in blood, which are usually ignored in in vitro

studies, have occasionally been blamed for accelerated

in vivo corrosion rates, for example, it has been
reported that proteins can lower the pitting potential
of 304L stainless steel.25 Overall, it appears that typical
body fluids are slightly less aggressive than is seawater,
indeed Zitter26 recommends that if a stainless steel is
to be used to fabricate a biomedical device, it should
have a pitting resistance equivalent number (PREN)
not less than 26, somewhat below the value of 40
usually required for stagnant seawater.

Finally, it needs to be understood that the surgical
operation plus the presence of the implant itself may
cause the surrounding tissue to undergo severe patho-
logical changes that can result in the development of a
more corrosive environment. For example, Laing27

reported that the buildup of hematomas, a condition
that could last several weeks, can force the pH in the
vicinity of a freshly inserted surgical implant down to
as low as pH 4.0. Likewise, the initial stages of the
inflammatory response can lead to the generation of
hydrogen peroxide and elevated protein levels, both of
which may favor the initiation of pitting and crevice
corrosion.21,28,29 Furthermore, the degree to which
pathological changes occur depends not only on the
biological activity of any released corrosion products,
but also on the size and shape of the implant, which
means that the extent of the pathological changes will
vary across the surface of an implant. This could lead to
the development of electrochemical cells and the po-
tential gradients necessary to drive localized corrosion.

The environment within the oral cavity is not
well defined. There are a number of recipes for arti-
ficial saliva, of which the most common is that of
Fusayama30 (NaCl, 0.400 g dm�3; KCl, 0.400 g dm�3;
CaCl2�H2O, 0.795 g dm

�3;NaH2PO4�H2O, 0.69 g dm
�3;

Na2S�9H2O, 0.005 g dm
�3; pH 5.5), which may be

acidified with citric acid to pH 4.0. However, in
reality, the makeup of human saliva varies consider-
ably between individuals, especially in the sulfide

Table2 Comparison of oxygen and carbon dioxide

levels in real and simulated human body fluids.21–23

PO2

(mmHg)
PCO2

(mmHg)
HCO3

�

(mM)

Human artery
blood

85–100 35–45 25

Human veinal

blood

40 42–48 25

Rabbit artery

blood

78 31 20

Rabbit veinal

blood

28 39 23
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Figure 1 Representative environmental conditions for

various body fluids superimposed on Pourbaix diagrams

for (a) chromium in solutions containing chloride and (b)

titanium. The shaded zones represent the conditions for
physiological solutions as suggested by Schenk.19

Adapted from Blackwood, D.J.; Seah, K.H.W.; Teoh, S.H. In

EngineeringMaterials for Biomedical Applications; Teoh, S.H.,
Ed.; World Scientific: Singapore, 2004; pp 3.1–3.56, with

permission from World Scientific.
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content, which can cause tarnishing of both silver-
and gold-based amalgams. In any case, many food-
stuffs are acidic with high-chloride levels, and are
thus far more corrosive than saliva. Moreover, oral
hygiene has a strong affect on the corrosiveness of
the oral environment. Many dental products also
contain fluoride, some of the specialist varnishes
used by dentists being over 2 wt% fluoride, which
can cause corrosion even in commercial purity tita-
nium.31 An example of the problem of defining the
environment for the oral cavity is illustrated in the
work of Schiff et al.,32 who investigated the corro-
sion performance of different orthodontic wires. All
showed excellent resistance in artificial saliva, but
in monofluorophosphate-containing mouthwashes,
NiTi-based alloys were found to suffer strong corro-
sion, while TiNb alloys and TiMo-based alloys gave
satisfactory performance. However, when a mouth-
wash containing stannous fluoride was used, the NiTi
alloys outperformed the other two alloys, the TiMo
alloys corroding badly.

2.27.5 Metals and Alloys Used in
Biomedical Applications

In addition to an alloy’s mechanical and corrosion
resistance properties, its surface finish is also an
important aspect for biomedical devices. The type
of surface finish required on an implant is very
much dependent on its final use. For example, on
the one hand, for prostheses implants usually a
rough surface is desirable, as this promotes attach-
ment to the surrounding bone or cement. On the
other hand, implants that come into contact with
the blood stream, such as vials or reservoirs used to
hold the chemicals required in chemotherapy, need
to have smooth surfaces to prevent provoking throm-
bus or crystal formation of the applied chemothera-
peutics. As a result, the compositions, mechanical
properties, and surface finish of the major types of
metals and alloys available are governed by a range of
international and national standards, most notably,
the various parts of ISO 5832.

2.27.5.1 Titanium and Titanium Alloys

Titanium has excellent corrosion resistance to most
environments likely to be found in vivo, with the possi-
ble exception of acid anoxic regions (e.g., gastric fluids)
where the protective passive oxide may not form. The
ability of the passive oxide film to provide corrosion

protection can be improved by anodizing; note that
earlier concerns that anodizing may reduce titanium’s
resistance to stress corrosion cracking (SCC) and cor-
rosion fatigue appear to be unfounded.33

Titanium alloys have even better strength-
to-weight ratios than does pure titanium, but not
quite as high a resistance to pitting corrosion as the
parent metal has, and problems can be encountered if
the local redox potential is high and the pH low. The-
oretically, these conditions could exist during the ini-
tial stages of the inflammatory response following
surgery, when both a reduction in pH and hydrogen
peroxide production can occur, but the author is not
aware of any such clinical cases.21,27–29 Overall, tita-
nium alloys have better corrosion resistance than do
cobalt–chromium–molybdenum alloys and stainless
steels.

In the previous decade, concerns about the cyto-
toxicity of vanadium have led to the development of
a number of new alloys as potential replacements for
the dual phase (aþ b phases) Ti6Al4V alloy; there
have been reports of elevated metal levels in soft tissues
and bones surrounding implants fabricated from
this alloy.34 Many of the potential replacements are
b stabilized, which allows a lower elastic modulus and
thus should aid bone growth, but at the cost of lower
wear and fatigue resistances. However, two replace-
ment alloys, Ti15Mo5Zr3Al and Ti6Al2Nb1Ta0.8Mo,
have already been used in hip prostheses in cemented
and noncemented applications, respectively, with app-
arently excellent clinical results.35

Despite their excellent corrosion resistance and
biocompatibility, titanium and its alloys are still not
the perfect biomedical materials, as their poor shear
strength makes them unsuitable for screws and other
forms of fastener devices. This can lead to fixation
problems if galvanic corrosion is to be avoided
between the titanium alloys and attaching screws. In
addition, titanium alloys also have a high coefficient of
friction, which means that wear particles may form if
rubbing against bone or another implant surface
occurs; the latter case has led to failures due to fretting
corrosion, in which the passive oxide film is worn
away.36 The poor fretting resistance of the Ti6Al4V
alloy represents its most serious drawback for use in
load-bearing prosthesis, and therefore, considerable
effort has been made to find possible solutions.37–40

Encouraging results have been reported for both ano-
dizing and titanium nitride coatings.37,41 Anodization
has the advantages of low cost and ease of operation,
while the nitride-coated Ti6Al4V has the better fret-
ting resistance38; both techniques have demonstrated
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biocompatibility.37,42 Recently, a zirconium alloy con-
taining 2.5% niobium has been introduced for joint
prosthesis. A thick oxide layer formed on the Zr2.5Nb
by heating to 535 �C gives it a far superior wear
resistance to that of titanium alloys.43 Zr alloys have
similar corrosion resistance properties to titanium, but
are difficult to machine as they show pyrotechnic
tendencies.

2.27.5.2 Cobalt–Chromium–Molybdenum
Alloys

The main alloys used are based on either CoCrMo
alloy, which has been used extensively in dentistry
and more recently for artificial joints, or CoCrNiMo,
which has a very high ultimate tensile strength and
thus is used for making the stems of prostheses for
heavily loaded joints. Molybdenum is added to
improve the mechanical properties by decreasing
the grain size, rather than to improve the corrosion
resistance. These alloys have excellent resistance to
most forms of corrosion, including crevice corrosion
and corrosion fatigue, but fretting corrosion can
cause failures. The nickel-containing alloys have the
better corrosion resistance, and ASTM F1058
(40Co20Cr15Ni7Mo) has a long track record as a
permanent implant alloy.44 However, concerns
about the release of toxic Ni2+ ions have resulted in
the CoCrMo alloy, ASTM F75 being the dominant
cobalt–chromium–molybdenum alloy in use today.
A final concern with using CoCrMo alloys is the
potential release of chromate, a known carcinogen,
into the body. This worry also applies to stainless
steels, since these too contain chromium, although
at lower levels.

2.27.5.3 Stainless Steels

Early attempts to use 12% Cr Sherman plates with
type 304 stainless steel screws led to predictable
galvanic corrosion problems; nonetheless, some of
these plates remained in patients for over 30 years,
only being removed when tumors (nonmalignant)
develop over the corroding implants.45 The galvanic
corrosion problem was solved by using an all type 304
stainless steel construction, but this did not prevent
problems associatedwith pitting and crevice corrosion.
Nevertheless, small type 304 stainless steel Sherman
plates have been removed from patients after �30
years of service without any sign of corrosion; possibly
the low oxygen content of body fluids prevented the
pitting potential from being exceeded.21 In contrast, a

number of cases of larger type 304 stainless steel
implants developing localized corrosion problems
shortly after implantation have been reported.46

These apparently contradictory results bear testament
to the importance of the pathological changes that
accompany the healing process in the first few weeks
after surgery, and the extent of the healing process can
be expected to be dependent on the size of the
implant.21

The development of the molybdenum-containing
type 316L stainless steel led to a significant decrease
in the number of failures related to localized corro-
sion. However, from a review of failures during the
years 1980–1989, Zitter26 suggested that a PREN
greater than 26 was required to prevent in vivo pitting
corrosion, which is slightly above the PREN of most
type 316L stainless steels produced, making this
grade more suitable for temporary implant devices.
The PREN value can be pushed above the recom-
mended threshold of 26 by the addition of nitrogen,
which also has the advantage of increasing the ulti-
mate tensile strength of the material, but at the
expense of a lower elongation at fracture. During
the last two decades, the importance of sulfide and
phosphide inclusions in pit initiation processes
has been recognized and this has led to the develop-
ment of type 316LVM stainless steel, in which the
nonmetallic inclusion content is reduced by vacuum
melting. The composition of the 316LVM grade
is usually slightly above the normal 316 specifica-
tion, typically being 18Cr14Ni3Mo, such that its
PREN value of �28 is above Zitter’s threshold
limit. The recently developed low-nickel stainless
steels such as 23Mn21Cr1Mo (ASTM F2229-02)
are nitrogen strengthened, which can also push their
PREN beyond 26.

The superior mechanical and formability proper-
ties of stainless steels over titanium alloys are a great
advantage in orthodontic applications. However, the
consumption of acidic food and beverages means
that there is a much greater risk of localized corro-
sion in the oral cavity than inside the body. To
counter this threat, ultraclean high-nitrogen austen-
itic stainless steels have been developed, for example,
21Cr10Ni3Mo0.3Nb0.4N.47

2.27.5.4 Nickel–Titanium Alloy

NiTi is a shape-memory alloy with super-elasticity, a
property that is of interest in both surgical and dental
applications. Mantovani48 reviewed the possible uses
of NiTi in medical appliances, typical applications
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including dental braces, medical staples, and nails.
The most likely form of corrosion on NiTi is pitting;
its resistance to pitting in body fluids appears to be
similar to that of 316L stainless steel type.49 However,
NiTi fares worse than stainless steel orthodontic
wires in acidified artificial saliva.50 Given that there
is some evidence that nickel initiates cancer, the high
nickel content of NiTi is a matter of concern.2 To
date, studies indicate that the amount of nickel
released into the body from the corrosion of NiTi
depends on the local environment and the tests in
artificial saliva showed similar Ni release rates to
316L stainless steel,51 while in simulated body fluids,
the NiTi released three times as much nickel as in
artificial saliva.52 Rather alarmingly, Heintz et al.53

found that when fibroblast cells adhere to the NiTi
alloy, they damage the oxide film, leading to rapid
localized corrosion and that this has caused failures in
stent wires of explanted endovascular grafts. Hashi-
moto and Morita54 have also reported significantly
higher nickel ion release rates in the presence of
living fibroblast cells. The mechanism by which this
accelerated corrosion occurs is not yet known, possi-
bly the attached fibroblasts lead to the development
of occluded electrochemical cells. Nevertheless, the
biocompatibility of NiTi, as determined in short-
term in vivo tests on guinea pigs, was reported to be
comparable with type 316LVM stainless steel.55 This
view appears to be supported by the largely favorable
surgical clinical evidence available to date, including
excellent biocompatibility in tendon tissue, minimal
corrosion on retrieved implants, and nickel concen-
trations in the major organs at levels similar to those
for stainless steel devices.56 However, the concerns
about potential Ni release and its poor performance
in dental applications have led to a number of efforts
aimed at improving the NiTi alloys’ resistance to pit-
ting corrosion, the most promising techniques being
diamond-like carbon coatings and nitriding.57–59

Recently, a new nickel-free shape-memory alloy has
been developed, Ti18Nb4Sn, with a corrosion resis-
tance in simulated body fluids apparently comparable
with that of commercial titanium.60 Once acceptable
biocompatibility of this alloy has been demonstrated,
there is a good chance of it eventually replacing NiTi,
at least in orthodontics.

2.27.5.5 Porous Materials and
Metallic Foams

As demonstrated earlier, titanium alloys and CoCrMo
alloys have excellent corrosion characteristics for the

construction of surgical implants. However, the elastic
moduli of these solid metallic alloys are much higher
than those of human bone, which means that stresses
are not transferred to the surrounding bone effec-
tively, leading to irregular bone growth and osteopo-
rosis. One possible solution to this problem is to use
porous implant materials that have lower elastic mod-
uli closer to those of human bone. Such porous mate-
rials not only have the advantage of a more suitable
elastic modulus, but also open up the possibility of
allowing bone growth into the implant itself, thereby
improving the adhesion and thus reducing the likeli-
hood of fatigue or fretting failures. Unfortunately, the
corrosion rates of porous titanium, porous CoCrMo,
and porous NiTi in simulated body fluids have all
been reported as being significantly higher than those
of their solid counterparts, possibly due to crevice
corrosion within the pore matrix.61–64

Very recently, interest has been shown in metallic
foams, in which a foaming agent helps to control the
porosity that can be up to 80%.65 It has been reported
that, for such titanium foams, corrosion rate as low as
0.07 mmyear�1 can be obtained after aging for 6 days
in a simulated body fluid (0.01M phosphate buffer
pH 7.4, 0.027M KClþ 0.137M NaCl), which is com-
parable with or even better than that of solid tita-
nium.66 However, since the wetted surface area of a
foam is more than 1000 times its geometric area, the
concentration of metallic ions released is still much
higher from foams than from solid materials, increas-
ing the risk of health problems related to elevated
metal levels in body tissues.

2.27.5.6 Magnesium Alloys

At first sight, most readers will be surprised at the
suggestion of fabricating biomedical devices out of a
material that corrodes as readily as magnesium; how-
ever, corrosion can in fact be a desirable feature!
Preliminary investigations are being conducting into
the use of magnesium alloys as degradable implants
for musculoskeletal surgery,67 the idea being that
magnesium ions encourage bone cell activation so
that the bone slowly regenerates as the metal cor-
rodes. This represents an interesting new challenge to
corrosion scientist: how to tailor the corrosion rate of
the Mg alloy to match the bone regrowth rate? How-
ever, it should be noted that Witte et al.67 reported
that in vivo corrosion rates were four orders of mag-
nitude lower than in vitro rates, and that the order of
relative performance between the various Mg alloys
tested changed with environment, leading these
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authors to conclude that the present ASTM standard
in vitro corrosion tests are unable to predict the in vivo
corrosion rates of magnesium alloys.

2.27.5.7 Rare Earth Magnets

There are a number of ternary alloys containing rare
earth elements that have remarkably strong magnetic
properties, such as the samarium–cobalt family.
Although originally developed for the magnetic stor-
age industry, these alloys are used in a number of
specialized medical applications, for example, as den-
tal keepers; the strong magnetization is used to keep
dental fixtures in place. Unfortunately, these rare
earth magnets have very poor corrosion resistances
and cannot be directly inserted into any body fluid.
One solution is to completely seal the magnet inside
a stainless steel cladding, but this must not reduce the
effectiveness of the magnetization, which rules out
the austenitic steels. In the case of dental keepers,
ferritic stainless steels with chromium levels as high
as 55% have been used, sufficient to withstand
the most corrosive foodstuffs. The magnets hold the
dental fixture to a ferromagnetic material usually
cemented into a residual tooth root; typically this is
a Pd–Co alloy offering good corrosion resistance, but
there are concerns about the leaching of cobalt ions,
which are cytotoxic at high concentrations.68

2.27.5.8 Dental Amalgams

Dental amalgams are high-strength multiphase
alloys, which makes them vulnerable to localized
galvanic or intergranular corrosion between the dif-
ferent phases. The majority of modern dental amal-
gams are prepared from two types of alloys:
conventional silver tin amalgam and high-copper
amalgams. The high-copper amalgams have superior
clinical properties with a higher resistance to corro-
sion.69 The corrosion of any amalgam is of concern, as
it leads to the release of mercury into the body, and in
rare cases, can cause oral lesions if this redeposits in
the oral mucosa.15 In conventional silver tin amal-
gams, the most base phase is g2 (Sn7Hg), which
releases mercury when it corrodes.70 Conversely,
the most corrosion-prone phase in high-copper amal-
gams is Z0 (Cu6Sn5), preferential corrosion of which
does not release mercury into the body and thus these
alloys have recently been favored.71 However, Joska
et al.72 found that mercury release rates from conven-
tional silver amalgams and high-copper amalgams
were very similar, the method of preparation being

critical. Furthermore, it has been shown that for most
people, the major route for mercury to be taken into
the body is via food, less than 10% coming from
dental amalgams.73

2.27.5.9 Titanium Nitride Coatings

Very hard yet smooth, low friction coatings of tita-
nium nitride, typically a few microns thick, can now
be produced by a variety of methods, including ion
implantation,38 nitriding,39,40 physical vapor deposi-
tion,41 and magnetron sputtering.74 These coatings
have been shown to have excellent biocompatibility
and have been successfully used on Ti6Al4V to pro-
tect against fretting corrosion and other forms of
wear, allowing the world’s first collar bone replace-
ment to be preformed in 2003,41 as well as on NiTi
alloy and stainless steels to provide protection against
pitting and crevice corrosion.59,75 The excellent com-
bination of biocompatibility with corrosion and wear
resistance means that TiN coatings will undoubtedly
find increased usage in biomedical applications.

One potential concern about nitride coatings that
has yet to be fully investigated is the possibility of
galvanic corrosion of the underlying metal at holi-
days or damaged areas of the coating. This has
already been shown to be a problem at microstruc-
tural defects in TiN coatings on type 304 stainless
steel in saline solutions.76 Variations on titanium
nitride coatings are also being developed, such as
titanium aluminum nitride, that reportedly provide
better protection to stainless steels without any loss of
biocompatibility.76,77

2.27.6 Corrosion Types Encountered
in Biomedical Applications

2.27.6.1 General Corrosion

For a successful implant material, the longterm gen-
eral corrosion rate should certainly fall to much less
than 1mmyear�1; for almost any other application,
such low corrosion rates would be considered insig-
nificant. Nevertheless, even at these rates, it has been
reported that after implantation the nickel, chro-
mium, and cobalt levels in surrounding tissues can
be significantly higher than normal values (Table 1).2

It has also been shown that the presence of metallic
ions released from nonmolybdenum-containing high-
nitrogen stainless steels suppresses cell growth of
human gingival fibroblasts.78
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2.27.6.2 Pitting Corrosion

Although cases of pitting corrosion were common
with the early stainless steel implants fabricated from
grade 304, the addition of Mo (2–3%) to form 316L
grade stainless steel has greatly reduced the number of
failures. Zitter26 has suggested that a PREN greater
than 26 is required to prevent in vivo pitting corrosion.
Stainless steel biomedical devices should thus be man-
ufactured from at least high-quality 316L, preferably
from ultraclean grades such as 316LVM or grades
containing nitrogen additions. The risk of pitting
corrosion of stainless steels in the oral cavity is higher
than that in implants because of the number of
chloride-containing acidic foodstuffs regularly intro-
duced into the mouth. Although this is partly compen-
sated by the ease by which orthodontic devices can be
retrieved, it is still recommended that ultraclean high-
nitrogen austenitic stainless steels be used rather than
the standard 316L grade.

One of the major concerns about the use of
surgical implants based on cobalt–chromium–
molybdenum alloys is that pitting corrosion could
lead to carcinogens being released into the body.
This has resulted in numerous in vitro investigations
into the pitting behavior of these alloys in pseudo-
body fluids, all of which have reported excellent
resistance to pitting as long as static conditions are
maintained.64,79 However, pitting corrosion has been
observed when the CoCrMo alloys were subjected
to either cyclic loads or severe cold working.80

Titanium metal is immune to pitting corrosion in
any in vivo environment likely to be encountered.
Although Ti alloys are less resistant, no in vivo

pitting-related failures have been reported. The
pitting behavior of nickel–titanium shape-memory
alloys has already been discussed earlier.

2.27.6.3 Crevice Corrosion

The most common location of crevice corrosion
found in biomedical applications is beneath the
heads of fixing screws and it is a very serious problem
with stainless steel devices, even when fabricated from
high-grade molybdenum and nitrogen-containing
alloys. In a survey conducted in 1959, Scales et al.81

found that 24% of grade 316 stainless steel bone
plates and screws removed from patients revealed
signs of crevice corrosion. Although the introduction
of the low nonmetallic inclusion type 316LVM stain-
less steel and the use of an austenitic microstructure
free of any d-ferrite phase have reduced the level of

crevice corrosion problems, these have not been
eliminated.

Crevice corrosion on CoCrMo alloys appears to
be less of a problem than on stainless steels. Syrett
and Davis82 found no crevice corrosion on specimens
removed from dogs and rhesus monkeys after 2 years
of implantation. Similarly, Galante and Rostoker83

found no crevice corrosion on CoCrMo alloy
implants removed from rabbits after 1 year, although
the latter authors did find single pits in the crevice
regions that might have eventually developed into
crevice corrosion if given sufficient time.

Crevice corrosion of titanium in neutral chloride
environments has only been reported at temperatures
in excess of 70�C, that is, it is not expected in vivo. As
with pitting corrosion, titanium alloys are less resistant
to crevice corrosion than is pure titanium, and Galante
and Rostoker83 have reported single pits in the crevice
regions of Ti6Al4V specimens implanted in rabbits for
1 year, but no actual crevice corrosion. Despite tita-
nium’s excellent resistance to crevice corrosion, it is
not the answer to the problem, since its poor shear
strength makes it unsuitable for screws and other
fasteners, which are the main crevice formers.

Finally, some total-joint implant designs contain
metal-on-metal press-fit conical tapers, which are sub-
jected to stress and motion. Retrieval studies have
found crevice corrosion at taper connections consist-
ing of CoCrMo alloys heads with both CoCrMo alloy
and Ti6Al4V stems.2,84 Occasionally, titanium alloy
stems have been attacked, which suggests that the
wearing away of the passive film plays a role, that is,
the mechanism is a combination of fretting and crevice
corrosion.36

2.27.6.4 SCC and Hydrogen Embrittlement

To the best of the author’s knowledge, neither SCC
nor hydrogen embrittlement has been observed on
recovered surgical implants. Although retrieved
implants may show evidence of cracks, they do not
show the physical characteristics associated with
SCC, and thus almost certainly, result from mechan-
ical damage either during manufacturing or during
the recovery process. The laboratory experiments
conducted to date support the presumption that the
three classes of common implant alloys (Ti, CoCrMo
alloys, and stainless steels) are not susceptible to SCC
in in vivo environments. The only counter evidence
comes from in vitro tests conducted under experi-
mental conditions that are highly unlikely to ever
exist in any true in vivo situation, such as extreme
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negative potentials or acidic MgCl2 solutions. How-
ever, Rodrigues et al. have very recently reported the
first evidence of hydrogen absorption being impli-
cated in the corrosion of retrieved titanium alloy hip
implants.106

2.27.6.5 Corrosion Fatigue

One of the features that distinguish corrosion fatigue
from mechanical fatigue is that the former is strongly
dependent on the frequency of the applied loaded,
with low-frequency cycles causing the most damage.
Unfortunately, many medical devices are subjected to
low-frequency loads, for example, simply walking
represents a cyclic loading at about 1Hz on a hip
implant, so the threat of corrosion fatigue might be
expected to be high. However, in 1975, Bechtol85

reviewed all types of clinical fatigue-related failures
and claimed that the most common root cause of
failure was not related to corrosion, but rather to a
breakdown of the bone–cement support interface.
This leads to a widening of the separation between
the metal prosthesis and bone–cement and finally to
the deformity of the metal stem. This mechanism was
recently supported by von Knock et al.,86 who found
no evidence of corrosion on 11 CoCrMo alloy femo-
ral components retrieved after 2–15 years of service
and suggested that the majority of the micromotion
between the prosthesis and bone occurs at the bone–
cement/bone interface.

Likewise, reviews of the literature related directly
to corrosion fatigue of prostheses implants by
Leclerc87 in 1982 and Zitter26 in 1991 both concluded
that as long as the manufacture and metallurgical
condition of the device conformed to international
standards (e.g., ISO 5832 or ASTM F138), corrosion
played only a minor role in most fatigue failures.
However, in contrast, Morita et al.22 reported that
the fatigue strengths of 316 stainless steel and a
CoCrNiFe alloy were considerably less in vivo

(rabbits) than in air and proposed that this was due
to the low dissolved oxygen concentration in body
fluids, causing a corrosive action on the alloys. Fur-
thermore, in his 1982 review, Leclerc did note that the
longer the prosthesis was implanted in the patient,
the greater the role of corrosion, which is significant
giving that, as explained in the introduction, it is
anticipated that the required service life of surgical
prosthesis will increase in the coming decades.

If corrosion fatigue does become an important
issue in the future, the importance of material selec-
tion and design were emphasized by Piehler et al.,88

who tested hip nail plates and found that large plates
had better corrosion fatigue resistance than did small
ones and that Ti6Al4V outperformed 316L stainless
steel. The good performance of titanium alloys was
also highlighted by Hughes et al.,24 who reported that
the corrosion fatigue resistance of titanium was vir-
tually independent of pH over the range 2–7, whereas
that of stainless steel declines rapidly below pH 4.
These observations are consistent with the findings of
Yu et al.89 that corrosion fatigue in stainless steels can
be initiated by pitting corrosion. The latter authors
also reported that the corrosion fatigue resistance of
the common implant alloy Ti6Al4V can be enhanced
by nitrogen implantation and heat treatments to pro-
duce fine prior-b grain sizes.

2.27.6.6 Fretting Corrosion and Wear

Because all the successful surgical implant alloys are
based on passive metals, any process that wears away
the protective oxide film is of major concern. As a
result, fretting corrosion represents the most important
form of attack on load-bearing prosthesis and all
three major classes of alloys used, namely, Ti alloys,
CoCrMo alloys, and stainless steels, suffer fretting
corrosion, sometimes in combination with crevice cor-
rosion.90 Fretting corrosion not only results in metal
loss but also alters the dimensions of the prosthesis,
causing fixation problems and allowing additional
micromotions. This in turn can increase mechanical
wear and lead to the loss of the surrounding bone–
cement or bone, which, besides being a serious problem
in itself, increases further the amount of movement of
the implant, thereby increasing the likelihood of
fatigue-related failures.85 The situation is made worse
by the fact that the corrosion products collect locally as
particles that can cause further abrasion of the implant;
for example, black titanium oxide debris is often found
in the vicinity of implants.91 The main cause of the
shearing micromovements that eventually lead to the
fretting corrosion is believed to be the large difference
between the elastic moduli of solid metallic implants
and the surrounding bone or bone–cement.

Morita et al.92 investigated the wear resistances
of a high-nickel version of 316L stainless steel
(Fe17Cr14Ni2Mo), a cobalt–chromium–molybdenum
alloy (Co28Cr6Mo), and the titanium alloy Ti6Al4V
and found that rubbing between metal and ultra-high-
molecular weight polyethylene, commonly used as a
liner for the sockets into which the ball of hip implants
are inserted, only caused the oxide on the Ti6Al4V
alloy to suffer damage, that is, the titanium alloy was

1318 Liquid Corrosion Environments

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



the least resistant. Worse, when metal rubbed metal,
the oxides on all the three implant alloys were
destroyed, even at low loads. Furthermore, the addi-
tion of calcium chloride and/or hydrogen peroxide
to saline solutions has also been shown to lead
to increased fretting corrosion of Ti6Al4V.93 Since
H2O2 can be produced as part of the inflammatory
response of damaged body tissues, it can be postulated
that new load bearing prosthesis are at the most risk of
developing fretting corrosion, although the corrosion
may subside as the H2O2 production ceases, sufficient
loosening of the device might occur to induce
mechanical fatigue. Efforts to reduce the effects of
fretting are based mainly on coatings, usually titanium
nitride or aluminum oxide.38–41,74,94

Besides wear-resistant coatings, endeavors have
been made to reduce the threat of fretting corrosion
by improving the binding between the implant and its
surroundings, be it bone or bone–cement. Proposals
of how to achieve this include engineering the shape,
topography, porosity, or composition of the implant
to provide either in-growth of tissue or enhanced on-
growth of mineralized bone61,95; plasma spraying a
titanium coating with a specific surface roughness on
the surface of the Ti6Al4V96; or depositing strongly
adhered hydroxyapatite coatings that can fuse with
the growing bone. Encouraging results have recently
been obtained for silicon-doped hydroxyapatite
coatings.97 Although some reports have suggested
that hydroxyapatite coatings do not provide any
longterm improvement in fixation,98 overall clinical
results indicate that coated implants perform well,
especially in young patients.2,99 Occasionally, erosion–
corrosion problems are encountered on implanted
valves and pumps, as with nonbiomedical application,
the solution to this problem is to use a more resistant
material, such as titanium.100

2.27.6.7 Galvanic Corrosion

Galvanic corrosion has certainly caused the failure of
a number of biomedical devices. However, the vast
majority of these cases were caused by poor quality
control or a lack of appreciation of the existence of
galvanic couple between apparently similar materials.
There have even been examples of galvanic corro-
sion-related failures arising, because just a single
grade 304L screw was used in what was otherwise
an all grade 316L construction101; since it is not
possible to visually distinguish one grade of stainless
steel from another, the solution to the problem is
careful quality control. When the correct materials

have been used, galvanic corrosion is not normally a
problem; however, the poor shear strength of tita-
nium alloys means that it is not suitable for use as
fasteners, so there may be times when the production
of a galvanic couple is unavoidable. In the event that
titanium and any cobalt–chromium–molybdenum
alloys or stainless steels are coupled together, it is
likely that the former will become the cathode and
thus accelerated corrosion of the latter alloys may be
anticipated. However, titanium and its alloys are eas-
ily polarized and their passive films make them poor
cathodes, which in practice means that the extent of
accelerated corrosion caused to any metal from cou-
pling to a titanium alloy can be expected to be small.
This argument has been confirmed in a literature
review by Mears102 and also for titanium/cobalt–
chromium–molybdenum alloy combinations by the
in vitro experiments of Lucas et al.80 and in clinical use
as reported by Jackson-Burrows et al.103 Neverthe-
less, Rostoker et al.104 found that type 316L stainless
steel suffered pitting corrosion in 1% NaCl solution
at 37 �C when it was coupled to either Ti6Al4V,
CoCrMo alloy, or graphite, but no pitting corrosion
was found when any two of the other three materials
were coupled together.

There is also one further aspect of galvanic corro-
sion to be considered, that is, any bimetallic couple is
of course a small battery in which a current flows
between the anode and cathode. Even if this current
is too small to cause any significant corrosion pro-
blems, these could be sufficient to cause the patient
pain, indeed persistent pain resulting from such
situations has led to the need to retrieve some bio-
medical devices.105 In dental applications, galvanic
corrosion of amalgams has been linked to causing
oral lesions, which can develop into cancer, particu-
larly in patients with a hyposensitivity to mercury.15

2.27.7 Conclusions

The knowledge of corrosion and mechanical proper-
ties of materials has allowed the development of a
number of extremely successful biomedical alloys. As
a result, as long as the chosen materials match
the requirements of national and international stan-
dards, the likelihood of a surgical implant suffering a
corrosion-related failure is very low. The most
important remaining areas of concern are fretting
and corrosion fatigue. Even here, recent advances in
titanium nitride coatings and fixation techniques are
extremely encouraging, suggesting that a solution to
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at least some of the problems is close at hand. The
TiN coatings probably represent the most important
advance in the protection of biomedical devices since
Leclerc87 wrote his chapter on surgical implants
for the third edition of Shrier’s Corrosion in 1994.
However, TiN coatings have yet to be demonstrated
in the tapered joints of some total-joint replacements
where a combination of fretting and crevice corrosion
can cause failures even in titanium alloys. Moreover,
device failure is not the only concern; now that youn-
ger patients are receiving implants, the concern that
extended exposure to even very low levels of corro-
sion products could result in medical complications,
including cancer, is becoming more and more impor-
tant. So there is still a continuing need to further
reduce corrosion rates.

Furthermore, in recent years advanced materials
have been developed that possess properties consid-
ered highly desirable for biomedical devices, for
instance, porosity, shape-memory, and high magne-
tism. This trend is likely to continue, as the recent
upsurge in funding on life science-related research
will produce a number of new materials and devices
specifically designed for biomedical applications, such
as implanted sensors, automatic drug dispensers, and
even micromachines. Techniques to protect these
materials without interfering with the very functional
properties that make them so desirable have been, and
will have to be continually, developed, and occasion-
ally, the biomedical industry will continue to throw
out more unusual challenges to the corrosion scientist,
as in the case of the sacrificial magnesium alloys being
proposed to stimulate bone growth where a controlled
corrosion rate is deemed desirable.
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Glossary
Cellulose A complex polymeric carbohydrate, the

chief constituent of the cell walls of all plants.

Creosote Oily liquid containing phenols and

creosols, obtained from coal tar or by the

destructive distillation of wood tar.

Heartwood The inner region of wood in a tree, it is

dead.

Hemicellulose Plant cell-wall polysaccharides.

Lignin A polymeric organic compound consisting

of various aromatic alcohols.

Lumber Wood that has been cut and surfaced for

construction use.

Lumen The cavity bounded by a plant cell wall.

Moisture content The weight of water in wood

expressed as a percentage of the weight of

wood fibrous material (which is considered

to be the oven dry weight of the sample).

Polyphenols Alcohols containing two or more

benzene rings, each of which have at least

one hydroxyl group (OH) attached.

Sapwood The outer layer of wood in a tree, next to

the bark.

Tannins Soluble astringent complex phenolic

substances of plant origin.

Timber Lumber whose smallest dimension is not

less than 5 in.

Wood The hard, fibrous substance that forms the

major part of the trunk and branches of a

tree.

Abbreviations
ACQ Alkaline copper quat

AWPA American Wood Preservers’ Association

CCA Copper–chromium–arsenic

DOT Disodium octaborate

2.28.1 Corrosion of Metals by Wood

Wood can cause corrosion of metals with which it is
in contact, and nearby metals by emission of acidic
vapors. The most important practical consequence of
contact corrosion is the failure of fasteners in wood.
Vapor corrosion affects mainly items that are pack-
aged, stored, or displayed in wooden containers.

2.28.2 Structure and Composition
of Wood

Wood is an organic material with a cellular structure
and open spaces (lumens) between the cells. There
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are many constituents in wood; the structural consti-
tuents are cellulose and hemicellulose fibers and
lignin. Woods show great variability in terms of
mechanical properties and chemical composition
between species and within individual samples.
Wood is very anisotropic in respect of most of its
properties.

In dry wood, water is present only in the cell walls
and within the cells; this water is bound and hence
not available to support a corrosion process. How-
ever, dry wood is hygroscopic and it readily absorbs
further water, becoming damp or wet. This water is
present in the cell walls and in the lumens; it is free
water and is usually present in sufficient quantities to
support corrosion of metals in contact with the wood.

Woods are more or less resistant to biological attack;
preservative chemicals are used to treat it to control
fungal decay and insect attack. It is also flammable and
therefore often treated with fire-retardant chemicals.

Woods contain organic acids, principally acetic
acid with smaller quantities of formic, propionic,
and butyric acids. Indeed, in the early twentieth
century, most acetic acid was obtained by distillation
from wood.1 Wood also contains some natural corro-
sion inhibitors such as tannins. The water, acid, inhib-
itor, and treatment chemical contents of wood influence
its corrosivity toward metallic materials.

2.28.2.1 Mechanisms of Corrosion by
Wood

Two distinct mechanisms have been identified for the
corrosion of metals by wood. These are conventionally
called contact corrosion and corrosion by acidic vapor.
This discussion applies primarily to the corrosion of
iron and steel; corrosion of other metals is addressed in
Section 2.28.2.1.3. Indirectly, some of the constituents
of wood contribute to corrosion in pulping plants, but
this subject is not addressed in this chapter.

2.28.2.1.1 Contact corrosion

Damp wood can be considered as an electrolyte or a
slightly acidic solution,2 hence metals in contact with
wood are subject to conventional electrochemical cor-
rosion in which electrons are released at anodic sites
and consumed at cathodic sites. Pinion3 demonstrated
the production of alkali (OH�) at the exposed end of a
steel nail in wet wood. This is formed as a result of
oxygen reduction in the cathodic reaction of the cor-
rosion process

O2 þ 2H2O þ 4e ! 4OH�

This process occurs most readily at areas of greatest
oxygen access, for example, on the heads of fasteners
embedded in wood.

The anodic reaction is metal dissolution, which in
the case of iron and steel is

Fe ! Feþþ þ 2e

This process occurs on the shanks of fasteners
embedded in wood, resulting in damage that is not
visible from the outside.

The corrosion of fasteners in wood is often
described as a form of crevice corrosion, since metal
loss occurs primarily in the area that is shielded from
the higher oxygen content environment on the exter-
nal surface of the wood (and the head of the fastener).
However, differential aeration cell corrosion is a bet-
ter description, because the term crevice corrosion is
most commonly applied to corrosion-resistant alloys,
for example, stainless steels. Differential aeration
cells are reported to occur also on fasteners that
connect two different woods,3,4 resulting in corrosion
within the wood of lower oxygen diffusivity.

Moisture content

The moisture content of wood is the dominant factor
in controlling contact corrosion. As explained by
Zelinka et al.,5 in wood with moisture content below
�15–18%, the water in wood is bound to the
hydroxyl sites within the cell walls; there is no free
water, and therefore, the ionic conductivity of wood is
very low and corrosion is minimal. Increasing the
moisture content of wood results in free water within
the cell walls; this supports the ionic conductivity,
permitting corrosion to occur. This critical moisture
content of the wood is equivalent to a relative humidity
of the atmosphere around the wood of approximately
80–85%, depending on temperature.6 Note that the
critical moisture content varies between woods and a
wider range of 10–20% is given in some references.2,7

This critical moisture content is often described as the
threshold for corrosion to occur, but the transition
between dry and wet wood, or no corrosion and corro-
sion, is not so marked as the term implies.

The threshold moisture content for corrosion is
also the minimum moisture content required for
fungal decay (for which there is an upper limit of
�60% and oxygen must also be present), hence wood
that is to be exposed to wet conditions is typically
treated with preservatives to prevent such decay.

Acid content

The organic acid content of wood is an important
factor in contributing to contact corrosion and vapor
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corrosion of metals by wood. Acetic acid is the main
acid involved, since it is present at significantly
higher levels than are the other acids in wood. Acetic
acid is formed by the hydrolysis of acetylated poly-
saccharides in the wood. As little as 0.5 ppmw is
sufficient to influence corrosion,8 with corrosivity
increasing roughly in line with acid content, but it
is to be noted that pH and other measured properties
of wood can vary significantly between samples,
between heartwood and sapwood, and across small
distances in a single sample.

Table 1 shows the variable nature of the acidity of
woods;9–11 the pH of aqueous extracts from euca-
lyptus woods have been found to be 2.5 or even
lower.12 As a rough guide, woods of pH below 4
are very corrosive and woods of pH greater than 5
are low in corrosivity, but other factors are also
relevant.

Salts

Woods naturally have a small salt content, notably
sulfate and chloride, but this can increase by a number
of means, including marine aerosol deposition, the
floating of logs in seawater,13 the introduction of
chemical treatments such as preservatives and fire
retardants, and even by the process of salt seasoning.13

Salts contribute to corrosion by increasing the con-
ductivity of the wood. The role of copper ions, which
are an important component of many preservative
treatments, is discussed in Section 2.28.2.4.1.

Polyphenols

Polyphenolic compounds that possess two or three
adjacent hydroxyl groups are reported to be capable
of forming iron chelates. This chelation, along with
the acidity of the wood, is considered to be a con-
tributing factor in the corrosion of steel saw blades.14

Bimetallic corrosion

Contact between dissimilar metals in damp wood
results in bimetallic corrosion.2,15 An example is
that of steel-framed boats with wooden planking
attached by copper alloy fasteners.11 This is easily
avoided by preventing such contact or selecting com-
patible fasteners.

Effect of corrosion on wood

The alkali (OH�) that is formed at the cathodic site
during the corrosion process degrades the wood.
Hemicelluloses and lignins are readily attacked by
alkali, making the wood spongy. This effect is com-
monly known as nail sickness3,16 and results in a loss
of holding power of nails and other fasteners in the
wood.

At anodic sites, iron corrosion products react with
tannin to form blue-black staining. This is a common
problem in wooden railway sleepers and it affects
other materials of cellulosic structure, including tex-
tiles.17 It also occurs where iron corrosion products
from steel wool (used to finish wood) and handling
chains come into contact with the wood. Tannate

Table 1 Relative corrosivity of woods by vapor corrosion

Wood Classification in Defence Guide-3A10 Typical pH values

Oak Most corrosive 3.35, 3.45, 3.85, 3.9

Sweet chestnut Most corrosive 3.4, 3.45, 3.65

Steamed European beech Moderately corrosive 3.85, 4.2
Birch Moderately corrosive 4.85, 5.05, 5.35

Douglas fir Moderately corrosive 3.45, 3.55, 4.15, 4.2

Gaboon Moderately corrosive 4.2, 4.45, 5.05, 5.2

Teak Moderately corrosive 4.65, 5.45
Western red cedar Moderately corrosive 3.45

Parana pine Least corrosive 5.2–8.8

Spruce Least corrosive 4.0, 4.45

Elm Least corrosive 6.45, 7.15
African mahogany Least corrosive 5.1, 5.4, 5.55, 6.65

Walnut Least corrosive 4.4, 4.55, 4.85, 5.2

Iroko Least corrosive 5.4, 6.2, 7.25

Ramin Least corrosive 5.25, 5.35
Obeche Least corrosive 4.75, 6.75

Source: Rance, V. E.; Cole, H. G. Corrosion of Metals by Vapours from Organic Materials, 3rd edn.; HMSO: London, 1958.
DG-3A Defence Guide for the Prevention of Corrosion of Cadmium and Zinc Coatings by Vapours from Organic Materials; HMSO:
London, 1966.
Gray, V. R. J. Inst. Wood Sci. 1958, 1, 58.
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staining is generally restricted to a depth of 0.4mm18

and hence is not a significant form of degradation.
Some sources suggest that acidic conditions

develop at the site of the anodic reaction, by reaction
between chloride ions and ferrous ions (though more
accurately the acidity will be produced by metal ion
hydrolysis),19 but the significance of this is not well
documented.

2.28.2.1.2 Corrosion by acidic vapor

The organic acids in wood are volatile and can cause
corrosion of some metals in confined spaces. It is prin-
cipally acetic acid that is responsible for this form of
corrosion. The mechanical properties of woods can be
enhanced by thermal treatment, but this increases the
volatility of organic acids, which increases the risk of
vapor corrosion at least in the short term. This form of
corrosion was traditionally associated with the use
of wooden packaging and pallets, but more recently,
it has become a serious issue in conservation.

Aoyama et al.20 attributed the corrosion of nickel-
plated brass to acetic acid released from wooden stor-
age boxes. In extreme conditions of heat and humidity,
sufficient acetic acid vapor is produced from wood to
cause stress corrosion cracking of quenched and tem-
pered AISI 1035 carbon steel nails.21 The imposition
of hardness and tensile strength limits was found to be
necessary to prevent such cracking. Volatile corrosion
inhibitors such as m-dinitrobenzene and anthraqui-
none have been shown to be effective in suppressing
acetic acid vapor corrosion of mild steel in wooden
boxes in hot, humid conditions.22

A common problem in conservation is the corro-
sion of artifacts stored in wooden boxes or displayed
in wooden showcases. As summarized by Berndt,23

corrosion is due mostly to the presence of acetic acid
vapor, although other chemicals, including formic
acid, formaldehyde (which is oxidized by atmo-
spheric oxygen to formic acid), and esters (which
hydrolyze to form alcohols and acids) can also con-
tribute. Work conducted at the British Museum has
shown that Egyptian bronze artifacts corroded when
stored in wooden cupboards due to the presence of
acetic acid vapor at levels in the range 1000–
2500mgm�3. Subsequent work found that corrosion
did not occur on a range of lead and copper alloyswhen
the acid vapor was reduced to below �350mgm�3 in
showcases, but this limit is a function of humidity and
temperature.24 Humidity control and acid-scavenging
chemicals are used to control this form of corrosion,
but the preferred solution is to select materials of
construction that release less acidic vapor.

2.28.2.1.3 Corrosion of other metals

Aluminum

Aluminum alloys have reasonable resistance to corro-
sion in wood of low moisture content, but it is recom-
mended that they should be protected by coatings or
other technique if the wood becomes wet in service.25

Specific corrosion risks are posed by wood that con-
tains chloride ions (e.g., by absorption from salt water)
and by copper-containing and mercury-containing
preservative treatment chemicals. This corrosion risk
extends to flashing that is exposed to water runoff from
treated wood. Some preservatives such as pentachlo-
rophenol and chromates are considered to be innocu-
ous to aluminum, but note that chromate treatments
have been largely phased out for environmental rea-
sons. Coal tar creosote is considered to have corrosion-
inhibiting properties toward aluminum, but some
corrosion testing that forms the basis of some reports
has failed to separate out other effects, such as water
repellency, associated with creosote.

Brass and other copper alloys

Copper and its alloys are susceptible to corrosion by
acetic acid, as noted in Section 2.28.2.1.2, and are
therefore subject to corrosion in most woods. Brass
screws were reported to suffer dezincification in
damp wood that had been treated with zinc chloride
and sodium dichromate.26 Copper and its alloys are
susceptible to corrosion by ammonia, which is released
from ammonium salt fire-retardant treatments in some
circumstances.

Lead

Lead roofs have been corroded by acetic and formic
acid released from wood that has been wet by con-
densation in poorly ventilated conditions.27

2.28.2.2 Corrosion Testing

A number of corrosion test methods are applicable to
contact corrosion; these are reviewed by Zelinka
et al.28

Simple exposure tests have been standardized by
the American Wood Preservers’ Association (AWPA).
AWPA standard method E12-94 ‘Standard Method
of Determining Corrosion of Metal in Contact
with Treated Wood,’ is an accelerated test method,
in which a metal coupon is placed between two
pieces of preservative-treated wood and exposed for
240 h at 49� 1 �C, 90� 1% relative humidity. The
assessment of the test coupons is based on mass loss
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and visual appearance. Because the test is accelerated,
it cannot be used to predict a service life for a metal
component in contact, rather, it is used to rank the
corrosivity of preservative treatments. The industry is
currently working to develop new tests that will be
more directly applicable to the corrosion of fasteners
in treated wood. ASTM subcommittee G01.14.01
‘Corrosion of Metals in Treated Lumber’ is also
addressing this issue.

A further AWPA test is E17-99 ‘Standard Method
for Determining Corrosion Rates of Metals in Con-
tact With Treating Solutions,’ in which metal cou-
pons are exposed in the preservative treatment
chemicals. This method is applicable to corrosion in
treatment plant equipment, and not to corrosion on
contact with treated wood.

Electrochemical corrosion test methods have also
been employed. Linear polarization resistance mea-
surement has been used successfully to study the
corrosion behavior of carbon steel, stainless steel,
and zinc in solutions of preservative treatment che-
micals29 and in aqueous extracts prepared from
wood.5 However, it is not a suitable technique for
corrosion in contact with wood because of the rela-
tively poor ionic conductivity of wood and it is not
capable of measuring localized corrosion effects such
as pitting. Alternating current impedance testing is
more appropriate for the study of contact corrosion; it
has been used with some success on preservative-
treated wood.30 However, Zelinka et al.31 reported
that results obtained in their tests could not be
related to corrosion rate ‘because of gaps in under-
standing the impedance properties of wood.’

2.28.2.3 Corrosion Modeling

The modeling of the corrosivity of wood toward em-
bedded fasteners has been undertaken in Australia,32

taking into account several factors, including the mois-
ture content and acidity of the wood, temperature,
local sheltering, and weathering, in addition to climatic
and atmospheric factors. The objective of this modeling
is the prediction of the service life of fasteners in
wooden structures.

2.28.2.4 Industrial Significance of
Corrosion of Metals by Wood

Wood is the oldest construction material known to
man. It has long been used to construct dwellings,
boats, and structures such as bridges, and to manu-
facture weapons. In the first stages of the Industrial

Revolution, most machines were made of wood.33

Although its industrial use has declined in recent
years, it is expected to increase again now that is
has been recognized34 that wood is an environmen-
tally friendly material with significantly lower energy
cost and carbon footprint than steel and concrete in
many building applications.

2.28.2.4.1 Building

Themost important use of woodwithin the purview of
this book is its use as a construction material for build-
ings. Wood in ground contact, or exposed to rain or to
humid air, has a moisture content sufficient to sustain
contact corrosion of metallic fasteners. Corrosion in
this condition is often dominated by the effects of
preservative or fire-retardant chemicals. The following
discussion also applies to other wood in ground contact
such as railway sleepers and utility poles, which are
routinely treated with these chemicals.

Preservative treatments

A range of preservative chemicals are used for the
treatment of wood against fungal decay and insect
attack. Traditional preservatives include creosotes.
Creosotes are low in corrosivity toward most metallic
materials except lead,8 and are often reported as hav-
ing corrosion inhibiting properties. Coal tar creosote is
reported to be less corrosive than is wood tar creosote
toward carbon steel.35 Other organic chemicals such as
pentachlorophenol are considered to be noncorrosive.

Many modern preservatives are based on copper
compounds, since copper is a potent fungicide. Cop-
per ions introduced into wood are a major contribut-
ing factor to corrosion in treated wood, but their role
has not been established with certainty. Baker2 pro-
posed a form of galvanic corrosion between the
copper and less noble fastener materials. However,
work by Simm et al.36 failed to find metallic copper on
the surface of steel fasteners that had corroded in
copper–chromium–arsenic (CCA) treated wood, im-
plying that the possible cathodic reaction of Cu2+ ion
reduction was not operative. Copper salts in common
use include copper naphthenate, copper azoles, CCA,
and alkaline copper quat (ACQ).

CCA preservatives are now less commonly used,
since the U.S. Environmental Protection Agency has
concluded that their arsenic content may threaten
human health. They have been largely replaced by
ACQ formulations, which are more corrosive toward
steel and galvanized steel. This is considered to be
due to the higher level of copper ions in the newer
formulations, and because the chromium and arsenic
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in CCA acted as corrosion inhibitors. Tests conducted
on galvanized steel in accordance with AWPA E12
standard (see Section 2.28.2.2) showed corrosion rates
< 0.03mmyear�1 for DOT,�0.03–0.08mmyear�1 for
CCA, and 0.08–0.16mmyear�1 for ACQ types. Types
304 (UNS S30400) and 316 (UNS S31600) stainless
steels performed well in all treatments.37

Recommended fasteners36 for use in wood treated
with modern copper-containing preservatives are
galvanized steel, with at least 0.9 oz ft�2 (45 mm) of
zinc, or stainless steels. Aluminum alloy fasteners are
not recommended for this application. Previous
work2 showed that the corrosion resistance of copper
and Monel (UNS N04400) in CCA-treated wood was
intermediate between that of stainless steels and gal-
vanized (and bare) steel.

Copper-free formulations such as zinc naphthenate11

and disodium octaborate (DOT, Na2B8O13�4H2O) are
reported to be noncorrosive.

Fire-retardant chemicals

Common fire-retardant treatment chemicals are
based on boron compounds (boric acid or sodium
tetraborate), zinc chloride, or ammonium salts (sul-
fate or phosphate). Corrosion inhibitors such as
sodium dichromate and ammonium thiocyanate are
present in some formulations.

Boron-based treatments are considered not to
pose a risk of corrosion to metallic materials in con-
tact with treated wood.8 Zinc chloride is corrosive,
but reports for the ammonium-based treatments are
variable.11

2.28.2.4.2 Water tanks

Wood is still used for tank construction and may have
‘‘the best life cycle cost of any material in handling
water, acidic wastewaters, and weak acid solutions up
to temperatures of 60 �C.’’38 Corrosion-resistant
materials should be used for fasteners and fittings in
such tanks.

2.28.2.4.3 Water cooling towers

Wood is the most economic material of construction
for some components of water-cooling towers of cer-
tain design and capacity. Wood degrades in this ser-
vice, but fastener failure by corrosion does not appear
to be an issue.

2.28.2.4.4 Wood cutting tools

In use, saw blades11 and other wood cutting tools39

suffer corrosion and corrosive wear that has an

electrochemical component that ‘is not negligible
and can be very important.’

2.28.2.4.5 Conservation

In addition to the issues discussed in Section
2.28.2.1.2, corrosion of metals by wood endangers
some of our cultural heritage. Sánchez-Gómez et al.
report that steel bars embedded in a wooden door to a
belfry tower dating back to 1724 corroded, damaging
the door.40
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Glossary
Gray SI unit of absorbed radiation; 1 Gy¼ 1 J kg�1.

G-value Radiolytic yield in terms of the number of

particles formed per 100 eV of absorbed

energy.

LET Linear energy transfer; measures the energy

deposited by ionizing radiation per unit path

length in the absorbing medium.

Rad Non-SI unit of absorbed radiation dose; 100

rad¼ 1 Gy.

Radiolysis Chemical decomposition brought

about by the absorbance of ionizing

radiation.

Abbreviations
IASCC Irradiation-assisted stress corrosion

cracking

LET Linear energy transfer

LWR Light water reactor

PWR Pressurized water reactor

Symbols
VSCE Electrode potential, volts with respect to the

saturated calomel electrode

VNHE Electrode potential, volts with respect to the

normal hydrogen electrode

X(Y) Element X present in valency state Y; for

example, Cr(VI) is Cr2O7
2� or CrO4

2�

2.29.1 The Nature of Ionizing
Radiation

Ionizing radiation is produced by a number of pro-
cesses, such as radioactive decay, nuclear fission, and
nuclear fusion. There are many types of ionizing radi-
ation, including neutrons, protons, a-particles (helium
nuclei), b-particles (electrons), g-radiation, X-rays,
and cosmic rays. Ionizing radiation imparts energy to
matter with which it interacts, sufficient, by definition,
to displace electrons from the matter. The amount of
energy absorbed, fads, obeys the exponential decay
law, depending on the energy of the incident radiation
flux, the nature of the radiation, the physical proper-
ties of the matter (such as its density), and the depth of
the matter through which the radiation passes:

fads ¼ f0 � f0e
�mx ½1�

where f0 is the incident flux, m is the attenuation
coefficient (which is specific to the type of radiation
and depends on the density of the absorbing matter),
and x is the depth of the absorbing matter.1 It is
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immediately clear why thick sections of dense materi-
als such as lead are used to shield ionizing radiation in
order to limit occupational exposures to acceptable
levels. The range of charged particles, that is, elec-
trons, protons, a-particles, and heavier ions, is much
shorter and decreases with particle mass. For example,
a-particles will not penetrate through a sheet of paper,
and b-radiation is typically completely absorbed by a
few millimeters of a light metal such as aluminum.
However, heavy charged particles deposit significantly
more energy per unit path length than do lighter
uncharged particles. This is termed the linear energy
transfer (LET) value2; LET values for 3 MeV b-radi-
ation, protons, and a-radiation in water are 0.2, 20, and
150 keVmm�1 respectively.1

The SI unit of absorbed radiation is the gray (Gy),
which is defined to be the absorbance of 1 J kg�1 of
matter. However, a unit termed ‘rad’ is still frequently
used (1 Gy¼ 100 rad). Absorbed dose rates are
measured in grays per second or, more conveniently,
grays per hour. A related unit is the sievert (Sv),
which is used to measure absorbed dose equivalents
in biological samples, using weighting factors to take
into account the different damage effects of the vari-
ous types of ionizing radiation.

2.29.2 Corrosion Effects Arising
from Radiation Absorbance

2.29.2.1 The Effect on Metals and
Surface Films

The majority of the effects of ionizing radiation on
corrosion processes are associated with radiolytic
alteration of the environment (see Section 2.29.2.2),
but a brief mention is made here of effects on the metal
substrate and surface films, which may be important,
sometimes critically so, in some circumstances.

All types of ionizing radiation may affect the semi-
conducting properties of passive films (termed the
photoradiation effect) by altering the number and type
of charge carriers.3,4 Cathodic processes may conse-
quently be affected, leading to change in the corrosion
rate. However, the photoradiation effect is small and can
be confused with the much more significant effect on
cathodic processes arising from solution radiolysis.

Heavy, energetic particles (i.e., neutrons and pro-
tons) promote atomic displacement and the formation
of increased numbers of defects, both in metal lattices
and oxide films. A number of important physical prop-
erties are affected as a result (e.g., electrical resistivity

and hardness), but as far as corrosion processes are
concerned, there are two principal effects, both deriv-
ing, in very simplistic terms, from increased defect
density arising from atomic displacements:

� the thickness and porosity of oxide films forming on
metals such as aluminum and zirconium increases5,6;

� some alloying elements may preferentially segregate
to grain boundaries at elevated temperatures (i.e., in
nuclear reactors), leading, in the case of stainless
steels, to radiation-induced sensitization.7 This may
either have significant in situ corrosion consequences
in the form of susceptibility to irradiation-assisted
stress corrosion cracking (IASCC),8–10 or introduce a
legacy effect when, for example, reactor-irradiated
stainless steel is subsequently exposed to water con-
taining very low chloride concentrations.

The other principal types of ionizing radiation, a, b,
g, X-rays, and cosmic rays, do not detectably affect
the metal microstructure.

2.29.2.2 The Effect on the Environment –
Radiolysis

Radiolysis is defined as chemical decomposition
brought about by the absorbance of ionizing radia-
tion. Significant corrosion consequences can arise
from the products resulting from the decomposition
of water, solutes, gases, and polymers and, in some
circumstances, from the alteration of the valence state
of certain solutes.

2.29.2.2.1 Water radiolysis

Water is fragmented by ionizing radiation, resulting in
the formation of a range of short-lived intermediates,
which react with themselves, water, and some solutes to
generate hydrogen, hydrogen peroxide, and to a much
lesser extent, oxygen, as stablemolecular products11–13:

H2O! e�aq;H;OH;O�
2 ;HO2;H

þ;OH�;H2;H2O2;O2 ½1�
In a completely closed single-phase situation, almost
never encountered in practice, the irradiation of pure
water produces no overall oxidizing or reducing effect.
When, however, the gaseous products are able to escape,
a net oxidizing or reducing effect is produced depend-
ing on the composition of the cover gas; the former
results in the presence of air, oxygen, or argon, whereas
the latter results in the presence of excess hydrogen.

Radiolytic reaction schemes are complex, involv-
ing a host of interactions that limit the ultimate yield
of the molecular products. For example,
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e�aq þH2O2 ! OHþ OH� ½2a�

HþH2O2 ! H2Oþ OH ½2b�
It therefore follows that any solute that preferentially
reacts with the reducing radicals acts to increase the
overall yield of hydrogen peroxide by suppressing
reactions [2a] and [2b]; in such circumstances, the
radiolytic yield of hydrogen is suppressed. Oxygen
does this directly, reactions [3a] and [3b], and Cl�

does this indirectly, reactions [4a]–[4b].11,12 The term
radical scavenger is used to denote species that act
like this.

e�aq þ O2 ! O�
2 ½3a�

Hþ O2 ! HO2 ½3b�

Cl� þ OH ! Clþ OH� ½4a�

e�aq þ Cl ! Cl� ½4b�

Hþ Cl ! Hþ þ Cl� ½4c�
Cl� is not consumed in the process, so low concen-
trations exert a pronounced effect.

The yield of radiolytic species is quantified by
G-values, which measure the number of molecules
decomposed or the number of molecules, ions, or radi-
cals formed per 100 eV of absorbed radiation energy.
G-values depend on the type of radiation (i.e., its LET
value); fast neutrons and a-radiation produce higher
yields of the molecular products than do b- and g-
radiation, the last two being essentially equivalent.
Table 1 illustrates these effects for high-purity, high
temperature water.14 The effect of radical scavengers
also depends on the type of radiation, it being more
pronounced for neutrons than forb/g-radiation.Hence,
considerable caremust be taken in applying the findings
of studies carried out with one type of radiation (g-rays
being frequently used) to situationswhere other types of
radiation may dominate (e.g., reactor cores).

G-values are of fundamental importance in eluci-
dating radiolytic mechanisms, usually done using
pulse radiolysis techniques, but from a corrosion
viewpoint, have little direct relevance, since it is the
steady-state concentration of certain species, primar-
ily hydrogen peroxide, that is important. The steady-
state concentration depends not only on the net rate
of radiolytic formation, which from the G-value con-
cept can be seen to be dose rate dependent, but
also on any nonradiolytic consumption mechanisms
(including corrosion reactions). However, radiolytic
production rates, along with kinetic data for relevant
chemical and electrochemical (i.e., corrosion) reac-
tions, do have an important application in forming
the basis for mechanistic models predicting the cor-
rosion potential in light water reactors (LWRs) (see
Section 2.29.3.1).

2.29.3 The Effect of Radiolysis on
the Corrosion of Metals in Aqueous
Environments

A number of important effects of radiolysis on corro-
sion processes have been discovered as a consequence
of the exploitation of nuclear energy, ranging from
energy production in water-cooled power reactors,
through reprocessing operations, to the disposal of
nuclear wastes.

Upon initial irradiation, the potential of platinum
and stainless steel electrodes initially falls toward the
reversible hydrogen potential, but then rises with
increasing dose uptake toward potentials dominated
by hydrogen peroxide redox reactions.15 This behav-
ior reflects the faster diffusion rate of hydrogen to the
electrode compared with hydrogen peroxide and the
greater radiolytic yield of hydrogen peroxide com-
pared with hydrogen. For most corrosion processes,
the oxidizing effect due to the production of hydro-
gen peroxide dominates.

Table 1 Radiolytic yields in high-purity, high temperature water

Energy source LET
(eV Å�1)

Yields of species
(number per 100 eV)

�H2O H2 H+e�aq H e�aq H2O2 OH HO2

b, g 0.02 3.74 0.44 2.86 0.55 2.31 0.70 2.34 0.00
Neutrons 4.0 2.79 1.12 0.72 0.36 0.36 1.00 0.47 0.17
10B(n,a)7Li 24 3.30 1.70 0.20 0.16a 0.04a 1.30 0.10 0.30

aEstimated.
Source: Hart, E. J.; Boag, J. W. Nuclear Chemistry – Theory and Applications; Pergamon Press: Oxford, 1980; Chapter 15, pp 323–324.
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2.29.3.1 High Temperature Water – LWRs

The major application here is the primary coolant
circuit of LWRs (i.e., normal, as opposed to heavy,
water), of which there are two principal types: boiling
water reactor (BWR) and pressurized water reactor
(PWR), differentiated by whether steam is raised
directly in the core or indirectly via separate steam
generators. The water temperature varies a little from
reactor to reactor, but is �300 �C. High-purity water
is used in BWRs, whereas in PWRs, additions of boric
acid are made to control the reactivity of the fuel as it
burns (i.e., undergoes fission) with the acidity coun-
teracted by lithium hydroxide.

Various corrosion processes affect reactor opera-
tions, the principal ones being

� fuel cladding corrosion, leading to the formation of
adherent oxides, which impact on heat transfer;

� general corrosion of stainless steels and inconels,
the latter are used in PWR steam generators, leading
to the formation of deposits (termed cruds), which
can impact on heat transfer rates and also pose a dose
uptake issue in areas that require maintenance, since
the corrosion products become radioactive as a
result of the ingrowth of various isotopes; and

� stress corrosion cracking (SCC), intergranular or
transgranular, of structural stainless steels and
inconels.

All of the above are affected by water radiolysis.
Corrosion in LWRs arguably constitutes the most
important application of water radiolysis, and conse-
quently, LWR chemistry has been extensively stud-
ied, and continues to be so as new problems emerge
and new reactor designs are being considered. The
interested reader is directed to the proceedings of
recent international conferences on the subject.16,17

Within the core of a BWRoperating under normal
water chemistry (i.e., deoxygenated pure water),
water radiolysis results in oxidizing conditions arising
from the greater radiolytic yield of hydrogen perox-
ide compared with hydrogen. Complex models con-
sidering the various radiolytic and electrochemical
processes and the flow conditions, coupled with
direct measurement in a number of instances, indi-
cate that the free corrosion potential of stainless
steels is elevated significantly by as much as 250mV
compared with out-of-core exposure.18,19 This ren-
ders 304 stainless steel susceptible to SCC, particu-
larly if sensitized; if not already present as a result of
welding operations, sensitization tends to grow in as a
result of neutron damage. Irradiation-assisted SCC is

therefore influenced both by microstructural changes
and water radiolysis.8–10 To counteract the radiolytic
oxidizing effect, hydrogen–water chemistry has been
introduced to BWRs. Figure 1 shows that small con-
centrations of hydrogen, of the order of 5 cm3 of H2

per kg, act to suppress almost completely the radio-
lytic production of oxidizers in the bulk water.20 In
PWRs, a hydrogen overpressure is similarly used,
thus ensuring that conditions within the core are
generally sufficiently reducing to prevent the attain-
ment of potentials where SCC of stainless steel can
occur,�230mVNHE being accepted commonly as the
safe limit.

The effect of crevices (i.e., occluded regions)
requires careful consideration, since local electro-
chemical conditions within the crevice can differ
significantly from the bulk. Complex models consid-
ering the rates of radiolytic reactions, transport pro-
cesses, fluid flow, and electrochemical reactions are
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used to estimate the potential distribution, since
in situ direct measurement is not possible. Such mod-
els indicate that higher bulk hydrogen concentra-
tions, that is, 20–25 cm3 of H2 per kg, are needed to
ensure that the corrosion potential at the tip of long
crevices does not exceed �230mVNHE; still higher
hydrogen concentrations, that is, 50 cm3 of H2 per kg,
are required to prevent significant acidification at the
crevice tip.21

High hydrogen concentrations and slightly alkaline
conditions also act to reduce the general corrosion rate
of stainless steels and inconels, thus reducing activity
build-up in the coolant circuit. However, increasing
hydrogen concentration appears to increase the SCC
susceptibility of inconel alloy 600. There is, thus, a
drive to reduce hydrogen concentrations in PWRs
slightly in order to limit SCC of alloy 600, while not
compromising on either SCC control of stainless steels
or crud deposition due to general corrosion within the
reactor circuit.22

2.29.3.2 Chemical Plant Heating/Cooling
Waters and Related Environments

Stainless steels, almost exclusively austenitic grades,
are widely used in the construction of nuclear repro-
cessing plant and ancillary items associated with the
storage and disposal of radioactive wastes. In these
applications, stainless steels are exposed to a variety
of environments, including irradiated waters contain-
ing low to moderately high concentrations of chlo-
ride at ambient to moderately high temperatures.
A strong susceptibility to localized corrosion propa-
gating in the form of pitting corrosion has been noted
in some circumstances where such tendency would
otherwise not be expected, that is, at <10mg l�1 Cl�

and temperatures as low as 30 �C.
All localized corrosion processes consist of dis-

crete initiation and propagation phases, both of
which are influenced by the adopted corrosion
potential, and hence the redox potential exerted by
the environment. Table 2 shows that the corrosion
potential of passive stainless steel in water is strongly
elevated by exposure to g-radiation, but that the
corrosion potential is insensitive to the dose rate.23

This effect is known to be attributable to water radio-
lysis rather than subtle modification of the metal’s
passive film, since the corrosion potential shift is
reproduced in nonirradiated stainless steels exposed
to previously irradiated water. In addition, in contra-
diction to early interpretation of the radiolytic cor-
rosive effect,24 it is clear that the observed oxidizing

effect is due to stable molecular products, rather than
the short-lived intermediates, since the latter do not
persist outside of the directly irradiated region.
Chemical additions of hydrogen peroxide to nonirra-
diated waters, in fact, produce essentially the same
effect on the corrosion potential, including indepen-
dence on concentration, as illustrated in Figure 2.23

The behavior of hydrogen peroxide in fixing the
potential of (passive) stainless steel is consistent
with mechanistic studies, which indicate that the
potential of inert (i.e., noble or passive) surfaces is
determined by the discharge of hydroxyl radicals,
OH, resulting from the decomposition of hydrogen
peroxide; the hydrogen peroxide concentration in solu-
tion is unimportant, provided it is sufficient to give
full surface coverage of adsorbed OH.25 Figure 2 in-
dicates that for stainless steel, the critical hydrogen
peroxide concentration is less than 0.5 mg l�1. This
mechanism also explains the reported independence
of stainless steel corrosion potential on ozone concen-
tration,26 since OH radicals also arise from the decom-
position of ozone in water.27

At Cl� concentrations of the order of 10mg l�1

and temperatures up to 80 �C at least, the elevation of
corrosion potential promoted by water radiolysis (or
hydrogen peroxide additions) is not, however, suffi-
cient to initiate true pitting corrosion, since the
pitting breakdown potential is far too high. The
breakdown potential of commercial grades of stainless
steel is, in fact, elevated a little, on average, by ionizing
radiations due to the elimination of low breakdown
potentials from the distribution.24 The origin of this
effect is not known for certain; it may possibly reflect
slight passive film thickening or the removal of sur-
face-breaking inclusions, which might otherwise act
as pitting sites, or it might somehow be related to the
photoinhibition effect.28 However, if a suitable crevice

Table 2 Effect of g-radiation on the corrosion potential

of 304L stainless steel in 10 mg l�1 Cl� at 30 �C

Dose rate
(Gy h�1)

Potential
(mVSCE)

0 �150 to 80
10 250–300

200 250–300

1000–2000 260–380

Source: Ferreira, M. G. S.; Simoes, A. M. P. Eds.; Mater. Sci.
Forum 1995, 192–194, 469–476; Work carried out by Marsh, G. P.;
and Taylor, K. J. AERE Harwell, under contract to BNFL, reported by
Herbert, D.; Whillock, G. O. H.; Worthington, S. E. In Electrochemical
Methods in Corrosion Research V; Proceedings of the 5th
International Symposium, Sesimbra, Portugal, September 5–8, 1994.
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is present, the elevation in corrosion potential pro-
moted by water radiolysis is sufficient to initiate
breakdown within the crevice. Table 3 demonstrates
the effect of g-radiation on the ease of crevice initia-
tion. These data refer to engineered crevices manu-
factured from 304L stainless steel, tested in water
containing 10 mg l�1 Cl� at 30 �C.23 Although the
dataset is incomplete, hampering unequivocal inter-
pretation, a wealth of other data collected on different
stainless steels at different temperatures and dose
rates confirms a dose rate effect. The dependence on
dose rate, despite the independence of the initial
potential elevation, is due to the metastable nature
of crevice initiation; without sufficient maintenance
of the potential provided by the cathode, an incipient
crevice can be switched off by the potential fall
accompanying the burst of anodic dissolution.

In the propagation phase of crevice/pitting corro-
sion, the additional cathodic reaction provided by the
reduction of hydrogen peroxide, generated either
radiolytically or due to deliberate addition, increases
the propagation rate. This is illustrated in Figure 3
by recording the current flow from a large passive
stainless steel surface to an engineered crevice in the
presence and absence of g-radiation.

Once initiated, crevice corrosion propagates in
essentially the same manner as pitting corrosion.
However, the existence of the crevice is crucial;

without it, the deleterious effect of the ionizing radi-
ation on stainless steel exposed to low Cl� concen-
trations does not happen. Experience indicates that
even very minor defects such as a slight rolling lap
or microporosity at a weld, which would not be
expected to be detectable at the manufacturing
stage, can act as the required crevice, provided the
radiation dose rate is high enough. Figure 4 presents
an example. At lower radiation dose rates, a more
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Figure 2 Effect of hydrogen peroxide on the free corrosion potential of 304L stainless steel in 300 mg L�1 Cl� solution at
ambient temperature. Adapted from Ferreira, M. G. S.; Simoes, A. M. P. Eds.; Mater. Sci. Forum 1995, 192–194, 469–476;
Herbert, D.; Whillock, G. O. H.; Worthington, S. E. In Electrochemical Methods in Corrosion Research V; Proceedings of the

5th International Symposium, Sesimbra, Portugal, September 5–8, 1994.

Table 3 Effect of g-radiation on the ease of crevice initi-

ation: 304L stainless steel engineered crevices, 10mg l�1 Cl�

at 30 �C

Dose rate
(Gy h�1)

Initiation frequencya

0 2/16

2.8 1/2

25 1/2

200 2/2
1000 3/3

1600 1/1

an/m indicates n corroded out of m tested.
Source: Ferreira, M. G. S.; Simoes, A. M. P. Eds.; Mater. Sci.
Forum 1995, 192–194, 469–476;Work carried out byMarsh, G. P.;
and Taylor, K. J. AERE Harwell, under contract to BNFL,
reported by Herbert, D.; Whillock, G. O. H.; Worthington,
S. E. In Electrochemical Methods in Corrosion Research V;
Proceedings of the 5th International Symposium, Sesimbra,
Portugal, September 5–8, 1994.
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severe crevice would be expected to be required to
initiate sustained propagation (all other factors such
as Cl� concentration and temperature being equal).
There are insufficient data and the interactions are
too complex to be definitive as to whether there is a
dose rate threshold, below which crevice effects cease
to be of practical significance. However, as noted ear-
lier, the transition from initiation to stable propa-
gation requires a vigorous cathode, otherwise, the
potential drops too far and the corrosion switches off.

It is in fact the case that all examples, known to
the author, of a clear effect on crevice initiation/
propagation come from high dose rate environments
(>100 Gy h�1).

Mitigation options are essentially the same as
those that pertain to nonirradiated situations. Reduc-
ing the Cl� concentration and temperature have
strong beneficial effects in reducing the likelihood
of crevice initiation; the former has a secondary effect
on radiolyzed waters if reduced low enough, since the
radical scavenging action of Cl� is eliminated. Inhi-
bitors such as hydroxide and nitrate can also be
effective if applied at the outset, but for the latter, at
least, consideration needs to be given to its radiation
stability (which also precludes organic inhibitors
from serious consideration). The selection of a more
resistant alloy, such as 316L stainless steel, would also
eliminate irradiation-assisted crevice corrosion except
at high Cl� concentration.

Although the earlier discussion focuses on stain-
less steels, there is no reason to suppose that similar
radiation effects would not be manifest in other alloy
systems where the elevation of the corrosion potential
by a few hundred millivolts is required to initiate
crevicing. However, there appear to be no reported
occurrences owing, presumably, to an absence of indus-
trial applications. Likewise, a deleterious effect of radi-
olysis on other localized corrosion mechanisms,
notably SCC and corrosion fatigue, would be expected,
but appears not to be reported except in high temper-
ature, high-purity waters (see Section 2.29.3.1) and for
the pond-storage of some types of spent nuclear fuel
where the stainless steel cladding is highly sensitized as
a consequence of in-reactor damage.29
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Figure 3 Effect of g-radiation (1 kGy h�1) on the current
flowing to an AISI 347 crevice in 100 mg L�1 Cl� solution at

ambient temperature. Reproduced from Ferreira, M. G. S.,

Simoes, A. M. P., Eds.; Mater. Sci. Forum 1995, 192–194,
469–476; Work carried out by Marsh, G. P.; and Taylor, K. J.

AERE Harwell, under contract to BNFL, reported by

Herbert, D.; Whillock, G. O. H.; Worthington, S. E.

In Electrochemical Methods in Corrosion Research V;
Proceedings of the 5th International Symposium, Sesimbra,

Portugal, September 5–8, 1994.

(a) (b) (c)

10 mm 10 mm 0 .1 mm

Figure 4 Corrosion pit resulting from crevice corrosion at a rolling lap on an AISI 321 stainless steel plate exposed for 13 Gy

to irradiated water (�500 Gy h�1) containing�10 mg l�1 Cl� at�40 �C: (a) external appearance (the bright scratch-like feature
is the initiating defect); (b) radiograph showing the extent of pit growth; (c) cross-section through the initiating defect. The

plate is question was only 4.7mm thick and the pit did not penetrate to the outside; instead, a relatively large exit hole formed

on the same side as the corrosion started from about half way down the pit.
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2.29.3.3 Nitric Acid Solutions

Nitric acid solutions are used in nuclear fuel repro-
cessing, exploiting the propensity of uranium and
plutonium to form nitrate complexes that dissolve
in nucleophilic solvents such as tri-n-butyl phos-
phate. Stainless steels, mainly austenitic grades, are
commonly used in the construction of reprocessing
plant and are either passive or suffer intergranular
corrosion (leading to grain dropping, and hence gen-
eral wastage rather than cracking), depending on the
oxidizing power of the solution, which is strongly
increased at high temperatures (>70 �C) and in the
presence of certain dissolved species, which act as
oxidants. A more detailed exposition is given else-
where (see Chapter 2.24, Corrosion in Nitric Acid).

Radiolysis of aqueous nitric acid, and indeed, neu-
tral nitrate solutions, produces the nitrite ion as the
principal dissolved product,30 along with varying
amounts of hydrogen peroxide, depending on the acid-
ity, since nitrous acid is oxidized by hydrogen peroxide
(at least, at room temperature; in hot nitric acid solu-
tions, hydrogen peroxide decomposes with the produc-
tion of NOx gases, indicating the reduction of the
nitrate ion, that is, reversal of the redox couple). The
reaction schemes are complex, involving various linked
chemical reactions as well as radiolytic ones, and the
yields depend strongly on the LET of the radiation.30

The presence of significant concentrations of
nitrous acid modifies the corrosive behavior of nitric
acid considerably, the overall effect depending on the
circumstances. In pure aqueous nitric acid solutions,
nitrous acid catalyzes nitrate reduction and, there-
fore, acts to elevate the corrosion potential of stain-
less steel, increasing its corrosion rate a little if the
temperature is high enough to support intergranular
corrosion, even though the redox potential of the
solution falls, since nitrous acid is less oxidizing
than nitric acid (see Figure 12 in Chapter 2.24,
Corrosion in Nitric Acid). In more complex liquors
containing certain dissolved species such as Cr(VI)
and Ce(IV), the effect of nitrous acid production can
be profound, sharply reducing the corrosion rate if a
complete reduction to Cr(III) and Ce(III) occurs, since
the corrosion potential moves back toward passivity.31

In such liquors, the corrosion potential and hence the
corrosion rate attained depends on the overall redox
balance; whether oxidation by the acid or reduction by
irradiation predominates depends on the nitric acid
concentration and temperature, the increase of either
of which favors oxidation, and radiation dose rate, the
increase of which favors reduction.

Owing to the fact that the corrosion resistance of
metals such as zirconium and tantalum is unaffected
by oxidizing species in solution, no effect of radiolysis
is apparent. No effect of radiolysis on the corrosion
resistance of titanium has been reported, although a
deleterious effect might be expected if reliance were
placed on oxidizing ions, rather than dissolved tita-
nium ions, for the maintenance of passivity (see
Chapter 2.24, Corrosion in Nitric Acid).

2.29.3.4 Polymer Degradation Products

Polymeric materials are susceptible to radiolytic deg-
radation and some, notably halogenated ones, release
species capable of exerting strong corrosive effects in
some circumstances. For example, the radiolysis of
polyvinyl chloride (PVC) produces hydrogen and
chlorine free radicals as primary products, which
combine producing HCl, Cl2, and H2.

32 Likewise,
fluoropolymers produce F2 and HF (if either hydro-
gen is present within the polymer or water is present)
as potential corrodants. In general, owing to the fact
that the release rates are relatively low, significant cor-
rosive effects arise only in situations where the corro-
dants are able to accumulate. For example, the use of
PVC tape to attach temporary signage during the con-
struction of stainless steel plant, which will subse-
quently be irradiated, is usually banned owing to
concerns over the possibility of chloride-induced SCC.

2.29.4 The Effect of Radiolysis on
the Corrosion of Metals in
Atmospheric Environments

In addition to hydrogen peroxide production due to
radiolysis of condensed water films, atmospheric cor-
rosion processes may be affected by the production of
ozone, nitrogen oxides, and nitric acid from radiolysis
of air. In air, most of the observed effects are attribut-
able to nitric acid production, hence, the corrosion
rate of metals, which are attacked by dilute nitric acid
(e.g., iron, copper, lead, aluminum, zinc, nickel), is
increased, whereas metals passivated by nitric acid,
such as stainless steels (but see later text), are unaf-
fected.33 The radiolytic reaction scheme is complex,
but nitric acid results from interactions such as

OþNO ! NO2 ½5a�

NO2 þ OH ! HNO3 ½5b�
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Nitric acid is produced only if water, nitrogen, and
oxygen are simultaneously present. Hence, no corro-
sion acceleration results in irradiated dry air33,34 or in
irradiated moist oxygen-free nitrogen.33 Radiation
shifts the critical relative humidity required to sup-
port atmospheric corrosion to much lower value,
10–20%, compared with 60–70% in the absence of
radiation.35 In general, increasing dose rate increases
the corrosive effect, although at very high dose rates,
surface temperatures can increase sufficiently to pre-
vent the formation of condensed water films, in which
case, no corrosion results.33 It is also reported that
there is a lower dose rate threshold (�50Gy h�1),
below which negligible corrosive effect results on
iron,33 although the evidence presented to support
that assertion appears weak.

Subtle effects arising from the radiolysis of air have
been noted, such as an inhibiting effect (due to the
nitrate ion) on the initiation of crevice corrosion in
stainless steels tested in low Cl� water. However, the
principal application relates to potential, deleterious
effects during the storage and disposal of spent nuclear
fuels and wastes.36 Stainless steel fuel cladding, if
severely sensitized as a consequence of neutron dam-
age, is known to be susceptible to intergranular attack
in moist air; the corrosion mechanism appears to be
SCC, constituting the only practical example, known to
the author, of the occurrence of this failure mechanism
in the stainless steel–nitric acid system. In the absence
of severe sensitization (i.e., in excess of that produced by
normal welding operations), no corrosion occurs.

2.29.5 Corrosion Test Considerations

Careful consideration needs to be given to the design
of tests employing radiation if representative radio-
lytic effects are to be adequately produced. This
includes the selection of the dose rate and the type
of radiation, since the steady-state radiolytic yield of
hydrogen peroxide (which is the principal active
agent modifying aqueous corrosion) depends on
both. However, it appears to be generally the case
that sufficiently representative effects are produced
by radiation dose rates of the same order of magni-
tude as those that pertain in the environment being
simulated. Likewise, it is the case that different types
of radiation generally produce similar radiolytic
effects, although the exact effect may be more or
less pronounced depending on LET values.

Consideration also needs to be given to the
selection of suitably radiation-resistant materials for

the construction of the test apparatus to avoid inad-
vertent contamination of test liquors by released
polymeric degradation products or, in the case of
electrochemical tests, to avoid problems arising
from the breakdown of electrical insulation.
Where necessary, local shielding can be employed
to protect items that cannot be made intrinsically
more robust. With regard to electrochemical testing,
it appears to be the case that g-radiolysis exerts
negligible effect on the stability of saturated calomel
or silver/silver chloride reference electrodes.
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Abbreviations
ADC Analog to digital converter

CE Counter electrode

CSE Copper sulfate reference electrode

EIS Electrochemical impedance spectroscopy

EN Electrochemical noise

IR Voltage produced by current I passing through

resistance R

K–K Kramers-Kronig

OCPD Open circuit potential decay

PSD Power spectral density

RE Reference electrode

SCE Saturated calomel reference electrode

WE Working electrode

Symbols
A Area (m2), gain of operational amplifier

b Bandwidth of measurement (s�1)

B Stern-Geary coefficient (V)

C Capacitance (F)

Cdl Double layer capacitance (F m�2 or F)

d Separation between conductors (m)

e� Inverting input to operational amplifier

eþ Non-inverting input to operational amplifier

eo Output from operational amplifier

En Electrochemical potential noise (V)

f Frequency (s�1)

fn Characteristic frequency (s�1)

G Amplifier gain

i Current density (A m�2)

icorr Corrosion current density (A m�2)

In Electrochemical current noise (A)

I Current (A)

L Inductance (H)

q Characteristic charge (C)

Q Charge (C)

R Resistance (O)
Rn Electrochemical noise resistance (O m2 or O)
Rp Polarization resistance (O m2 or O)
Rs Solution resistance (O)
V Voltage (V)

VC Control voltage (V)

VCE Voltage of counter electrode (V)

Vi Input voltage (V)

Vo Output voltage (V)

VRE Voltage of reference electrode (V)

Z Impedance (complex)

DE Small change in potential (V)

Di Small change in current density (A m�2)

« Relative permittivity

«0 Permittivity of free space (8.854187817�10�12

Fm�1)

r Resistivity (O m)

sE Standard deviation of potential (V)
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sI Standard deviation of current (A)

CE Power spectral density of potential (V2 Hz�1)

CI Power spectral density of current (A2 Hz�1)

v Angular frequency (s�1)

2.30.1 Introduction

This chapter commences by providing a brief
summary of the basics of electricity and electrical
measurements. It then considers the various mea-
surements involved in the study of electrochemistry
and how these can be applied to the study of
corrosion. Finally the design of test electrodes and
electrochemical cells is discussed. For a more com-
prehensive introduction to electrochemical methods
for corrosion studies, the readers are referred to
Kelly et al.1

2.30.2 Basics of Electricity

2.30.2.1 Charge

Charge is the most fundamental electrical property.
It derives from the charge inherent in the electrons
and protons that make up the atoms and molecules of
metals, solutions, and gases that we are concernedwith.
The unit of charge is theCoulomb, named after Charles
Augustin de Coulomb, with the symbol C. The charge
on the electron is 1.602176487� 10–19 C, and there-
fore, one coulomb corresponds to 6.24151� 1018

electrons (strictly, the charge on the electron is nega-
tive, and therefore, that should really be –1 C).

2.30.2.2 Current

Current is the flow of charge and a current of one
Ampere (named after André Marie Ampère, and
usually abbreviated to Amp) corresponds to 1C pass-
ing a given point in an electrical circuit in 1 s. Cur-
rents in metals invariably consist of movement of the
mobile valence electrons. The movement is surpris-
ingly slow (typically of the order of 10–4 m s�1), since
there are a lot of valence electrons available. Note
that the electrons move in the opposite direction to
the ‘conventional current,’ which is treated as being
due to the movement of positive charges. Currents in
solutions consist of the flow of ions, both positively
and negatively charged, with positive ions moving in
the direction of the conventional current and nega-
tive ions moving in the opposite direction.

2.30.2.3 Current Density

In electrochemical systems in which reactions are
occurring at the same rate over the entire electrode
surface, it is useful to normalize measured currents
by dividing by the area to give the current density
(units A m�2). In this chapter, we use the convention
that I stands for current, while i stands for current
density. Note that it is not always reasonable to quote
current densities; for example, in electrochemical
noise measurements (see the following section), cur-
rent is not expected to be proportional to area, and
hence current density is area-dependent. Similarly, it
is misleading to refer to current density in relation to
pitting or crevice corrosion (except when referring to
true current densities, such as the local current den-
sity at the corroding surface within the pit or crevice,
or the cathodic current density at the external
surface).

2.30.2.4 Potential

The potential at a point is defined as the work done
in moving unit positive charge to that point from
infinity. It is clearly a theoretical concept rather
than anything that can really be used! The unit of
potential is volt (named after Alessandro Volta),
abbreviated as V, and the potential at a point is
1 V if 1 W is required to move a positive charge of
1 C to that point.

2.30.2.5 Potential Difference and Voltage

The potential difference or voltage between two
points is the difference between the potentials at
the two points. The basic principles of thermody-
namics imply that this is identical to the work done
in moving unit charge from one point to the other
(which we can measure, at least in principle).

2.30.2.6 Resistance and Resistivity

It is commonly found that the voltage across a com-
ponent is proportional to the current passing through
the component. This behavior is known as Ohm’s
Law (named after Georg Simon Ohm), given by
the well-known formula V ¼ IR, where V is the
voltage (V), I the current (A), and R is the conven-
tional symbol for the resistance of the component,
with the unit Ohm and the symbol O. It should be
appreciated that, like many laws, Ohm’s Law is an
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approximation to reality, and many components
(including semiconductors and metal–solution inter-
faces) do not exhibit a linear relationship between
current and potential. When Ohm’s Law is not
obeyed, we can still talk about the resistance of a
component, defined as the slope of the voltage-ver-
sus-current curve, but the value of the resistance will
vary according to the applied voltage or current.

The resistance of a uniform conductive solid
decreases as the cross-sectional area increases and
as the length decreases. We can define the resistivity

of the solid as the resistance across opposite faces of a
unit cube of the solid. Then the resistance of a section
of wire will be lr/A, where l is the length of the wire
(unit m), A the cross-sectional area (m2), and r the
resistivity (O m).

2.30.2.7 Conductivity and Conductance

In some situations, it is convenient to work in terms of
the conductance of a component or the conductivity
of a metal or solution. These are simply the inverse of
the resistance and resistivity respectively. The unit of
conductance is O�1, also known as Siemens (after
Ernst Werner von Siemens), with the symbol S,
while conductivity has the unit O�1m�1 or Sm�1.

A particular application of conductance is found
in the relationship of the conductivity of a solution to
the composition. For dilute solutions, each ion con-
tributes a specific amount to the conductivity, and
therefore, the conductivity can be derived by sum-
ming the conductivities due to the individual ions
making up the solution (seeChapter 2.38, Modeling
of Aqueous Corrosion for further details).

2.30.2.8 Capacitance

If two conductors are placed close together, a change
in the voltage between the conductors will lead to a
separation of charge, and the amount of charge will
be proportional to the voltage. This leads to the
concept of a capacitor, a device that stores charge,
the governing equation being Q ¼ CV, where
Q is the stored charge (C), V the voltage across the
capacitor (V), and C the capacitance (it is unfortunate
but inescapable that C is commonly used as both the
symbol for capacitance and for the unit of charge).
The unit of capacitance is Farads with the symbol F
(after Michael Faraday), and a 1 F capacitor will store
1 C when 1 V is applied across it.

Note that if we differentiate the governing equa-
tion for a capacitor with respect to time, we obtain

dQ

dt
¼ I ¼ C

dV

dt

that is, the current is proportional to the rate of
change of voltage across the capacitor.

One of the simplest forms of capacitor consists
of two parallel plates of conductor separated by
an insulator, known as a ‘parallel plate capacitor.’
In this case, the capacitance is defined by
C ¼ Aee0=d , where A is the area (m2), e is the relative
permittivity of the insulator (dimensionless), e0 is the
permittivity of free space (8.854187817� 10�12 F/m),
and d is the separation between the conductors (m)
(strictly this formula is approximate, because it ignores
edge effects).

An example of a parallel plate capacitor that is
found in electrochemical systems is metals covered
with insulating films immersed in solution. In this
case, the metal and the solution form the two plates,
while the coating provides the layer of insulator.

In the absence of an insulator, there is also a
capacitance between a metal and a solution, known
as the double-layer capacitance (see Chapter 1.02,
Electrochemistry for further information).

2.30.2.9 Inductance

As current flows along a conductor, it induces a
magnetic field. When the current changes, this mag-
netic field must also change and a voltage is required
to cause this change. The inductance, L (unit Henry,
symbol H, named after Joseph Henry), of a compo-
nent is defined by

V ¼ L
dI

dt

While a capacitor can be thought of as storing charge,
an inductor effectively stores current (i.e., once a
current is flowing, the inductor tries to keep it flow-
ing). This leads to problems when switching inductive
loads, such as motors, as the inductor will develop a
large voltage as it tries to keep the current flowing
through the switch. This can lead to arcing and damage
to the switch contact, together with the production of
high-frequency electromagnetic radiation that can be
picked up as interference.

2.30.2.10 Impedance

Resistance, capacitance, and inductance all represent
the response of a component to applied voltage or
current, and they can be combined into a single
property, the impedance of the component. We can
consider a simple example of impedance by thinking
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about the properties of a paint-coated metal immersed
in solution. An ideal paint will be a perfect insulator,
but real paints will display some conductivity. Thus, a
paint of thickness d and area A, together with the metal
and solution either side of it, will exhibit a resistance
given by rd/A, while the capacitance, which will be in
parallel with the resistance, will be given by Aee0/d.
Note that the resistance decreases with increasing
area, whereas the capacitance increases.

The impedance of a resistor is independent of
frequency and has a magnitude that is equal to the
resistance, and a phase shift of zero.

The magnitude of the impedance of a capacitor
decreases with increasing frequency, being given by
1/oC, where o is the angular frequency, and the
phase shift is –p/2 radians (�90�).

The magnitude of the impedance of an inductor
increases with increasing frequency, being given by
oL, and the phase shift is p/2 radians (90�).

2.30.2.11 Admittance

Just as we can consider conductance to be the inverse
of resistance, admittance is the inverse of impedance.

2.30.2.12 Measurement Fundamentals

All electrochemical studies involve the measurement
and/or control of current and voltage. In this section,
the fundamental requirements for accurate measure-
ments are presented. Measurements come in a variety
of forms:

� Analog or digital

Analog signals have a continuous range of possible
values; almost all real variables (current, voltage,
velocity, etc.) are analog. It is essentially impossible
to measure the value of an analog variable com-
pletely, as this would require an infinite resolution.
The term analog, when applied to measurements,
therefore implies not that the measurement repro-
duces the measured property completely, but rather
that it does not have clearly defined measurement
limits. Thus, a conventional electromechanical chart
recorder can be described as analog, in that the pen
can adopt any position across the chart and the chart
paper nominally moves continuously. In practice, the
resolution is limited by many factors, including the
size of the pen tip, the grain in the chart paper, noise
in the measurement electronics, and steps in the chart
motion (it is common for the chart drive to use a
stepper motor which moves in small discrete steps).

Digital signals have a well-defined set of possible
values. The number of values is frequently defined by
the number of bits (binarydigits) used to represent all of
the possible values (since digital instruments often use
binary arithmetic internally). One bit can have two
possible values (0 and 1), eight bits can have 256 (28)
possible values (00000000 to 11111111), and in general
n-bit numbers provide 2n possible values. Common
resolutions that are available in measuring systems are
indicated in Table 1. Not all instruments use binary
arithmetic, and many devices such as multimeters that
are primarily intended for human interpretation use
decimal arithmetic. In this case, the resolution is
defined in terms of the number of decimal digits.

� Continuous or sampled

Besides having a finite set of possible values, real
measurements also have limited resolution in time.
In the case of analog measurements, this usually cor-
responds to a drop in sensitivity to rapid changes,
while for digital measurements, it corresponds to a
finite sampling rate. Note that the process of sampling
data has important consequences on their quality. In
particular, all signal frequencies at or above half the
sampling frequency will be converted to false signals
below the sampling frequency by a process known
as aliasing, and these must be removed by analog
filtering (Section 2.30.2.12.4) before sampling.

Table 1 Common digital measurement resolutions (as

is common, for binary measurements 1 bit is assumed to be
used to signify the sign of the measured voltage, while for

decimal instruments the sign is additional to the number of

digits)

Binary
Number of

bits

Number of

values

Resolution for �1 V full

scale

8 256 7.8mV
10 1024 2mV

12 4096 400mV
16 65536 30mV
20 1048576 2 mV
24 16 777216 120nV

Decimal
Number of
Digits

Number of
values

Resolution for �1 V full
scale

3 1000 1mV

3.5 1999 500mV
4 10000 100mV
4.5 19999 50mV
5 100000 10mV
6 1000000 1 mV
7 10 000000 100 nV

8 100000000 10 nV
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2.30.2.12.1 Time and frequency domains
We experience the world as a sequence of events that
follow on in time, and it is natural to think in the ‘time
domain,’ that is, the variation of the measured para-
meters with time. However, the properties of many
systems can be understood and interpretedmore easily
when expressed as the behavior at different frequen-
cies, that is, in the ‘frequency domain’ (the brain works
in the frequency domain when processing sound – we
hear the different frequencies in the sound, rather than
the moment to moment fluctuations in air pressure).

2.30.2.12.2 Instrumentation fundamentals

In this section, we shall briefly review the various
components that make up modern electronic instru-
ments. This is not intended to be a full coverage of
the subject, for which the readers are referred to
specialist works, but rather to give a general under-
standing of the basis.

2.30.2.12.3 Amplifiers

A common requirement in instruments is to change
the amplitude of a signal or to convert from a current
to a voltage or vice versa. This function is performed by
amplifiers. In general, the relationship between the
input and the output of an amplifier can be defined by
its ‘transfer function.’ To simplify the discussion, we
shall just consider voltage amplifiers (i.e., devices that
take an input voltage Vi and produce an output voltage
Vo). Then the transfer function of an amplifier can
simply be defined by Vo¼G(Vi), where G is the gain of
the amplifier. We have written G as a function in order
to emphasize that G may not be a constant multiplier.
Thus the amplifier may be nonlinear over voltage and/
or frequency. However, amplifiers are often designed to
be linear for voltages and frequencies within their
design range, and we can therefore write Vo¼GVi,
where G is a constant. Thus, an amplifier with a gain
of 1000 will convert a 1mV signal to a 1 V signal.

There is no reason why G must be positive or
greater than 1; thus, it is perfectly feasible to design
an amplifier with a gain of�0.1, which would convert
a 1mV signal to �0.1mV.

Other important properties of an amplifier are the
input and output impedance. The input impedance is
the impedance that the input presents to the circuit
to which it is connected – for voltage amplifiers we
often want this to be very high so that the connection
of the amplifier does not affect the system to which it
is connected. The output impedance is an indication
of the way in which the output voltage is affected by
the impedance of the circuit to which it is connected.

We usually want amplifiers to have a low output
impedance so that the output voltage is unaffected
by the circuit to which it is connected. An important
type of amplifier is the ‘unity-gain buffer’; this has
a gain of 1 (so the output is the same as the input),
but the input impedance is very high, and the output
impedance very low. This allows us to connect high-
impedance voltage sources (such as the potential
measured on a painted sample) to low-impedance
measuring devices. A practical realization of a unity-
gain buffer is described in the following section.

In contrast to voltage amplifiers, a current ampli-
fier takes an input current, and we want it to have a
very low input impedance, so that connecting the
amplifier does not affect the current, while a current
output should have a very high output impedance, so
that the current is not affected by the impedance of
the system to which it is connected. Note that there is
no reason why an amplifier should not have a current
input and a voltage output; indeed this is exactly the
characteristics of a ‘zero-resistance amplifier’ (in a
later section). Similarly, an amplifier can be designed
with a voltage input and a current output, producing a
device that provides a current that is controlled by an
input voltage (i.e., a voltage-controlled galvanostat).

2.30.2.12.4 Filters
Another important building block of modern instru-
ments is the filter. This is a device that responds
differently to different frequencies. The simplest filter
consists of a resistor and a capacitor (Figure 1).
At high frequencies (above 1/2pRC Hz), the capacitor
has a low impedance compared with the resistor, while
at low frequencies it has a high impedance. Then a low
pass filter (one that allows low frequencies to pass but
removes high frequencies) can be obtained by placing
the resistor in the signal path and the capacitor across
it (Figure 1(a)). Swapping the two components pro-
duces a high pass filter (Figure 1(b)). (The black
triangle at the bottom of each figure is a conventional
symbol for the earth or ground connection, voltages
being assumed to be measuredwith respect to ground.)

Low pass filter

R

C

In Out

R

C
In Out

High pass filter 
(a) (b)

Figure 1 RC filter circuits.

1346 Experimental Techniques for Evaluating Corrosion

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Simple filters using only passive components (resis-
tors, capacitors, or inductors) are rather limited, and
many practical filters will use either analog amplifier
circuits or digital techniques, which permit a wide
range of transfer functions to be produced (see
Horowitz and Hill2 for further information).

2.30.3 Measurement and Control
Methods

2.30.3.1 Measurement of Voltage

2.30.3.1.1 Fundamentals

An ideal voltage-measuring instrument will deter-
mine the voltage between two points without draw-
ing any current (since this could modify the
measurement). In practice, all voltage-measuring
instruments will draw a small amount of current,
and this is usually defined in terms of the input
impedance of the instrument. Many lower-cost mul-
timeters will have an input impedance of 10MO, and
if such a meter is used to measure a voltage of 1 V,
it will draw a current of 0.1 mA. Whether or not
this is acceptable will depend on the system being
measured, but for many corrosion applications, the
impedance would be too low, and a value of 1 GO or
above is recommended (an even higher input imped-
ance may be necessary for some systems, such as
intact paint-coated metals or passive alloys).

A second consideration in the selection of voltage
measurement instruments is the measurement quality
required. There are several aspects to this, and we can
define three terms with slightly different meaning:

� Resolution or precision is the ability to detect
small changes in a large value (e.g., if the meter
can measure a maximum of 1 V and can resolve
1mV the resolution is one part in one thousand).

� Sensitivity is the ability to measure small values,
irrespective of the range being used (it is relatively
easy to measure changes of 1mV in a signal with a
maximum of 1 V, but it is much more difficult if
the maximum is 1 kV).

� Accuracy is the ability to measure the ‘true’ value
(this is often much less well-defined than resolu-
tion, as it depends on how well the instrument is
maintained and calibrated as well as its initial
specification).

An important aspect of voltage measuring devices is
the speed with which they can adjust to and measure
changes. For ‘manual’ instruments (i.e., instruments
where the only output is viewing by a human, who

may or may not choose to write down the result),
changes occurring over periods of less than a second
cannot be resolved by the observer, and speed is aminor
limitation.However, when the output is being recorded,
whether by a computer or on a chart recorder, then the
measurement speed is also important. For corrosion
studies most information tends to be at rather low
frequencies (rarely more than 1 kHz), although imped-
ance measurements may go to higher frequencies.

2.30.3.1.2 Single-ended and differential

measurements

Voltage-measuring devices may have one input ter-
minal connected to earth, known as a ‘single-ended
input,’ or both input terminals may be independent of
ground, known as a ‘differential input.’ In general,
differential inputs are to be preferred, as they help to
avoid problems associated with earth loops (see the
following section).

2.30.3.1.3 Instruments

A range of instruments is available to measure
voltage:

� Moving coil meters are actuated by current but can
be adapted to measure voltage by adjusting the
resistance of the coil (plus a series resistor if neces-
sary) to give an appropriate calibration. However,
they generally have too low an impedance to be
useful for corrosion measurements, and they have
limited resolution (usually about 1% of full scale).

� Electronic voltmeters use a semiconductor circuit
to amplify and convert the voltage to a suitable
form for display, either on a moving coil meter or
on a digital display (in which case the term digital
voltmeter is normally used). Whichever form of
display is used, the input impedance is a function
of the amplifier used and can be very high (values
of 1014 O are commercially available, usually
termed electrometers).

� Chart recorders provide a means of recording the
variation of voltage with time. They are gradually
becoming less widely used, both because they are
relatively expensive, and, unlike computer-based
data acquisition systems, the recorded data cannot
easily be further processed. As with electronic volt-
meters, the input impedance is a function of the
electronics used, a value of 10MO being common.

� Oscilloscopes can be thought of as specialized chart
recorders that are optimized for viewing high-
speed signals. Electrochemical measurements are
only rarely concerned with high-speed measure-
ments, and hence oscilloscopes are not widely used,
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especially as their input impedance is usually rather
low (1–10MO being common). However, they
can be useful for checking for high-frequency oscil-
lation or viewing transient behavior (but note that
modern computer-based data acquisition systems
may provide similar or enhanced functionality for
lower cost).

� Computer data-acquisition systems can be thought
of as being similar to digital voltmeters, but
with the display components being replaced by
a connection to the computer, which can take
over the display functions (as well as doing many
other things). Unfortunately, the majority of
computer data acquisition systems are optimized
for rapid data acquisition (105 or 106 samples per
second being common), rather than high input
impedance or high precision, and consequently
they are not ideal for corrosion measurements.

2.30.3.1.4 Earthing and shielding

Induced interference is a common problem in elec-
trical measurements. This arises because the signal
circuits act as aerials for the pick-up of electro-
magnetic radiation. Much of this interference can
be eliminated by appropriate earthing (also known
as grounding) and screening of the signal circuits. An
electrical earth (or ground) is a connection to a stable
voltage at approximately the potential of the local
soil. It is common to use the safety earth associated
with mains power sockets to earth an appropriate part
of the measuring circuit. In electrochemical measure-
ments, it is common to earth the working electrode,
although there may be circumstances in which this is
not desirable. When configuring earth connections,
it is very important to avoid an ‘earth loop,’ which
involves two separate connections to earth. This
results in a loop of wire, with earth forming part of
the loop, and this loop can act as a very effective
aerial for the pickup of mains frequency interference.

Interference pickup can be significantly reduced
by screening the signal circuits. This involves sur-
rounding the circuits with a metallic conductor that
is connected to earth. Electromagnetic radiation can-
not penetrate this conductor, and consequently cannot
interact with circuits inside the screen. It is common to
screen cables by using a coaxial cable, in which the
inner conductor is screened by an outer braided screen,
which is earthed (note that the comments above about
earth loops also apply to the screen connection of
coaxial cables). Larger circuits, such as electrochemical
cells, can be enclosed in an earthed, conductive box,
known as a Faraday cage.

2.30.3.2 Measurement of Current

2.30.3.2.1 Fundamentals

An ideal ammeter will measure the current between
the two input terminals while maintaining the voltage
between the terminals at zero. In many modern
instruments, current is measured by measuring the
voltage across a resistor (known as a current shunt)
that is inserted in the current path. This results in a
small but significant voltage being developed (this is
know as the ‘voltage burden’ and is typically of the
order of 100mV for a full-scale reading to allow the
voltage to be measured with an acceptable accuracy),
and such meters are unsuitable for many electrochem-
ical measurements. The capabilities of an ammeter can
be defined in terms of the input impedance (essentially
the resistance across which the voltage is measured)
and ideally we want the input impedance to be zero.
An alternative current measurement method uses a
form of amplifier known as a current amplifier (essen-
tially an amplifier with a current input and a voltage
output) that can measure current with a very low input
impedance, and this is preferred for corrosion studies.
In the corrosion field the term ‘zero-resistance amme-
ter’ is used to describe a current amplifier coupled
with a suitable voltage measuring device.

2.30.4 Instruments

Many current-measuring methods use similar
instruments to those described earlier for voltage
measurement. Such instruments normally use the
method of measuring the voltage drop across a resis-
tor to measure currents, but even if the instrument
offers such a capability internally (as in the case of
cheaper digital multimeters), it may be better to use
it in voltage measurement mode with an external
resistor, as this allows a greater control of the com-
promise between sensitivity and input impedance
(i.e., a smaller resistor, and hence a smaller voltage,
may be used, giving a less sensitive measurement, but
one that is less affected by the input impedance of the
measuring system).

There are three main classes of instrument that
can measure current with negligible voltage drop. All
of these use essentially the same current amplifier
circuit, the only real difference being the packaging
and primary function of the device:

� Electrometers normally include a very high input
impedance voltage amplifier and a very low input
impedance current amplifier capable of measuring

1348 Experimental Techniques for Evaluating Corrosion

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



very small currents with a very low voltage burden
(typically less than 1mV).

� Zero-resistance ammeters are normally designed
specifically to measure currents in the range of
concern for electrochemistry.

� Potentiostats (seeSection 2.30.4.3) can be configured
to measure current with negligible voltage burden.

A limitation of all devices based on the current amplifier
circuit is the limited maximum current that can be
measured, as the full measured currentmust be supplied
by an internal amplifier, and once the current exceeds
the capability of the amplifier, the current amplifier will
behave as a very high resistance.

2.30.4.1 Measurement of Resistance

2.30.4.1.1 Fundamentals
In general, resistance is measured by applying a cur-
rent to the circuit in question and measuring the
voltage developed across it. Then the resistance is
computed from Ohm’s Law, V ¼ IR, making the tacit
assumption that the behavior of the component is
correctly described by this law. Note that Ohm’s
Law does not apply to electrochemical interfaces,
and somewhat more complex methods must be used.

2.30.4.1.2 Instruments

Most digital multimeters can measure resistance, nor-
mally by applying a constant current, which will vary
according to the resistance range selected, andmeasur-
ing the voltage developed. This is generally satisfactory
for larger resistances, but for accurate measurements,
especially for small resistances, it is necessary to com-
pensate for the resistance of the connecting cables. This
is done using a 4-terminal measurement (Figure 2), in
which the current is applied to the component using
one set of cables, and the voltage is measured using a
second set of cables. More sophisticated multimeters
provide the separate current and voltage connections
that are required for this method. When measuring

the resistance of electrochemical interfaces, a vari-
ant of the 4-terminal measurement method must be
used (see the discussion on the measurement of
polarization resistance).

2.30.4.2 Measurement of Impedance

2.30.4.2.1 Fundamentals

Impedance measurement can be seen as an extended
form of resistance measurement in that a current is
applied to the component in question and the result-
ing voltage is measured. In the case of impedance
measurement, however, the current must be a sine
wave and the voltage measurement must determine
both the amplitude and the phase (with respect to the
current) of the resulting voltage. In the general case,
it is also necessary to vary the frequency of the sine
wave and to account for nonlinearity and noise in the
measurement. These aspects are discussed further in
the following section.

2.30.4.3 Control of Potential – The
Potentiostat

In the general case, the control of the potential of an
electrode in an electrochemical cell can be achieved
using a four terminal method that is similar to the
4-terminal method of measuring resistance, the cur-
rent being supplied through one pair of connections
and the voltage measured through a second pair.
Then a control circuit can adjust the current to
maintain a constant potential difference (or a poten-
tial difference that follows an independent control
signal) between the two voltage measuring con-
nections. However, one of the two connections (to
the working electrode) is generally very low resis-
tance and can use a single connecting wire in most
cases, whereas the other (to the solution) has a high
resistance (and other problems), and must use two
connections, one for current (supplied to a separate
conductor known as the counter electrode or second-
ary electrode or auxiliary electrode) and the other to
measure the potential using a reference electrode.
This leads to the three-terminal device (though it
may have more connections to provide additional
facilities) known as a potentiostat. In essence, a pot-
entiostat is a very simple voltage amplifier that
amplifies the difference between a control potential
and the potential of the reference electrode by a very
large amount and then applies it to the counter
electrode (with the working electrode being con-
nected to ground). Then if the control potential

Voltage connections

Current connections

z

Figure 2 Four-terminal method for resistance or

impedance measurement.
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differs from the reference electrode potential, the
counter electrode potential will be changed in the
opposite direction, tending to bring the reference elec-
trode potential back to being the same as the control
potential. This process is known as ‘negative feedback.’
A very basic potentiostat can be constructed for a few
pounds (Steinberg and Lowe3 provides an example
circuit, although the method of current measurement
is more complex than is necessary for most applica-
tions, and the circuit could be even simpler). Commer-
cial potentiostats typically provide higher currents,
better facilities for the measurement of current and
potential, more controlled frequency response, etc.

2.30.4.3.1 Operational amplifier model

The very simplest potentiostat can be constructed from
a single operational amplifier (op-amp). (Nowadays the
operational amplifier is a standard integrated circuit
component that is available with a wide variety of
specifications, costing less than £1 for lower specifica-
tion devices.) The ideal op-amp is a device with three
terminals (plus power supply connections – typical
op-amp designs use power supplies with three out-
puts, �15, 0, and þ15 V, the 0 V output providing the
reference for voltage measurements) as shown in
Figure 3.

The relationship between the output of the ampli-
fier (eo) and the noninverting (eþ) and inverting (e�)
inputs is given by

eo ¼ Aðeþ � e�Þ
where A, the gain of the amplifier, is very large
(typically of the order of 106 or more, although it
falls with increasing frequency). For the ideal ampli-
fier, the input impedance is infinite and therefore no

current will flow into the inputs of the amplifier; for
real amplifiers, it is normal to specify the input leak-
age current rather than the input impedance, and
typical values range from 100 nA down to less than
1 pA, depending on the technology used to construct
the amplifier.

2.30.4.3.2 Principle of negative feedback

Most operational amplifier circuits rely on ‘negative
feedback’ to provide the required function. In
essence, this means that a signal derived from the
amplifier output is fed back to the input such that
the desired relationship between the input and the
output is obtained.

The simplest negative feedback circuit is the unity
gain buffer:

In this circuit, the input signal is connected
to eþ and eo is connected back to e� (Figure 4).
We can analyze the behavior by substituting for
e� in the op-amp gain equation:

eo ¼ Aðeþ � eoÞ
Hence

eo ¼ eþ½A=ð1þ AÞ�
As A is very large, [A/(1þ A)] is very close to 1,
so eo � eþ.

By design, the input impedance of the operational
amplifier is very large, and the output impedance is
very low (and made lower still by the action of the
negative feedback), thus providing an amplifier with a
gain of one, very high input impedance and very low
output impedance.

2.30.4.3.3 Simple potentiostat circuit

The basic circuit to provide control of potential is
also very simple (Figure 5).

Again, we can see how the circuit works by putting
the various voltages into the gain equation for the op-
amp (using VCE for the potential at the counter elec-
trode terminal and VRE for the reference electrode,

e+ +

−e−

eo

Figure 4 Unity gain buffer.

e+ +

−e−

eo

Figure 3 Operational amplifier (power supply connections

omitted for simplicity).

e+ +

−
e−

eo Counter electrode 

Reference electrode

Working electrode 

Control
voltage

(Vc)

Figure 5 Operational amplifier circuit for potential control.
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both relative to the working electrode, which is
connected to the power supply ground):

VCE ¼ AðVc � VREÞ
Hence

VRE ¼ Vc � VCE=A

As A is very large (usually> 106), this implies that
VRE � Vc. As the electrode potential of the working
electrode is measured relative to VRE, this means that
the potential of the sample will be – Vc.

Somewhat more detailed descriptions of potentio-
stat circuits are presented in Chapter 1.02, Electro-
chemistry. Note that the circuits for the unity gain
buffer and the potentiostat illustrate a general fact
for operational amplifier designs, namely that when
operating with correct negative feedback, the voltage
at the two input terminals is the same, that is, eþ¼ e�,
and this provides a simple way of working out how
the circuit will behave.

2.30.4.3.4 Some potentiostat configurations

For simplicity, we shall draw the potentiostat as a box
with three connections, labeled CE, RE, and WE (for
Counter Electrode, Reference Electrode, and Work-
ing Electrode respectively), and a control input that
permits control of the potential with an external
input. Then the simplest potentiostat circuit controls
potential, optionally following an external device,
such as a sweep generator that provides a potential
that varies with time (Figure 6).

The potentiostat may provide a means of moni-
toring the current, but if this is not available, then the
current can be measured by inserting an ammeter in
the lead from the potentiostat to the counter elec-
trode or by inserting a resistor and measuring the
voltage across it (note that the potentiostat automati-
cally compensates for the voltage drop across the
ammeter/resistor, and hence this is not a problem,
providing it is not excessive; up to 1 V is reasonable).

2.30.4.3.5 Control of current

If a potentiostat is configured to control the potential
across a fixed resistor, this will produce a controlled

current from the CE terminal to the RE terminal
(Figure 7). It should be noted that in this circuit,
the RE is at a voltage of Vc relative to instrument
ground (the WE terminal), while the CE terminal is
at whatever potential is necessary (within the capa-
bility of the potentiostat of course) to supply the
current. (The term ‘instrument ground’ is used to
refer to the 0V connection of the power supply.
This may or may not be connected to a true local
ground (e.g., the earth pin of the mains connector).) It
is often required to measure the potential that results
from the application of a controlled current; note that
the reference electrode must not be connected to the
RE terminal to achieve this; some potentiostats may
provide a mechanism for measuring the potential in
galvanostatic mode (check the manual); alternatively
an independent voltmeter must be used.

2.30.4.3.6 Measurement of current

If a potentiostat is configured to control the potential
between the RE and WE terminals at 0 V, then the
current required to do this can be measured between
the CE and RE terminals (Figure 8). The voltage
burden is not particularly important, as the potentio-
stat will adjust the voltage at the CE terminal to
supply the required current. An ammeter is shown
in Figure 8, but this can, of course, be replaced by a
resistor and voltmeter (providing the voltage across
the resistor is within the capability of the potentio-
stat). Note that one current measuring connection is
connected to instrument earth in this configuration,
while the other (connected to the RE terminal) is a
‘virtual earth’ (i.e., it is at earth potential, but not
actually connected to earth).

Measurement of current  

CE

RE

WE

Control0 V A

I

Figure 8 Configuration of potentiostat tomeasure current.

CE

RE

WE

ControlVc

CE

RE

WE

Figure 6 Potentiostat used for control of potential.

CE

RE

WE

Control

R

Vc I = Vc/R

Figure 7 Potentiostat configuration for current control.
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2.30.4.3.7 Problems in potentiostatic
measurements

The potentiostat is a very useful device, but users
should be aware of a number of possible problems:

� Overloading

The potential of the working electrode is controlled
by current supplied from the amplifier in the poten-
tiostat. The current and voltage available will be
determined by the design of the amplifier and the
power supply in the potentiostat. The voltage limit is
very often �15V, as this is the normal maximum
supply voltage range for integrated circuit opera-
tional amplifiers (though higher voltage potentiostats
are available). The current limit will vary from
�10mA for standard operational amplifiers, up to
many amps for power devices. If the required poten-
tial demands more current or voltage than the poten-
tiostat can supply, then the potential control will
break down; this can usually be recognized by an
unchanging current, corresponding to either the cur-
rent limit of the potentiostat or the voltage limit in
conjunction with the total circuit resistance.

� Instability

As already explained, the operation of the potentio-
stat depends on negative feedback. However, at
higher frequencies, elements in the circuit (including
the cable from the reference electrode to the poten-
tiostat and circuits internal to the potentiostat) can
introduce delays between a change in the potential
being applied to counter electrode and the resultant
potential appearing at the inverting amplifier input.
At a frequency where the delay corresponds to half of
the period of one cycle, the delay will convert nega-
tive feedback into positive feedback, which can result
in strong oscillation of the potentiostat (this is essen-
tially the same as the ‘howl’ when the microphone
picks up the sound from the public address system).
Very often the only measurements taken from a
potentiostatic experiment are the potential and
current – if these are made using dc instruments,
the ‘howl’ will not be detected, and the potentiostat
will just appear not to be working, as the dc value of
the potential will typically not be what is intended. In
this situation, it is important to check the current
using an ac meter; alternatively check the cell voltage
with an ac meter – do not try to measure the ac
voltage between the reference electrode and the
working electrode, as this will typically be very
small (remember that it will be amplified by the

gain of the amplifier in the potentiostat before it is
applied to the counter electrode). Such oscillations
can usually be stopped (at the expense of slowing
down the response of the potentiostat) by connecting
a capacitor from the counter electrode terminal to
the reference electrode terminal, which provides
strong negative feedback at higher frequencies (1 mF
is usually sufficient). It may also be useful to reduce
the effective impedance of the reference electrode at
higher frequencies (especially when using high-
resistivity solutions) by coupling it with a capacitor
to a length of platinum wire wrapped around the tip
of the Luggin probe (see Section 2.30.8).

� Frequency response

Many applications of potentiostats are concerned
with ‘near-dc’ conditions, and the frequency re-
sponse is not particularly important. For this reason
and to avoid problems with instability, some poten-
tiostats have a relatively low frequency response.
Some applications, however, such as the measure-
ment of electrochemical impedance or transient
measurements with scratching electrodes, demand
a response at high frequencies. Users should there-
fore take care to select an appropriate instrument for
their application.

2.30.4.4 Control of Current

In principle, the control of current is simpler than
the control of voltage, as we are not concerned with
the source of any voltages developed in the external
circuit. Thus, the simplest galvanostat is a two-
terminal device, and many laboratory power supplies
offer a controlled current mode of operation that may
be suitable for some corrosion experiments (though
they are typically not very easy to set accurately,
especially for smaller currents). Alternatively, a
potentiostat can be used very easily as a galvanostat
by using it to control the voltage across a resistor
(Figure 7 and also in the Chapter Electrochemistry
for an example circuit). Note that there can be earth-
ing issues with galvanostats, as the simplest circuits
(including potentiostats used as galvanostats) do not
connect either of the output terminals to earth.

As with potentiostats, galvanostats have limits
on the output current and voltage, but they are less
susceptible to oscillation and similar problems (as
the feedback is contained within the instrument, it
is much easier to avoid the positive feedback that
could give problems).
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2.30.5 Electrochemical Methods

2.30.5.1 Potential Monitoring

The measurement of potential is very simple –
a reference electrode is placed in the same solution
as the working electrode and a voltmeter with suit-
able (high) input impedance is connected to measure
the voltage difference between the two. Note that
the negative terminal of the voltmeter should be
connected to the reference electrode in order for
the measured voltage to have the correct polarity.
However, if the working electrode is connected to
earth (as is quite likely in the case of plant measure-
ments), this configuration may compromise the input
impedance of the meter (since the negative input
terminal of a voltmeter often has a much lower imped-
ance to earth than the positive terminal), and in this
case it is better to connect the meter ‘the wrong way
round’ (i.e., connect the higher impedance positive
terminal to the reference electrode) and reverse the
sign of the measured potential.

Provided no current is being applied to the work-
ing electrode, it is not particularly important where
the reference electrode is situated, and it is not nec-
essary to use a Luggin probe (see Section 2.30.8).
The only exception to this is for measurements of the
distribution of potential over the surface of the sam-
ple, when the design and location of the reference
electrode is critical.

While the measurement of potential is relatively
easy, the interpretation may present problems. The
corrosion potential is affected by many factors, and in
the absence of additional information (such as a
detailed understanding of the system in question), it
is not possible to deduce anything about what is
happening. As an example of a situation where the
potential does provide useful information, the poten-
tial of carbon steel in concrete drops markedly when
it starts to corrode, but even here, there is a wide
range of potential over which the behavior is consid-
ered as uncertain, as indicated in Table 2.

2.30.5.2 Galvanic Current

As with the potential, the coupling current between
two electrodes is relatively easy to measure, but more
difficult to interpret. With a well-defined galvanic
couple, the current may provide a useful indication
of some feature of the environment, but it is difficult
to be sure in the general case whether it will provide
useful information and how to extract that informa-
tion from the measured data.

Note that galvanic currents must be measured
with a low potential drop, and therefore an electrom-
eter, zero-resistance ammeter, or potentiostat should
be used as described earlier.

2.30.5.3 Polarization Curves

2.30.5.3.1 Introduction

One of the most common electrochemical methods in
corrosion research and testing is the determination of
the polarization curve – the relationship between the
current and the potential, usually over a relatively
wide range (of the order of a volt). It is normally the
objective to determine polarization curves under
near steady-state conditions (i.e., the measured cur-
rent at each potential is essentially that that would be
obtained after a long period at a constant potential).
For at least two reasons, this is not really possible:

� When corrosion reactions are occurring, the elec-
trode will change with time, especially in the
anodic region of the curve, and hence there is
really no such thing as steady-state.

� It is not usually feasible to use more than a few
samples, and therefore measurements must be
made at different potentials on the same sample;
the prior history of the sample is thus likely to
influence the behavior.

Thus, themeasurement of a polarization curve involves
an element of compromise, and the optimum method
and parameters to use will depend on the system being
studied. As a general rule, systems exhibiting a low
corrosion rate benefit from slowmeasurementmethods
(since the electrodes will change only slowly by corro-
sion and the low currents involved will be more easily
perturbed in the short term by factors such as double-
layer charging currents and currents associated with
thickening of passive oxide films), while systems exhi-
biting rapid corrosion can (and should) be measured
more quickly, since the actively corroding surface will
reach near-steady state quickly and will change more
quickly as a result of corrosion.

Table 2 Determination of condition of steel in concrete

from measured potential (from Tullmin et al.4)

Potential/V(CSE) Condition

> �0.20 Passive

�0.20 to �0.35 Active or passive

< �0.35 Active (i.e., corroding)
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2.30.5.3.2 Measurement methods
Polarization curves can be measured either by
controlling the current and measuring the potential
or by controlling the potential and measuring the
current. Since control of current is somewhat easier
than control of potential, early measurements tended
to use controlled current, but it has a number of
disadvantages; in particular, it is not possible to
control the potential in the passive region of
active–passive polarization curves using controlled
current (Figure 9). Thus, modern approaches almost
invariably use controlled potential.

The polarization curve is notionally a continuous
function, in that the potential can be held at any value
and the current measured. In practice, however, there
are two approaches to the measurement – the poten-
tial can be swept smoothly through the range of
values of interest (leading to a potentiodynamic polari-
zation curve) or it can be stepped over a range
of reasonably small steps (typically in the range of
10–50mV and leading to a potentiostep curve). The
advantage of the potentiodynamic method is that it
provides an essentially continuous curve. The advan-
tage of the potentiostep method is that the measured
current can be taken at the end of the step hold period,
and therefore it approaches steady-state a little more

closely for the same overall measurement time. It also
permits the use of new specimens for each potential,
which minimizes effect due to the prior history of the
specimen (though it also much more time-consuming
and expensive, and introduces questions about sample-
to-sample reproducibility).

The potentiodynamic method requires a potentio-
stat, a linear sweep generator (to produce the poten-
tial sweep) and a recording device of some kind to
record the current and potential. In principle, the latter
can be an X–Y recorder (possibly with a log converter
on one axis to record log(current)), or a conventional
recorder with a hard-working research student to
extract and process the information. However, most
modern systems will use a computer data acquisition
system to manage the measurement and facilitate the
processing of the data. The wide dynamic range of the
measured current presents something of a problem
here, and it is common for dedicated systems to use
automatic range switching in order to permit the mea-
surement of both large and small currents.

The sweep rate is an important parameter, as it
controls the closeness with which steady-state is
approached. Typical values of sweep rate are of the
order of 1mVs�1; as indicated earlier, a slow sweep
rate is required for low corrosion rates, while a faster
sweep can be used (and may be necessary to avoid
excessive modification of the working electrode by
corrosion) for systems that are corroding rapidly.

2.30.5.3.3 Interpretation

The simplest approach to the interpretation of polar-
ization curves is to model the curve as the summation
of a series of curves corresponding to the individual
electrochemical reactions that can occur. As
activation-controlled reactions exhibit a linear rela-
tionship between potential and log(current density),
it is normal to plot potential using linear axes and
current density using log axes (strictly the absolute
value of current density, since log(x) does not exist
for x< 0). Since the potential is usually the con-
trolled variable and current density the measured
variable, polarization curves should strictly be plot-
ted with potential on the x-axis. However, early
workers controlled current and therefore plotted cur-
rent density on the x-axis, and many workers still use
this convention.

Figure 10 (taken from ASTM Standard G5:1998,
which provides a standard method for determining
polarization curves) shows an example polarization
curve, in this case for a ferritic stainless steel in
sulfuric acid (the curve displays as a band because

log i

Active

P
ot

en
tia

l

Passive

Transpassive

Figure 9 Potentiostatic and galvanostatic measurement
of polarization curve (schematic). Note that there is only one

current density for each potential, so potentiostatic

measurement gives the complete curve. In contrast there

are three possible potentials (only two of which are stable)
corresponding to much of the range of current densities, so

galvanostatic measurement cannot reach some parts of the

curve, and flips from the active peak to transpassive

corrosion on the positive-going scan direction, and from the
passive current density to the active curve in the negative-

going direction (denoted by the dashed arrows). Note also

that it is impossible to hold the system in the passive region
using galvanostatic polarization, as slight changes in

condition will cause a transition to active corrosion.
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this figure shows the range of curves obtained by
different labs on a particular batch of steel). The
labels on the right of Figure 10 indicate what is
happening in each region of the curve. Note that
there are two passivation reactions; the first corre-
sponds to passivation by Cr2O3, while the second
corresponds to passivation by Fe2O3 as well as Cr2O3.

An important process in the analysis of polariza-
tion curves is the estimation of the Tafel slope
(the slope of the linear region of the E�log|i|
curve). For an ideal activation controlled reaction,
this is straightforward (though easy for beginners
to miscalculate the slope, for example by taking log
(i1�i2) rather than log(i1)�log(i2)). However, real
polarization curves tend not to show a clear Tafel
region, and it can be impossible to determine the
Tafel slope. As a guide, a Tafel slope should be
considered to be reliable only if it meets the follow-
ing conditions:

� The polarization curve is straight for at least one
decade of current (i.e., the current changes by a
factor of ten).

� The straight region of the polarization curve
should start at about one Tafel slope away from
the open circuit potential (i.e., if the Tafel slope is

60mV, then the curve should become linear at
about 60mV from the corrosion potential). This
is not an exact rule, as it depends on the relation-
ship between the anodic and cathodic slopes; if in
doubt, a good check is to overlay the calculated
curve onto the measured curve.

� The Tafel slope should not ‘undercut’ the polari-
zation curve between the open circuit potential
and the start of the Tafel region. If this occurs,
it suggests that the Tafel slope corresponds to a
different reaction from the one that is dominant at
the open circuit potential; a common student error
is to fit a Tafel slope to the hydrogen evolution
reaction when the dominant reaction at the open
circuit potential is oxygen reduction (Figure 11).
The Tafel slope may be correct in this situation,
but it is not relevant to the corrosion process
(therefore, it cannot be used, for example, to com-
pute the Stern–Geary coefficient).

2.30.5.4 Linear Polarization Resistance

The linear polarization resistance is the slope of the
E�i relationship at the open circuit potential (OCP)
(i.e., at zero current), and it provides a method of
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Figure 10 Polarization curve for ferritic stainless steel in sulfuric acid (from ASTM standard5).
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estimating the instantaneous corrosion rate. It can be
measured in a number of ways:

� The potential can be swept through a narrow range
either side of the OCP, the current recorded, and
the slope determined. This method is commonly
used in laboratory measurements, as it has a num-
ber of advantages – the E�i plot produced pro-
vides an indication of measurement problems such
as high noise levels (Figure 12), and it makes a
true measurement of dE/di at i¼ 0. However, it is
relatively difficult to automate, as it is necessary
both to compensate for changes in the OCP and to
determine the slope of the curve at i¼ 0.

� The current can be swept through a small
range about zero and the potential measured.
This has the advantage of automatically making a
measurement that is centered on zero current, but
the current range needs to be adjusted to compen-
sate for changes in the measured resistance. This
method also reveals measurement noise.

� The potential can be stepped between OCP� DE/2
and OCPþDE/2, where DE is a small potential
difference (typically 10 to 20mV). Then Rp can be
determined as DE/Di, where Di is the change in
current density. This suffers from the difficulty of

compensating for changes in the OCP, and errors
can be introduced if the anodic and cathodic Tafel
slopes are markedly different.

� An applied current can be stepped between –Di/2
andþDi/2 and the corresponding potential step,DE,
measured. This is the simplest approach for corro-
sion monitoring, as it automatically makes the mea-
surement centered on the OCP, and the polarization
resistance is directly proportional to DE (since Rp¼
DE/Di and Di is constant). The current amplitude
should ideally be adjusted to keepDE in a reasonable
range, but this is not too problematic unless the
corrosion rate varies over quite a wide range. This
method is also subject to error if the anodic and
cathodic Tafel slopes are markedly different.

� A more sophisticated approach to the measure-
ment of polarization resistance is to apply a sine
wave of current or potential and measure the
amplitude of the potential or current respectively.
Essentially, this consists in making a single fre-
quency impedance measurement – see the follow-
ing section for further information. This method
has two main advantages: it is easier to account for
extraneous noise, and the frequency at which the
measurement is made is well-defined, which
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Figure 11 Calculated polarization curve exhibiting ‘undercutting’ of cathodic Tafel region due to multiple cathodic

reactions. This graph is based on the idealized behavior of iron in a neutral solution, where the primary cathodic reaction is
oxygen reduction at the OCP, which gives rise to the ‘bump’ in the cathodic curve. Note that the anodic and cathodic Tafel

slopes do not intersect at the corrosion potential, and the current density at the intersection is less than the corrosion current

density (which is defined by the limiting current density for oxygen reduction, set to 1 A m�2 for this model).
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facilitates interpretation. With the low cost of
sophisticated electronics, this has become a good
method for corrosion monitoring, especially as it
can easily be combined with Harmonic Analysis
for the estimation of the Stern–Geary coefficient
(see Section 2.30.5.6).

In addition to the variety of methods of polarization
that are available, polarization resistance can be
measured either as the resistance between two equiv-
alent electrodes (this has some practical advantages,
notably the fact that the expected dc potential differ-
ence is zero) or as the resistance of a single electrode,
using a reference electrode to connect to the solution
in a reproducible fashion (Figure 13).

Note that the normal unit of Rp is Om
2, that is, it is

not, strictly speaking, a resistance, but a resistance
times area.

A question for all of the measurement methods is
the optimum cycle time for the measurement. The
basic theory on which the polarization resistance
method is based assumes that Rp is measured at a low
frequency, such that capacitive and other time varying
currents can be neglected. However, in some situations
diffusion processes can change very slowly (notably in
environments such as soil and concrete), and it is not
feasible to measure Rp at sufficiently low frequencies.
In this case it has been found that relatively fast

measurements (with a typical measurement cycle
time of 30 s) still give good correlation with corrosion
rate. This is attributable to the measurement of the
charge transfer resistance with only a small contribu-
tion from the diffusional impedance (see Cottis and
Turgoose6 for further explanation), but note that this
does lead to a B-value different than for very low
frequency measurements.
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Figure 12 Linear polarization resistance measurement using a potential sweep and exhibiting measurement noise.
In this case the amplitude of the noise is low enough that we can make a reasonable estimate of the polarization resistance.

Meter

I+ V+ V− I− I+ V+ V− I−

WE1 WE2

Meter

WECE

RE

Figure 13 Two- and three-electrode methods for
polarization resistance and impedancemeasurement. Generic

connectionshavebeen indicatedon themeasuringdevice – if a

potentiostat is used for themeasurement, Iþwill correspond to

the counter electrode terminal, Vþ the reference electrode and
V� and I� theworking electrode (thiswill beone terminal unless

the potentiostat has separate current and voltage measuring

connections for the working electrode).
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2.30.5.4.1 Interpretation
The interpretation of the polarization resistance is
normally based on the Stern–Geary relationship:7

Rp ¼ B

icorr

where B is the Stern–Geary coefficient (it is often
called the Stern–Geary constant, but it is not a true
constant, being dependent on the metal and environ-
ment being studied), or simply the B-value; its unit is V.

Note that the B-value cannot be derived from the
measured data (but see the sections on harmonic
analysis and intermodulation distortion) and must
be obtained from separate experiments, either by
measuring the anodic and cathodic Tafel slope from
a polarization curve or by using a practical calibration
against corrosion rates measured by an alternative
method, such as weight loss. In the absence of a
suitable B-value, it is common to use 26mV for
activation controlled systems and 52mV for systems
with the cathodic reaction being limited by diffusion.
These values correspond to typical Tafel slopes for
these two cases, and the calculated corrosion rates
will usually be within a factor of two or three of the
true value, which is usually tolerable for corrosion
monitoring, where the objective of the electrochemi-
cal corrosion monitoring is primarily to detect major
changes in behavior.

2.30.5.4.2 Errors

The polarization resistance method makes a number
of assumptions about the system under investigation,
and errors arise if these assumptions are invalid.

� It is assumed that there is only one anodic reaction
(metal dissolution) and one cathodic reaction
(oxygen reduction or hydrogen evolution). Note
that this implies that the rates of the reverse reac-
tions are negligible. This is not always valid: rela-
tively noble metals such as copper and nickel may
be close to equilibrium at their corrosion potential,
and it is possible for Rp to be dominated by the
metal–metal ion exchange reaction; similarly, the
kinetics of hydrogen–hydrogen ion reaction typi-
cally control the potential of nickel-base alloys in
hydrogen-containing high temperature water, and
electrochemical measurements give little informa-
tion about the corrosion reaction.

� It is assumed that both anodic and cathodic reac-
tions obey Tafel’s Law, which implies that they
must be under activation control. Truly diffusion
limited reactions (i.e., reactions that are at the
limiting current density) can also be regarded as

obeying Tafel’s Law, with a Tafel slope of infinity,
but intermediate cases (where the current is at a
significant fraction of the limiting current density)
do not obey the Stern–Geary equation and will
give errors. Similarly, passive alloys will have an
anodic behavior that does not obey Tafel’s Law.
Fortunately in the case of passive systems, the
cathodic reaction will often obey Tafel’s Law, while
the anodic reaction can be regarded as having a very
high Tafel slope; consequently, they may obey the
Stern–Geary relationship. This is not a major prob-
lem for corrosion monitoring, as the passive alloy
will always have a high polarization resistance, and
the exact corrosion rate is not usually of concern.

� The electrochemical reactions are uniformly
distributed over the electrode (i.e., uniform corro-
sion is occurring). Polarization resistance measure-
ments on electrode that are subject to localized
corrosion are normally considered to estimate the
average corrosion rate. This is justified if the cor-
rosion process consists solely of a cathodic reaction
(either obeying Tafel’s Law or fully diffusion con-
trolled) on the passive surface and an anodic reac-
tion at the localized corrosion site (e.g., within the
pit or crevice) that obeys Tafel’s Law. However,
this is not necessarily the case, and polarization
resistance should be regarded as more of a qualita-
tive measure if localized corrosion is occurring.
Note that it is not possible to identify purely
from the measured value whether or not the cor-
rosion is localized or uniform.

� It is generally assumed that the relatively small
current or potential perturbation that is applied
as a result of the measurement of polarization
resistance does not change the corrosion behavior.
This is not necessarily correct, and the perturba-
tion may change the behavior somewhat. This is
more likely when using controlled potential meth-
ods, as these are more likely to apply a nonzero
mean current to the electrodes.

� Polarization resistance measurements are necessar-
ily performed on probe electrodes when used for
corrosion monitoring. It is assumed that the probes
have the same behavior as the plant, but there are
several reasons why this may not be valid.8

2.30.5.5 Electrochemical Impedance
Spectroscopy

Electrochemical impedance spectroscopy, EIS, extends
the polarization resistance method by measuring how
the impedance varies with frequency. There are a
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number of ways in which this measurement can be
made (see Turgoose and Cottis9 and Orazem and
Tribollet10 for further information on the technique),
but in essence the measurement consists in applying a
series of ac currents and measuring the ac potential
response or applying a series of ac potentials and
measuring the current response. The impedance is
then calculated by dividing the potential by the cur-
rent at each frequency (using complex arithmetic in
order to maintain the phase information). There are a
number of criteria that must be satisfied in order to
make a valid measurement,11 including:

� Linearity: the response of the system must be
proportional to the perturbation (this is rarely
true for electrochemical systems, but we approach
it by using small amplitude perturbations).

� Causality: the response of the system must be a
direct result of the perturbation (power line noise
and similar interference would result in a breach of
this requirement, as would randomly occurring
currents associated with localized corrosion).

� Stability: this requirement requires that the system
does not exhibit characteristics such as multiple
values for a given perturbation, or (equivalently)
regions of negative resistance (electrochemical
systems are often not stable, including any systems
that include an active–passive transition).

It is possible to test EIS data for failure to meet these
requirements, the most common method being to use
the Kramers–Kronig (K–K) transform; this allows for
the calculation of the phase response from the ampli-
tude response and vice versa. If the calculated and
measured data do not match up, this implies that
the data are not valid (note that this is a necessary,
but not sufficient, condition – valid data will not fail
the K–K transform test, but it is possible for invalid
data to pass it).

2.30.5.5.1 Presentation of EIS data

The EIS measurement produces a set of amplitude
and phase values for a range of frequencies, and there
are two main ways of presenting these:

� The Bode plot presents log(amplitude) and phase
against log(frequency). Figure 15 presents a Bode
plot for the equivalent circuit of Figure 14 (this is
known as the Randles equivalent circuit and has
three components: Rs is the resistance of the solu-
tion, Rp is the polarization resistance of the metal–
solution interface, and Cdl is the double-layer
capacitance of the metal–solution interface).

On the Bode plot, a resistor produces a horizontal
line on the amplitude plot with amplitude equal to
the resistance and a constant phase of zero on the
phase plot. A capacitor produces an amplitude that
falls with a slope of �1 as the frequency increases
(the amplitude of the impedance is 1/(2pfC), where
f is the frequency and C the capacitance), and a
constant phase of�90�; as we are normally dealing
with resistors and capacitors, it is common to invert
the phase axis (i.e., plot–phase) so that capacitive
circuit elements give data above zero.

� The Nyquist plot normally plots the imaginary part
of the impedance against the real part (Figure 16).
The Nyquist plot invariably inverts the imaginary
axis (i.e., it plots the imaginary component of imped-
ancewith increasingly negative values on the y-axis),
so that capacitive circuit elements plot above the
x-axis. One weakness of the Nyquist plot compared
with the Bode plot is that it does not implicitly
include the frequency of each measurement point,
so at least some points should have their frequency
indicated.

Rs

Rp

Cdl

Figure 14 The Randles equivalent circuit for a corroding

interface.
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Figure 15 Example Bode plot for the equivalent circuit

of Figure 14, with component values of Rs¼100 O,
Rp¼ 1000 O, Cdl¼0.0001F (from Cottis8). Note that |Z|

tends to Rs at high frequency and to RsþRp at low
frequency.
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2.30.5.5.2 Interpretation of EIS measurements
The interpretation of EIS data is essentially
concerned with determining the components inside
a sealed ‘black box’ with just two leads connected to
the outside. It is relatively easy to determine the
values of internal components if we know what
their configuration is, but if we do not know the
configuration or the number of components there is
no unique solution to the problem, as there are an
infinite number of circuits that could produce the
observed behavior. The simplest example of this is
circuits that contain only resistors. Any resistor net-
work will appear from the outside as a pure resistor
(i.e., the measured impedance will have constant
amplitude and zero phase). Consequently, in order
to obtain a valid interpretation, it is important to use
prior knowledge of the expected behavior in order to
model the real physical system.

There are two basic approaches to model EIS
performance, and hence to determine the properties
of the elements of the electrochemical interface by
adjusting the parameters of the model to match the
measured data:

� The response of the chemical and electrochemical
processes to a fluctuating potential is analyzedwith
a mathematical or numerical model in order to
produce a simulated spectrum, and the parameters
of the model are adjusted to fit the measured
spectrum. This is technically an ideal approach,
as it provides a direct relationship between the
physical processes occurring and the observed
spectrum, and can include the effects of

nonlinearity in response, but it is very demanding
of time and skill, and it is therefore used only
infrequently.

� A much more common approach is for the compo-
nents of the system under investigation to be mod-
eled by electrical equivalent circuit elements that
have similar characteristics to the actual processes
concerned. Thus, a paint film can be modeled as
a resistor (corresponding to ionic current passing
through the film) in parallel with a capacitor
(corresponding to the capacitance of the paint film
acting as a parallel plate capacitor); underneath the
paint film themetal–solution interface gives rise to a
resistor (corresponding to the charge transfer resis-
tance) in parallel with a capacitance (the double-
layer capacitance). The response of the resultant
electrical circuit is then modeled using conventional
methods from electrical engineering, and the param-
eter values adjusted to optimize the fit between the
model and real data. Note that the equivalent circuit
is derived first, based on the physical processes
occurring; it may then be necessary to modify the
equivalent circuit to fit features of the measured
data. It is important that the added elements are
linked to a physical process; some less-experienced
workers try different equivalent circuits to find the
one that best fits the measured data and then try to
work out what the elements correspond to; while this
may provide a good fit to the data, the circuit may
have the wrong configuration so that the values of
circuit elements give no information about the real
processes occurring.

2.30.5.5.3 Advanced impedance

measurements

Significant advances have been made in the EIS tech-
nique in recent years. These are largely related to the
detection and handling of errors in the measurement
and enhancing the speed of measurement.

In a conventional EIS measurement, the imped-
ance is acquired sequentially at each of a set of
frequencies. The frequencies are normally arranged
as a geometric series (i.e., each frequency in the series
is the product of the immediately preceding sample
and a multiplier (the latter is typically chosen to
give around seven frequencies per decade). With
this analysis scheme, the time taken to determine a
full spectrum is dominated by the lowest frequency
included in the measurement. It is not uncommon
for the lowest frequency to be 1mHz, implying that
the measurement of an impedance spectrum takes
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Figure 16 Example Nyquist plot (from Cottis8).
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several hours. Besides leading to long measurement
times, this leads to questions about the stationarity of
the system. Van Gheem et al.12,13 have developed a
measurement method that uses multiple simulta-
neous sine waves, permitting the simultaneous mea-
surement of a full spectrum (the use of multiple
sinewaves is not new; Van Gheem et al.’s method is
novel in the way that it allocates measurement fre-
quencies in such a way that the measurement of the
power at frequencies that are not present in the
applied signal permits the estimation of the impact
of noise and nonlinearity on the measurement).

In a similar vein, Orazem14 has developed a method
to use the error structure of EIS data to optimize the
fitting of equivalent circuit models to the data.

Unfortunately, the methods developed by Van
Gheem and Orazem were not available in commer-
cial EIS measurement systems at the time of writing,
but they provide an important advance in the devel-
opment of reliable EIS analysis methods.

2.30.5.6 Harmonic Analysis

Harmonic analysis may be thought of as a single-
frequency impedance measurement that is extended
to measure the first and second harmonics of the
input signal.

When a sine wave voltage is applied to a linear
system (see the definition of linearity given earlier),
the resultant current consists only of a sine wave at
the same frequency. However, if the system is nonlin-
ear, as is the case with electrochemical interfaces, this
produces some distortion of the sine wave, which
creates harmonics of the input signal. Using similar
assumptions to those used by Stern and Geary,7

Dévay and Mészáros15,16 showed that the amplitudes
of the first and second harmonics can be used to
determine the Tafel slopes of the anodic and cathodic
reactions, and hence determine the B-value to be
used in the estimation of icorr. Thanks to the low
cost and power of modern electronics, this approach
has been adopted as a corrosion monitoring tech-
nique with the claimed advantage (based on the
theoretical analysis, but not yet really validated in
practice) that it does not depend on prior knowledge
of the B-value.

In his analysis Mészáros showed that the double
layer capacitance could be allowed for by taking mea-
surements at two frequencies. However, this requires
the assumption that the equivalent circuit is a simple
Randles circuit, which is often not the case, and as far
as the author is aware, all practical implementations of

this method depend on the measurement being made
at a low frequency, such that the capacitive compo-
nents of the equivalent circuit can be neglected.

2.30.5.7 Intermodulation Distortion

A further development of the harmonic analysis tech-
nique applies two sine waves to the corroding sample.
These interact with the nonlinear interface to pro-
duce a rather more complex set of output frequencies
(Figures 17 and 18). Besides the harmonics of the
two input signals, intermodulation components are
formed at the sum and difference frequencies. The
method was first proposed by Mészáros and Dévay,17

and the method was subsequently developed by
Bosch et al.,18 who termed it ‘Electrochemical Fre-
quency Modulation,’ although the process by which
the output signals are produced is termed ‘intermod-
ulation distortion’ in the signal processing literature
(and in Mészáros and Dévay’s paper). (Intermodula-
tion has been widely used in electronic systems for
many years as a method for changing the frequency of
a signal. Thus in a modern satellite TV system, the
LNB (Low Noise Block downconverter) takes the
microwave signal picked up by the satellite dish
(with a frequency in the range 5–20GHz) and
mixes it through a nonlinear device with a locally
generated signal to convert it to a lower frequency
(which will be the difference between the incoming
frequency and the local signal frequency) that can be
handled more easily in the receiver itself, the original
signals and all the other intermodulation components
being removed by filtering.)

Analysis of the signals produced permits, in the-
ory, the extraction of the Tafel slopes in much the
same way as harmonic analysis, but in addition, cer-
tain pairs of frequencies can be shown to have con-
stant ratios, and these have been proposed as a test of
the reliability of the data (Bosch et al., who first drew
attention to these relationships, termed them ‘causal-
ity factors’ 2 and 3 on the basis that they should have
values of 2 and 3 if the outputs are caused by the
inputs, rather than being random noise). This is
potentially a very attractive ability, but at the time
of writing this method had been relatively little used,
and it is unclear whether or not real systems follow
the theoretical behavior well enough for the results to
be relied upon.

The theoretical derivation of the analysis proce-
dures for this method implicitly assumes that the
measurement is made at a low enough frequency
that capacitive effects can be ignored. The relevant
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Figure 17 Potential and current versus time for a simulated intermodulation measurement (controlled potential, cathodic

Tafel slope 120mV anodic slope 60mV). Note the much lower amplitude of the cathodic currents as a result of the larger Tafel
slope, and the resultant distortion of the signal compared to the input signal.
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Figure 18 Illustration of intermodulation distortion (the two input frequencies used were 0.002 and 0.005Hz (f1 and f2);

the signal at 0.003 and 0.007Hz are the difference (f2� f1) and sum (f2þ f1) signals; the signals at 0.004 and 0.01Hz are the

first harmonics of f1 and f2; the remaining signals result from intermodulation between f1, f2, and harmonics and
intermodulation components. The current was based on a 1m2 electrode, which is why the observed power spectral

density is so high.
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frequency is that of the highest component used in
the analysis, and this typically requires the use of
very low frequencies for the two input signals.
It may be possible to analyze the phase and amplitude
of the various output components in order to test for,
and possibly to correct for, capacitive components,
but this had not been done at the time of writing.

2.30.5.8 Transient Techniques

A number of transient techniques have been devel-
oped to probe the properties of electrochemical inter-
faces. Several of these are essentially attempting to
determine the properties of elements of an assumed
equivalent circuit. These have largely been super-
seded by EIS, since this obtains the same information
in a more accurate and more general way. An example
of such a technique is open circuit potential decay
(OCPD). In this method, the metal–solution interface
is charged by the application of a constant current
until a steady potential is achieved. Then the current
source is disconnected, and the potential allowed to
decay back to its open circuit value, giving a potential–
time curve similar to that shown in Figure 18.

Various methods can be used to interpret the resul-
tant curve (see Bosch et al.18 for details); most of these
depend on the assumption that the interface can be
described by a simple equivalent circuit and that
the interface has been charged for long enough that
the charging current into the double layer capaci-
tance, Cdl, can be neglected.

2.30.5.9 Electrochemical Noise

Electrochemical noise (EN) can be defined as natu-
rally occurring fluctuations in the current and/or
potential of corroding electrodes.20 Early workers
regarded these fluctuations as merely a nuisance, to
be removed by filtering or averaging if possible, but
Iverson21 realized that they may contain information
about the rate and nature of the corrosion process.
A number of techniques have been devised for the
measurement of electrochemical noise,8 but most
measurements now determine the potential noise as
either the fluctuation of the electrochemical poten-
tial relative to a low-noise reference electrode or the
fluctuation of the potential between two nominally
identical working electrodes, while the current noise
is measured as the current between two nominally
identical working electrodes. An extension of the
method measures the potential and current noise

simultaneously using three electrodes (Figure 19).
This has a number of advantages, including the abil-
ity to determine the electrochemical noise resistance
(see the following paragraph).

2.30.5.9.1 Interpretation of electrochemical

noise

Early work on electrochemical noise used largely
heuristic methods to analyze the data, that is, a num-
ber of analysis procedures were tried, and the ones
that seemed to work determined by experiment.
More recently, more detailed theoretically-based ana-
lyzes have been developed.19,22

One of the most useful parameters to come out of
the early heuristic work was the electrochemical noise
resistance, Rn. This can be defined as AsE/sI, where A is
the area of each electrode and sE and sI are the stan-
dard deviations of current and potential respectively,
assuming the conventional three-electrode configura-
tion. (Throughout this chapter we take Rp, Rn, and Rct
as being normalized to unit area (i.e., their unit is
Ohm m2.) This convention has not always been used
(including by the author) and care should be taken
to ensure that area effects are properly handled.)
This result was first suggested by Dawson et al.23 The
result can be proved theoretically with relatively few
assumptions:

� The current noise sources on the two working
electrodes have the same mean and standard devi-
ation and are uncorrelated.

� The measurements are made at a low enough
frequency that capacitive and other effects can be
ignored.
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Figure 19 Typical OCPD plot (from Kelsall19).
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� The response of the two working electrodes to an
applied current is defined by ARp, where Rp is the
polarization resistance.

With these assumptions, it can be shown that Rn¼ Rp
(strictly we should say the expected value of Rn is Rp,
since this is a statistical result that is only true on
average). Thus, icorr can be estimated as B/Rn, where
B is the Stern–Geary coefficient.

The simplest theoretical analysis of the expected
amplitude of the potential and current noise is based
on the premise that the electrochemical process con-
sists of a series of events that are characterized by a
pulse of charge. At the lowest level, this pulse might be
two electrons produced by the oxidation of one iron
atom to Fe2þor four electrons consumed by the reduc-
tion of one molecule of oxygen. (Note that corrosion
texts often state that the anodic and cathodic processes
associated with corrosion are tightly coupled, such that
every oxygen molecule reduced requires two iron
atoms to be dissolved. However, this is not strictly
correct, and the coupling only occurs indirectly
through the change in electrochemical potential that
occurs as the double-layer capacitance is discharged.
Thus the anodic and cathodic events are uncorrelated
in the short term, and we can therefore treat them as
independent noise sources.) Larger events would corre-
spond to such processes as the anodic charge produced
by the initiation, growth, and death of a metastable pit.

If we assume that individual events are uncorre-
lated (i.e., the occurrence of one event does not
change the probability of a subsequent event occur-
ring), we can use the shot noise analysis produced by
Shottky24 to describe noise production in thermionic
valves. Individual events are treated as pulses of zero
duration, but nonzero charge, q. Then if the mean
current is I, the average number of events occurring
each second is I/q. (Note that we use I, In, Icorr, etc. to
indicate total current, rather than current density,
because current noise is not expected to be propor-
tional to specimen area, and therefore it is more
meaningful to talk about the current for a given
specimen area, rather than considering the current
density. Rn on the other hand is expected to be
inversely proportional to specimen area and it is
therefore appropriate to normalize it to unit area
(giving the unit of O m2).) Analysis of the statistics
of this process leads to the shot noise formula
I 2n ¼ 2qIb, where I 2n is the variance of the current
noise signal and b the bandwidth of the measure-
ment (the range of frequencies included in the
measurement).

For a corroding electrode two processes must be
occurring simultaneously (e.g., metal dissolution and
oxygen reduction). In principle, we can estimate the
noise due to each source and sum them to derive the
total noise amplitude. However, it will commonly be
the case that one of the processes produces signifi-
cantly more noise than the other, in which case we
only need to consider that process. Thus, for pitting
corrosion driven by oxygen reduction, the pitting
process is expected to produce much more noise
than oxygen reduction under normal circumstances,
and therefore, we can simply treat oxygen reduction
as providing a constant current that brings the net
current to zero. With this assumption, and assuming
that we can apply the Stern–Geary equation to esti-
mate Icorr from Rn, it can be shown19 that we can
estimate Icorr, the charge, q, in the transient events,
and the frequency, fn of those events:

Icorr ¼ B

Rn
¼ BsI

sE

q ¼ sIsE
Bb

fn ¼ Icorr

q
¼ B2b

s2E

where B is the Stern-Geary coefficient; sI, the stan-
dard deviation of current; sE, standard deviation of
potential, and b is the bandwidth of measurement.

Note that these equations assume that only low
frequencies are included in the calculation of standard
deviation, and it is arguably better to use an estimate of
the power spectral density (PSD) at a low frequency:

Icorr ¼ B

Rn
¼ B

ffiffiffiffiffiffiffi
CI

CE

r

q ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
CICE

p
B

fn ¼ Icorr

q
¼ B2

CE

where CI is the PSD of current and CE is the PSD of
potential.

2.30.5.9.2 Measurement

Electrochemical noise is almost invariably measured
as digitized time records. Thus, the measurement
process consists of a number of steps, illustrated in
Figure 20. Potential noise typically has a low ampli-
tude, and it is therefore common to amplify it – this is
done as the first step in order to minimize the effects
of other processes on the instrument noise. If the
potential is measured with respect to a reference
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electrode, it will typically have a relatively large dc
value, and the voltage amplifier may also incorporate
a dc offset to allow a larger gain to be used without
exceeding the output voltage range of the amplifier.

Current noise is normally converted to a voltage
signal using a current amplifier. It is not usually
necessary to provide for a current offset as the cur-
rent noise normally has an expected mean of zero.

Following amplification, the voltage and current
noise signal should be filtered to remove unwanted
frequency components (although the amplifier and
filter circuits may be combined in a practical instru-
ment). In particular, a low-pass antialiasing filter
should be included to remove frequency components
that could give rise to aliasing in the sampling
process. A high-pass filter may also be incorporated
to remove the dc level (as an alternative to the use of
a fixed dc offset), although it is difficult to produce
good analog filters with a very low frequency, and
even good quality filters present ‘issues’ associated
with the filter settling time when first switching on.

The continuous analog signal must then be sam-
pled to convert it to a regular sequence of samples,
and these sampled values must be converted from
analog to digital values. These two processes may
be combined if certain types of analog to digital
convertor are used. Most electrochemical noise infor-
mation is present at low frequencies (typically below
about 10Hz), and hence EN measurement systems
do not have particularly stringent sampling rate
requirements, and it is more important to have a
high resolution. Most computer data acquisition sys-
tems are optimized for high-speed, relatively low-
resolution sampling, and they are therefore unsuit-
able for EN measurements. Conventional digital

multimeters or electrometers usually provide more
suitable measurement capabilities, and they may also
provide some of the required signal conditioning
(although for the best results separate signal condi-
tioning systems are normally required).

Finally the sampled digital time series is either
recorded for subsequent processing (this is typically
done for research purposes) or processed online to
produce summary parameters (typically used for cor-
rosion monitoring).

The measurement of electrochemical noise requires
care in order to avoid sources of noise other than true
electrochemical noise. Some of the more likely sources
of error are:

� Instrument noise – electrochemical noise often has
a very low amplitude, and high-quality current and
potential measuring systems are necessary in order
to minimize the addition of electronic noise from
the instrument. Instrument noise levels should be
checked to ensure that the level of such noise is
significantly below that of the measured signals.
Instrument noise levels are influenced by the
impedance of the system being measured, and a
dummy cell with a similar impedance to that of the
corroding system should be used in the calibration
process (Figure 21, based on Ritter et al.25).

� Quantization noise – virtually all electrochemical
noise analysis methods involve converting the ana-
log noise signal to a sampled digital time record. If
the resolution of the analog to digital convertor is
inadequate, steps will be observed in the time record
(Figure 22). These add a form of noise, known as
quantization noise, to the data; providing the
measured signal is changing sufficiently rapidly, the
contribution of the quantization noise is to addwhite
noise (noise with a constant PSD) to the signal.
(If the signal is changing slowly compared with the
quantization step size, the measured value may be
constant for long periods, and in this case the effect
of the quantization may be to reduce the apparent
noise.)

� Aliasing – during the sampling process, signals with
a frequency above half the sampling frequency are
transformed into samples that appear to have a lower
frequency (Figure 23). (Some digital-to-analog con-
version methods reduce the sensitivity to aliasing by
averaging the measured signal over the sample
period. However, this does not completely prevent
aliasing, and it is good practise to use antialiasing
filters for all EN measurements.) It is important to
use antialiasing filters to remove these frequencies

WE1 RE WE2

V
A

Figure 20 Three electrode EN measurement
configuration.
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before sampling occurs, as it is impossible to distin-
guish the resultant sampled data from real low-
frequency signals. It should also be appreciated that
aliasing does not just occur within electronic devices;
it can also be created in software. Thus, if the sam-
pling frequency of a signal is reduced by decimation
(selecting every nth sample), this will also produce
aliasing, and a low-pass software filter should be
applied to the original data before decimation.
(As software filters can be constructed to have essen-
tially ideal properties, this can be a useful approach.
Indeed there are arguments that the most effective
approach to the development of instrumentation for
EN is to sample at a fixed, relatively high frequency
and then deliver data at the required rate by filtering
and decimation. Besides avoiding expensive, low-
frequency analog filters, this tends to reduce the
amplitude of quantization noise (this process is
known as oversampling in the electronics literature).)

� Interference – electromagnetic interference from
a number of sources may be picked up and
amplified by the EN measurement system. This
leads to two main types of error: mains fre-
quency (power-line) noise (50 or 60Hz depend-
ing on location) and relatively rapid transients

(duration of the order of ms) due to inductive
effects associated with the switching of high cur-
rents (the laboratory refrigerator is a common
source of the latter). While both of these types of
interference can be identified relatively easily, it
may be more difficult to do this once the data
have been sampled. Thus, mains frequency noise
will typically be aliased to a much lower fre-
quency, and transients will appear to be at least
one sample period long. Thus, it is always best to
prevent such interference from getting into the
measurement system. This is normally achieved
by careful shielding and earthing.

2.30.6 Electrode Design

Specimens for corrosion electrochemistry can take
many forms, and much will depend on factors such
as the form in which the material is available, the
objective of the measurement, and the type of corro-
sion behavior that is expected. Typical electrode
constructions are shown in Figure 24.

Factors that should be taken into account in the
design of the electrode include:

� Surface to be studied
Different planes in an alloy tend to behave differ-
ently as a result of segregation occurring during
casting and subsequent thermo-mechanical treat-
ment. Consequently, it may be important to study a
particular surface, in which case only planar elec-
trodes, Figures 25(b), 25(d), 25(e), and 25(f ), are
suitable (Figure 25(a) is not suitable, as the edges
of the specimen are necessarily exposed as well as

Voltage
amplifier

Current
amplifier

Voltage 
low pass filter

Current
low pass filter

Voltage
ADC or meter

Current
ADC or meter

WE1 RE WE2

Data
analysis or

storage

Figure 21 EN Measurement System (ADC¼Analog to Digital Convertor) (from Cottis8).

WE1

RE 

WE2R

R

R

Figure 22 Dummy cell for determination of instrument

noise levels (from Schottky24).
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the surface of interest). Thought should also be
given to the state of the surface (ground, polished, as
received, etc.) as this can have a marked effect on the
electrochemical behavior (the embedded electrode of
Figure 25(e) is suitable for studying a specific plane,
but not a preexisting surface, as the electrode prepa-
ration must include grinding and/or polishing of the
embedded electrode to remove resin from the
surface).

� Susceptibility to crevice corrosion
Passive alloys, including stainless steels, are suscep-
tible to crevice corrosion. It is almost inevitable that
electrode designs expose metal–insulator junctions
to the test solution (Figure 25(a) is an exception,
but it has its own problems associated with the
waterline) and these are potential sites for crevice
corrosion. Besides blatant damage to the specimen,
this can lead to apparent passive current densities

Specimen

Possible
water-line
effects

Test
solution

Specimen

Coating

Possible
crevice
effects

Test
solution

(a)  Direct inversion (b) Coated

(c)  Compression seal, bullet (d)  Compression seal, plate

(e)  Embedded (f)  Surface mounted cell for coated samples

Clamping nut

Glass tube

Connecting rod

PTFE washer

Bullet specimen

PTFE 
lip seal

Sample

Screw
clamp/seal

Resin

Sample

Plastic
tube

Silicon
sealant

Coated
specimen

Figure 25 Typical electrode designs for corrosion studies.
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that are much higher than the true values
(Figure 26). A number of approaches have been
used to minimize the risk of crevice corrosion:
1. The use of a PTFE-metal compression seal26

can prevent crevice corrosion, but careful design
and manufacture are necessary (PTFE-metal
contacts have also been used as crevice-
formers27).

2. Embedding a metal sample in epoxy or similar
resin can lead to the formation of a crevice as
the resin cracks away from the metal. The risk
of this happening can be minimized by max-
imizing the adhesion of the resin to the metal
by using an appropriate pretreatment (contact
the resin manufacturer for advice), and by
using a thin layer of resin (this minimizes the
shrinkage stress between the resin and the metal;
if a thick resin layer is required to facilitate
surface preparation, this can be added as a second
layer, when cracking will usually occur harm-
lessly between the two resin layers). Another

approach that has been used with stainless steels
is to run a trace of nitric acid round the edge of
the specimen to passivate any crevice (although
it may be difficult to do this reproducibly).

3. Some coatings are particularly liable to act as
a crevice at the edge of the coating, while
others, particularly those with a very good
adhesion, may be less susceptible. Wax-based
coatings may be useful, as the wax can usually
be removed easily after the test.28

4. Crevice corrosion arises because of chemical
changes (normally acidification) that occur in
the crevice, and a method of avoiding crevice
corrosion is to flush the crevice so that an
aggressive solution cannot build up. (There
are systems where the dominant factor
involved in crevice corrosion is the potential
drop down the crevice, but this is relatively
unusual.) This is the basis of the Avesta
Cell,29 which uses a seal fabricated from filter
paper that is flushed with distilled water.

Current density (mA cm–2)

P
ot

en
tia

l (
V

 v
s.

 S
C

E
)

0.1
−0.60

−0.40

−0.20

0.00

0.20

0.40

0.60

0.80

1.00

1.20

1.40

1.60

1.0 10 102 103 104 105

Crevice effect

Potentiostatic
50 mV each 5 min
type 430 stainless steel
(UNS S43000)
NH2 SO4, 30 �C
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2.30.7 Cell Design

The design of cells for electrochemical corrosion
measurements should take a number of factors into
account:

� Current distribution
In most cases, one objective for an electrochemical
measurement will be to make the measurement at
a uniform current density and potential over the
surface of the specimen. In general, this is facili-
tated by ensuring a uniform current path between
the WE and the CE (e.g., using by a cylindrical
WE at the center of a cylindrical CE or by using
two parallel plates). It is often suggested that the
CE should be large compared with the WE, but
this is not necessarily beneficial from the point of
view of the current distribution. In general, it
becomes more difficult to achieve a uniform cur-
rent distribution as the solution conductivity
decreases, since the IR drop will have a larger
relative influence on the current distribution.

� Mass transport
Besides the distribution of current, it is also impor-
tant to consider mass transport effects, particularly
when applying relatively large overpotentials, as in
the case of the measurement of a polarization curve.
If well-characterized flow conditions are required,
a variety of configurations is available (see the
Chapter on Flow Assisted Corrosion for further
information). Where mass transport is less critical,
stirring of the solution may be sufficient. Gas bub-
bling serves both to stir the solution and to control
the gas concentration in the solution. Note that of
the range of controlled flow configurations that are
available, only a few offer mass transport conditions
that are the same across the electrode, the rotating
cylinder electrode probably being the best from this
perspective.

� Influence of reaction products
Any electrochemical reaction will induce a change
in the local chemistry, and it is generally desirable
to minimize the influence of such changes on the
measurement. The nature and significance of such
changes will vary according to the system under
study, concentrated solutions typically being less
seriously affected than dilute solutions. The local
concentration at the metal surface will be influ-
enced by mass transport, while the bulk concentra-
tion will be influenced by the solution volume and
the applied current. The reaction products at the
counter electrode should also be considered, and

in critical cases, it may be necessary to separate the
working electrode and the counter electrode
compartments.

� Control of gas composition of solution
Dissolved gases, notably oxygen, can be very
important in corrosion reactions, and it is impor-
tant to control the gas concentration of the solu-
tion. For aerated solutions this can be simply
achieved by bubbling air through the solution.
Deaeration is much more difficult, both because
commercial gases typically contain traces of oxygen
and because oxygen diffuses very rapidly (it even
diffuses relatively rapidly through many polymers).
Consequently, for rigorous deaeration, it is neces-
sary to take great care to prevent oxygen access (e.g.,
by sealing the cell, bubbling the exhaust gas from
the cell through water to restrict back diffusion, and
possibly by purging the gas used to deaerate the
solution by passing it though a suitable solution
such as vanadous chloride). Any gases produced at
the counter electrode must also be considered, as
noted earlier.

� Temperature
Chemical and electrochemical processes are gen-
erally rather sensitive to temperature (for typical
activation energies corrosion rates double every
10 �C). Consequently for accurate measurements,
the temperature should be controlled (or at least
recorded). Temperature control is easier when the
temperature is above ambient, and it is usual to
perform tests somewhat above room temperature
(e.g., at 30 �C). Tests at temperatures approaching
boiling point become difficult, with respect to the
maintenance of the solution composition (espe-
cially for dissolved gases) and because condensed
moisture from the test can cause electrical leakage
problems. For tests at above ambient pressure, it is
necessary to use an autoclave, and electrochemical
measurements become far more difficult and are
beyond the scope of this article.

2.30.8 Reference Electrode

A range of reference electrodes is available
(see Table 3 and the Chapter Electrochemistry.

Note that the solution in the reference electrode
plays an important part in controlling the potential of
the electrode. Thus, a saturated calomel electrode
must have saturated KCl as the solution in contact
with the Hg/Hg2Cl2 paste. This means that the SCE
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tends to leach chloride (and potassium of course,
although this is usually less significant for corrosion)
into the solution in contact with it. This leaching will
contaminate the solution in contact with the refer-
ence electrode. Whether or not this leads to a serious
problem depends on the test solution and the config-
uration of the reference electrode. In general, it is
beneficial to use reference electrodes based on anions
that are already present in the test solution. Thus,
SCE is fine for seawater and other solutions contain-
ing high concentrations of chloride, but would be
undesirable in chloride-free solutions.

It is a general objective of electrochemical mea-
surements to measure the potential of the working
electrode relative to the solution immediately adja-
cent to it. If there is no current applied to the working
electrode, then this is not a problem, as there will not
normally be significant currents in the test solution,
and hence the potential will be essentially constant
throughout the solution. However, when the working
electrode is polarized, there will be potential drops in
the solution (commonly called ‘IR-drops’) due to the
interaction of the applied current and the resistance
of the solution. There are several approaches to mini-
mizing or correcting for the IR-drop:

� The reference electrode can be placed close to the
surface of the working electrode. In practice this is
usually undesirable due to the relatively large size of
most reference electrodes (although micro elec-
trodes are available) and the contamination of the
working electrode by species leaching from the ref-
erence electrode. A way around both of these pro-
blems is the use of a Haber–Luggin probe (also

known as a Luggin probe), which is an electrically
insulating tube with a fine tip that is placed close to
the surface of the working electrode. The other end
of the tube is connected to an electrode holder into
which the reference electrode is inserted, and the
tube and electrode holder are filled with the test
solution. (A tube filled with solution is known as a
‘salt bridge’ and is essentially the ionic conduction
equivalent of an insulated metal wire (although the
resistance is, of course, much higher).) This provides
a small probe that can be placed close to the surface
of the working electrode (but not too close, about 3
tip diameters is generally recommended to avoid
shielding part of the surface), and it also reduces
the significance of leaching of the reference elec-
trode solution into the test solution.

� The potential drop can be compensated for in one
of a number of ways. The simplest method is to
correct the measured potential based on an esti-
mate of the solution resistance, but this may have
undesirable consequences for some measurements,
such as the measurement of polarization curves,
where the effective sweep rate may be very differ-
ent from that intended as a result of changes in the
IR-drop during the measurement. Alternatively
the estimated resistance can be used by the poten-
tiostat to compensate for the IR drop. In essence,
the applied current is passed through a resistor
with the same value as the estimated solution
resistance, and the resultant voltage is added to
the control voltage. This is a form of positive
feedback, and will result in instability in the poten-
tiostat if the estimated resistance is too large; con-
sequently, it is difficult to compensate completely

Table 3 Common reference electrodes

Common Name Electrode V vs NHE Notes

Saturated*

Calomel
Electrode (SCE)

Hg/Hg2Cl2/sat. KCl þ0.241 Probably the most common electrode in the laboratory,

but use of mercury presents safety hazards

Calomel Hg/Hg2Cl2/1M KCl þ0.280 Better temperature stability than SCE

Mercurous sulfate Hg/Hg2SO4/sat. K2SO4 þ0.640 Useful for avoiding Cl� contamination of test solution

Hg/Hg2SO4/0.5M
H2SO4

þ0.680

Mercurous oxide Hg/HgO/1M NaOH þ0.098 Good for alkaline solutions

Silver chloride Ag/AgCl/sat. KCl þ0.197 Very easy to make, but light sensitive, tending to replace
SCE as most commonly used

Copper sulfate Cu/sat. CuSO4 þ0.316 Robust, commonly used for cathodic protection in soils (best

avoided in chlorides because of precipitation of CuCl2)

Zinc/seawater Zn/seawater �0.8 Not a true reference electrode, but robust and quite stable

*Note that the S in SCE stands for Saturated (not Standard) owing to the use of a saturated solution of KCl.
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for the IR-drop. Another approach is to use the fact
that the metal–solution potential tends to decay
relatively slowly when the current is disconnected
(due to the effect of the double-layer capacitance),
whereas the IR-drop disappears essentially instan-
taneously. This leads to the current-interruption
method, whereby the true potential is estimated
when the current is briefly switched off.

2.30.9 Counter Electrode

In some cases, typically when working with micro-
electrodes, or when the current is very small for some
other reason, it is possible to use the reference elec-
trode as the counter electrode. The use of a specific
counter electrode can also be avoided by using two
working electrodes, and this may be useful in the
measurement of polarization resistance or electro-
chemical impedance (seen already). In all other
cases where current is applied to the working elec-
trode, a counter electrode is required as the second
connection to the test solution.

In most cases, the counter electrode should not
affect the measurement, and it should therefore have
the following properties:

� It should have a relatively low polarization resis-
tance so that the potential drop between the
counter electrode and the solution does not limit
the polarization that can be applied.

� It should not contaminate the solution. In prac-
tice, there will always be some electrochemical
reaction at the counter electrode, and what we
really need is for the products of that reaction to
be harmless or easily removed. Inert electrodes,
such as platinum or graphite are often used, in
which case the reaction products are usually gases
(oxygen or chlorine when anodic or hydrogen
when cathodic) that can be removed by bubbl-
ing air or nitrogen past the counter electrode
(although there may also be a pH change at the
counter electrode). In closed systems (e.g., in
autoclave studies), it is more difficult to dispose
of gaseous reaction products, and it may be better
to use a reactive electrode and trap the reaction
products close to the counter electrode (e.g., by
using an ion-exchange membrane between the
counter electrode and the working electrode). It
is also wise to check that supposedly inert elec-
trodes are actually inert – some platinum disso-
lution can occur at high enough anodic current
densities and graphite electrodes tend to release

traces of impurities into the solution as the graph-
ite is oxidized to CO2. Note that many metals,
including carbon steels and stainless steels, are
essentially inert when cathodically polarized,
and they can therefore be used as counter elec-
trodes when only anodic polarization of the work-
ing electrode is required (e.g., when studying
pitting breakdown potentials of stainless steel).

� It is often stated that the area of the counter elec-
trode should be large compared with the working
electrode, but this may be less important than
ensuring that the overall cell configuration provides
the required current density distribution. Thus, a
counter electrode of the same size as the working
electrode, mounted parallel to it, may optimize the
current distribution without significant adverse
effects from the size of the counter electrode.

References

1. Kelly, R. G.; Scully, J. R.; Shoesmith, D. W.; Buchnheit, R. G.
Electrochemical Techniques in Corrosion Science and
Engineering. Boca Raton FL: CRC Press, 2002.

2. Horowitz, P.; Hill, W. The Art of Electronics, 2nd edn.
Cambridge: Cambridge University Press, 1989.

3. Steinberg, M. D.; Lowe, C. R. Sens. Actuators B 2004, 97,
284–289.

4. Tullmin, M. A. A.; Hansson, C. M.; Roberge, P. R. The
Corrosion of Steel, and its Monitoring, in Concrete
contribution to Intercorr/96, from www.corrosionsource.
comviewed on 22nd April 2009.

5. ASTM Standard G5: 1998.
6. Cottis, R. A.; Turgoose, S. In Electrochemical and Optical

Techniques for the Monitoring of Metallic Corrosion;
Ferreira, M. G. S., Melendres, C. A., Eds.; Dordrecht:
Kluwer, 1991; pp 123–133.

7. Stern, M.; Geary, A. L. J. Electrochem. Soc. 1957, 104(1),
56–63.

8. Cottis, R. A. ‘‘Corrosion Monitoring – What’s the Point’’, in
‘‘Corrosion Monitoring in Nuclear Systems’’, ed. S. Ritter,
European Federation of Corrosion, in press.

9. Turgoose, S.; Cottis, R. A. Corrosion Testing Made Easy:
Electrochemical Impedance and Noise. NACE: Houston,
1999.

10. Orazem, M. E.; Tribollet, B. Electrochemical Impedance
Spectroscopy, Wiley: New York, 2008.

11. Urquidi-Macdonald, M.; Real, S.; Macdonald, D. D.
Electrochim. Acta 1990, 35(10), 1559–1566.

12. Van Gheem, E.; Pintelon, R.; Vereecken, J.; Schoukens, J.;
Hubin, A.; Verboven, P.; Blajiev, O. Electrochim. Acta
2004, 49(26), 4753–4762.

13. Van Gheem, E.; Pintelon, R.; Hubin, A.; Schoukens, J.;
Verboven, P.; Blajiev, O.; Vereecken, J. Electrochim. Acta
2006, 51(8–9), 1443–1452.

14. Orazem, M. E.; Tribollet, B. Electrochim. Acta 2008, 53
(25), 7360–7366.
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Abbreviations
AES Auger electron spectroscopy

ATR Attenuated total reflection

EXAFS Extended X-ray absorption fine structure

GDOES Glow discharge optical emission

spectroscopy

IR Infrared

IRAS, IRRAS IR reflection absorption

spectroscopy

ISS Ion scattering spectrometry

MALDI Matrix assisted laser desorption

MEIS Medium energy ion scattering

NEXAFS Near edge X-ray absorption fine structure

RBS Rutherford back scattering

SEM Scanning electron microscopy

SIMS Secondary ion mass spectrometry

TOF Time of flight

UHV Ultrahigh vacuum

UPS UV-photoelectron spectroscopy

XANES X-ray absorption near edge structure

XAS X-ray absorption spectroscopy

XPS X-ray photoelectron spectroscopy

XRD X-ray diffraction

XRR X-ray reflectivity

Symbols
ai Base vector of the elementary unit cell

bi Base vector of the reciprocal lattice

d Lattice spacing, layer thickness

D Particle size, atomic density

EB Binding energy

Ekin Kinetic energy

EP Passivation potential

EPass Pass energy

eFW Work function

eFTh Threshold energy

Fhkl Structure factor

fn Atomic form factor

h Planck’s constant
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hn Photon energy

I Intensity of radiation

m Mass of projectile ions in ISS, MEIS, RBS

M Mass of a target atom

n Complex index of refraction

Q Reciprocal lattice vector

Qz Transferred momentum

Rn Lattice vector of atom n in real space

T Spectrometer transmission function

b Imaginary part of the refractive index

d Real part of the refractive index

DQ Width of a diffraction peak

f Incidence angle

fc Critical angle of total reflection

l Wavelength (X-ray, photon, photoelectron)

l Photoelectron mean free path

m Absorption coefficient

Q Scattering angle in RBS, ISS, Bragg angle in a

diffraction experiment

s Photoionization cross section

v Angle of acceptance of an analyzer

2.31.1 Introduction

Corrosion is the attack of solid material by the envi-
ronment, which could be liquid or gas phase. The
pertinent reactions involve oxidation or reduction of
the material’s surface which yield products that are
transferred, at least temporarily, into the surrounding
phase, that is, species into the gas phase, species
dissolved into the electrolyte, or deposits on the
surface. Corrosion studies usually involve weight
loss or weight gain measurements, electrochemical
studies, and the analysis of the electrolyte and the
solid surface with spectroscopic methods. Most of
these investigations start with assumptions about a
corrosion process and its chemistry. The analysis of
the data may be very accurate and sensitive like in the
case of electrochemical methods. However, the
nature of the process itself often remains uncertain.
Thermodynamic data provide a reasonable basis for
assumptions of the processes occurring at the surface,
which may be deduced from potential–pH diagrams,
the so-called Pourbaix diagrams.1 They give the first
insight into the most likely chemical and electro-
chemical processes, but they are uncertain because
they are based on pure equilibrium data and thus do
not account for the kinetic characteristics of the sys-
tem which may dominate the process. As a result, any
study on the basis of electrochemical and other

physicochemical data requires the application of sur-
face analytical methods to learn about the nature of
the chemical processes which then may be used for
their interpretation. Besides the knowledge of the
chemical processes, one needs information on the
structure of the surface and of surface compounds
and their changes which may significantly influence
surface reactions. Similar to the information on the
surface and the surface compounds, one needs knowl-
edge of the chemistry and the structure of soluble or
gaseous corrosion products, which may be obtained by
appropriate methods such as rotating ring disc studies
or spectroscopic investigation of the electrolyte or the
gas phase.

Spectroscopic methods, which are sensitive to the
surface chemistry and structure, may be applied
ex situ and/or in situ. Although in situ methods are
often preferred because they allow one to follow the
surface reaction in its natural environment, several
ex situ methods give such rich and detailed chemical
and structural information that they are widely used
and well accepted for the interpretation of a corrod-
ing system. Of course, one has to be sure that the
transfer of the specimen from its environment to the
spectrometer does not introduce changes, which then
are studied and lead to misinterpretation. The loss of
contact with an aggressive atmosphere or an electrolyte
solution, the loss of potential control after electro-
chemical treatment and sample transfer to a vacuum,
which is necessary for several methods, should not
introduce artifacts to the composition and structure
of the specimen’s surface. Experience to date indicates
that there are methods and equipments that largely
meet these requirements.

All spectroscopic methods involve excitation of the
solid surface or the homogeneous medium in front
(gas or liquid phase) which then induces a response
from the system under study. Exciting radiation may
consist of electrons, atoms, ions or electromagnetic
radiation from the infrared (IR) to the hard X-ray
range. Emission of electrons, ions, molecules, or elec-
tromagnetic radiation is the response. This chapter
intends to give a brief summary of important spectro-
scopic methods which have been applied successfully
to corrosion research and to the solution of practical
corrosion problems. The principle, the strength, and
the limits of these methods will be discussed and an
example in each case will illustrate their application.
Table 1 presents a summary and a comparison of the
various techniques. A more detailed description of
surface analytical methods and their application to
corrosion are discussed elsewhere.2,3

Spectroscopies, Scattering and Diffraction Techniques 1375

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



2.31.2 Methods Working in the
Vacuum and Sample Transfer

Many valuable spectroscopic methods function only
in vacuum, for example, X-ray photoelectron spec-
troscopy (XPS), Auger electron spectroscopy (AES),
secondary ion mass spectroscopy (SIMS), ion scatter-
ing spectroscopy (ISS) for low energy ions (1–5 keV)
or high energy ions, and Rutherford backscattering
(RBS). Indeed, typically, the evaluation of energy
and mass of emitted electrons and ions requires ultra-
high vacuum (UHV) conditions. There has been a
strong debate on the usefulness of these methods,
with their application in corrosion research being
compared to experiments in surface physics. In phys-
ics, mostly single crystals were investigated, and the
UHV equipment was not flexible enough for a rapid

specimen exchange. However, since the mid-1970s,
when spectrometers were equipped with effective
sample transfer systems, these methods have been
applied very successfully to studies in surface chem-
istry, corrosion science, catalysis, and practical sur-
face problems in industry. Any kind of surface, such
as metals, semiconductors, insulators, and polymers
may be studied as long as it is stable under vacuum
conditions and does not contaminate the spectrome-
ter. The wide application of these methods in various
fields has shown that the achieved data are extremely
useful, and one almost cannot avoid his or her use for
the solution of many problems in research and indus-
try. However, one has to keep in mind that they
require sample transfer to UHV, and as a result,
the specimen loses contact with a gaseous environ-
ment or the electrolyte and potential control during

Table 1 Characteristics of some surface analytical methods for corrosion in research and practice

Method Depth
resolution

Lateral
resolution

Information

XPS (X-ray photoelectron spectroscopy) 2 nm 100nm Composition of surface and surface films,

binding, and oxidation state, ex situ
UPS (UV photoelectron spectroscopy) 1 nm >1mm Work function, threshold energies, band

structure, and binding orbitals, ex situ

AES, SAES ([scanning] auger electron
spectroscopy)

2 nm 20nm Composition of surface and surface films, and
high lateral resolution, ex situ

ISS (ion scattering spectroscopy) 0.3 nm 20nm Composition of surface and surface films,

modest lateral information, and high depth

resolution (monolayer), ex situ
RBS (Rutherford back scattering) 5 nm 0.1mm Quantitative quasi-nondestructive depth

profile, thick films, modest depth resolution,

ex situ

SEM (scanning electron microscopy) 2 nm 1nm Surface topography with high lateral resolution,
ex situ

EMA (electron microprobe analysis) 2 mm 2 mm Composition of surfaces and surface layers,

ex situ
SIMS (secondary ion mass spectroscopy),

TOF SIMS

0.5 nm 20nm Composition of surfaces and surface layers,

high sensitivity and mass resolution,

isotopes, large molecules detection, ex situ

X-ray reflectivity 0.1 nm >1mm Surface roughness, in situ
XRD (X-ray diffraction) 2–3nm 100nm Atomic structure, (micro) crystalline materials

(>3nm), surface sensitive for grazing

incidence, in situ

XAS (X-ray absorption spectroscopy) 2–3nm 100nm Near range order also of amorphous structures
by EXAFS, analysis of electrode surfaces and

electrolyte films, chemical information by

XANES, in situ
GDOES (glow discharge optical emission

spectroscopy)

�1 nm 1mm Fast elemental analysis of surfaces and thin

layer depth profiling, ex situ

IR (infrared spectroscopy), ATR (attenuated

total reflection) IR spectroscopy, and IRAS
or IRRAS (IR reflection absorption

spectroscopy)

�0.5 nm 10mm Chemical information via oscillation modes of

adsorbates and thin layers, in situ by grazing
incidence or total reflection from the rear side

of thin vapor deposited films despite water

absorption
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sample transfer. Furthermore, exposure to the labo-
ratory atmosphere may cause contamination of the
surface and oxidation of surface compounds and cor-
rosion products. In addition to this, the structure of the
surface and surface layers may change due to dehydra-
tion and oxidation. These problems may be minimized
or avoided in corrosion research by an electrochemical
specimen preparation within a closed system and
its transfer via a protecting inert gas atmosphere.

Several systems have been described in the
literature with a shuttle taking specimens from
the preparation stage to the UHV environment of
the spectrometer, or a specimen preparation facility
within a special vessel attached to the spectrometer
and an appropriate transfer system to the analyzer
chamber.4,5 Figure 1 presents an example of the
equipment that has been used successfully for corro-
sion research and the investigation of passive layers in
the laboratory of the authors during the last 25 years.
In addition to the three chambers of a commercial
spectrometer, the analyzer chamber, preparation
chamber, and the fast entry lock, an electrochemical
preparation chamber is attached which contains a
small electrochemical vessel of �3 cm3 volume for
electrochemical specimen preparation under well
controlled conditions and under the protection of a
purified argon atmosphere.4,5 Water and the electro-
lyte are degassed by purified argon and are intro-
duced from the containers to the electrochemical
vessel, which is equipped with a counter electrode
and the reference electrode. The specimen is con-
tacted to the electrolyte surface using a hanging
meniscus geometry. Pulse programs given to the

potentiostat allow a specimen preparation at the
potential of choice in the range of milliseconds or
less up to hours. A typical specimen preparation
starts with cleaning by argon ion sputtering within
the preparation chamber. Then the sample is trans-
ferred to the electrochemical chamber and contacted
to the electrolyte at sufficiently negative potentials so
that one starts with an oxide free clean surface. The
potential is then pulsed to a value of interest and then
returned to a value where the sample is not expected
to change further. Finally, it is washed with degassed
water and transferred to the analyzer chamber for its
surface analytical investigation. This system has been
applied to many studies of corrosion and passivity. It is
even suited for the study of the electrochemical double
layer by XPS when the electrode can be removed from
the electrolyte under water repelling (i.e., hydro-
phobic) conditions.4,7 In this case, the surface is not
washed by water after its preparation. For these stud-
ies, one may follow with XPS, both qualitatively and
quantitatively, changes in the chemical composition
of the double layer with the electrode potential and
may also investigate the changes in the energy of XPS
features with the potential, which is related to the
position of the species within the double layer.8 The
system also contains an additional port on the fast
entry lock to allow for introduction from a transfer
vessel of samples which have been prepared within a
glove box or in an ex situ experimental stage, enabling
exposure to aggressive gases, such as HCl. Together
with a shuttle, the spectrometer has been applied
successfully for high temperature corrosion research
in aggressive gas phases.9

Analysis
chamber

Preparation
chamber

Fast entry
lock

Electro-
chemical
chamber

Gate
valve

Gate
valve

Specimen
manipulator

EI. cell

Figure 1 Schematic representation of a commercial XPS Spectrometer with three vacuum chambers, and an attached
electrochemical chamber with an electrochemical vessel. A rack and pinion drive system permits a fast and flexible specimen

transfer.4–6
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2.31.3 X-ray Photoelectron
Spectroscopy

XPS is a widely used soft surface analytical method,
which usually does not introduce changes due to the
analysis itself. An XP-spectrometer consists of an
X-ray source, an energy analyzer, and a detector.
A monochromatic X-ray beam leaves the X-ray
source, strikes the specimen surface, and ejects elec-
trons. Typically, a twin anode X-ray source is used,
providing either Mg Ka (E¼ 1253.6 eV) or Al Ka

(E¼ 1486.6 eV) radiation. The kinetic energy of the
photoelectrons is measured by an electrostatic energy
analyzer. Modern spectrometers use a spherical or
a spherical sector analyzer and an electrostatic lens
focusing the electrons to its entrance slit (see
Figure 2). The standard detector is a channeltron,
an electron multiplier of special design with a poten-
tial drop of 3–4 keV across its surface. In most cases,
an array of several channeltrons is used, or a channel
plate with a two-dimensional arrangement of many
small channeltrons on a plate to increase the sensitiv-
ity. The spectral data emerging from the channel-
trons are sorted out with respect to their energy and
added to each other appropriately with the help of
the computer. The analyzer consists of a spherical

condenser supplied with a voltage which allows elec-
trons with the appropriate pass energy to travel
through it via its entrance and exit slits. It may be
seen as a band pass filter which permits the transfer of
only those electrons with the correct energy, the so-
called pass energy EPass. A linearly changing retarda-
tion voltage between the specimen, usually at ground,
and the entrance slit is applied, so that all electrons
have the chance to get successively through the ana-
lyzer when a spectrum is taken. Due to the specific
energetic situation between the specimen and the
analyzer, the energy balance of the photoelectrons
follows eqn [1].

hn ¼ EB þ Ekin þ eFA ½1�
The energy hn of an absorbed X-ray photon is used to
ionize an electron with binding energy EB from an
atom at the surface. For solid specimens, EB is
measured relative to the Fermi level EF. Any excess
hn energy, beyond that required for ejection, provides
the electron with its kinetic energy Ekin, which is
measured relative to the energy analyzer. Figure 3(a)
illustrates the energy balance of the photoelectron
of eqn [1]. It contains the work function eFA of the
analyzer, which is a constant of the spectrometer that
is compensated internally after its calibration. With all

Circular
entrance slit

Sample

Inner hemisphere

Array of 5
channeltrons

Outer hemisphere

Analyzer
entrance slit

Electrostatical lens

X-ray
source

hn

Figure 2 Schematic diagram of an XPS spectrometer with an X-ray source, focusing electrostatic lens, spherical sector

analyzer, and a channeltron array as detector.6
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other quantities known, EB is given by eqn [1]. Usually,
a spectrometer is calibrated relative to the XPS-signals
of well characterized standards mostly of pure metals
such as EB (Au4f7/2)¼ 84.00 eV, EB (Ag3d5/3)¼
368.26 eV, EB (Cu2p3/2)¼ 932.67 eV.

In most cases, a spectrum contains several XP
signals from each of the elements at the surface of a
specimen due to their characteristic electronic levels,
as indicated in Figure 3(b). It also contains X-ray
induced Auger features, which arise through filling of
the ejected photoelectron’s core hole with an electron

from a higher energy level. As shown in Figure 4, the
excess energy resulting from this transition may lead
to the ejection of a third electron, the Auger electron.
Another competing process is the emission of a pho-
ton, that is, X-ray fluorescence. Heavier elements
(Z > 35) have a high Auger yield so that their XPS
spectra contain strong Auger lines.

The energy resolution of the XP-spectra is limited
by the width of the excitation lines, which is �0.8 eV
for Mg Ka and 1.0 eV for Al Ka radiation. The exact
position of an XPS-signal contains a chemical shift

Ekin

EF

Ekin,AEkin,S

Ef,1

Ei,2
EF

EB

Ei,1

D(EB)

Ef,2

EB

EB= 0

Ekin= 0
Evac

E

I(Ekin)

hn

hn

hn

hn

eFS

Core level Conduction
band

EB

efS
efA

Sample Analyzer

(b)

(a)

Figure 3 (a) Energy diagram for XPS showing the potential wells of the specimen and the analyzer along with electronic

levels, Fermi energy EF, the related work functions eFS and eFA, contact potentials difference FA–FS, and the related kinetic

energies Ekin,S and Ekin,A. A contact situation between analyzer and the specimen is shown with equal Fermi energies EF.
10

(b) Mechanism of XPS with exciting X-rays of energy hn and electrons emitted from a core level (a) and from the conduction

band (b) with initial energies Ei and final state energies of Ef. The resulting XP-spectrum is displayed, indicating the binding

energy EB and kinetic energy Ekin of the photoelectrons. For simplicity, the contact potential difference of the specimen and

the analyzer as well as the retardation voltage are omitted.10
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which has been found and interpreted first by
Kai Siegbahn. An increasing charge on the atom causes
a slightly higher ionization energy for any core level
and thus a smaller kinetic energy or a higher binding
energy EB. As a result, one may measure energy shifts
of the XP-signal, the so-called chemical shifts, which
informs one about the charge of an ion or the oxidation
number of an element. Electronegative binding partners
similarly induce a more positive charge and thus a
higher EB. The chemical shift is often in the range of
the width of the signals. The natural width of the
exciting X-rays may be improved with an X-ray mono-
chromator to �0.5 eV, albeit at the expense of intensity
loss. Modern energy analyzers and sensitive detector
arrays and channel plates will compensate for these
losses. In many cases, one has to deconvolute a mea-
sured signal in order to separate it into the contributions
of the different species. The integration of these con-
tributing peaks yields a quantitative measure for the
amount of the related species.

XPS analysis usually starts with a background
subtraction, which is often achieved by a linearly
increasing line or a correction according to Shirley,11

that is, a curve with background contributions pro-
portional to the preceding part of the signal. The
background corrected signal is then synthesized
with peaks of well characterized standards, which
are usually described by Gauss–Lorentzians with
appropriate parameters. The energy and shape of
these peaks are usually kept constant with an adjust-
ment of their height to get the best fit of the synthe-
sized to the measured signal.10 Usually, relative signal
intensities are used (i.e., intensity ratios) in order to
compensate for spectrometer characteristics such as
sensitivity of the detector, the intensity of the X-ray

source, or the intensity/energy performance of the
energy analyzer. The intensity ratio of two elements
A and B is given by eqn [2]:

IA

IB
¼ sATAlADA

sBTBlBDB
½2�

D is the atomic density of components A and B. The
photoionization cross-section s takes care of the rel-
ative sensitivity of elements A and B to the photoion-
ization process and is given by the data of Scofield.12

The mean free path of the electrons l within the
specimen generally increases with kinetic energy
and is given by the empirical relation of Seah and
Dench13 (eqn [3]).

l ¼ B
ffiffiffiffiffiffiffiffi
Ekin

p ½3�
Parameter B¼ 0.054 nmeV�0.5 for elements, B¼ 0.097
nmeV�0.5 for inorganic compounds, and B¼ 0.087 nm
eV�0.5 for organic compounds. The transmission func-
tion T depends on the specific design of the spectrom-
eter and changes with the pass energy EPass and the
kinetic energy Ekin of the photoelectrons. Equation [4]
gives the transmission functionT for the VG ESCALB
Mk2 analyzer as an example.

T ¼ o20:01E1:5
PassE

�0:5
kin ½4�

o is the angle of acceptance of the analyzer for the
electrons. In this case, the square root dependence of
T and l on Ekin cancel each other for eqn [2].

A frequent problem in corrosion is the examina-
tion of thin passive layers, that is, some few nan-
ometers thick anodic oxide films on a metal
substrate. The XPS intensity ratio of the cations and
the metal atoms provides a possibility to calculate
the oxide thickness. The parameters s, l, and T in
eqn [2] cancel, in this case due to the ratio of the same
element. However the signal IMe

ox from the cations of
Me within the oxide are submitted to a self attenua-
tion factor ½1� expð�d=lMe

ox cosyÞ�, and the substrate
signal IMe

Me is attenuated by a factor expð�d=lMe
ox cosyÞ

due to the oxidic layer above. This attenuation is a
consequence of inelastic energy losses of the photo-
electrons on their way through the surface layers to
the vacuum. d is the layer thickness, and Y the angle
between the direction of the detector and the surface
normal of the specimen. The intensity ratio of eqn [5]
indicates an increase with increasing angle Y. This
is simply due to increased masking of the elec-
trons from the substrate, because their path through
the thin oxide layer increases with Y. Equation [6]
permits the calculation of the thickness d of the
passive layer.

CB

hn

Evac

EF

E3
E2

E1

Figure 4 Auger process with photoionization at level E1,

transfer of an electron from E2 to E1 and ejection of an Auger
electron from level E3.
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IMe
ox

IMe
Me

¼ DMe
ox

DMe
Me

� ½1� expð�d=lMe
ox cosyÞ�

½expð�d=lMe
ox cosyÞ�

½5�

d ¼ loxMecosy ln
IMe
ox DMe

Me

IMe
MeD

Me
ox

þ 1

� �
½6�

In the case of an oxide layer on a metal substrate, such
a calculation is quite trivial, but in a multilayered
system, one must decide where the various cations
and anions are located relative to each other. Angular
resolved XPS measurements (ARXPS) can be used to
decide the distribution of species perpendicular to
the surface plane. As an example, Figure 5 presents
ARXPS results from a passive layer on Fe formed at
E¼�0.16 V in 1M NaOH for various times in the
range of 100ms to 100 s. It is clear that a majority of
Fe(III) ions are located above the Fe(II) ions, as
suggested on the basis of thermodynamics.15 One
may further see that the passive film develops over
this period of time. At 100ms, almost no Fe(III) is
present, and the bilayer structure is still not devel-
oped. With increasing time, the intensity ratio and the
upward bending increase due to the growth of Fe(III)
on top of Fe(II), and the Fe(II) to Fe(III) oxidation.

At 100 s, the passive film has its final form and thick-
ness. These data have been evaluated to obtain the
thickness of the Fe(II) and Fe(III) layers for anodic
oxidation at all potentials from the prepassive to the
transpassive range as presented in Figure 6.14 The
film composition follows the characteristic peaks of
the polarization curve of sputter cleaned iron in
1M NaOH, which is also displayed in Figure 6.
Film growth starts in this alkaline electrolyte at
EP1¼�0.80 V. Below E¼�0.20 V, the film contains
a large fraction of Fe(II) which is oxidized at
EP2¼�0.20 V to Fe(III). At E > 0.20V, only a small
residue of Fe(II) ions remain located below a growing
Fe(III) film, which is at the detection limits of the
method. These XPS results confirm the thermody-
namic predictions of the composition of the passive
layer. EP2 is the passivation potential of Fe in acidic
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Figure 5 ARXPS intensity ratio of Fe(III)/Fe(II) intensities

for Fe passivated at E¼�0.160V (SHE) in 1M NaOH for
different times tP as indicated.6,14
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Figure 6 Evaluation of XPS studies of Fe passivated in
1M NaOH for 300 s on the basis of a bilayer model with

Fe(II) and Fe(III) layer thicknesses of d1 and d2, respectively.

Polarization curve of sputter cleaned Fe within the
spectrometer with indication of the passivation potentials

EP1 and EP2.
6,14
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solution, the so-called Flade potential extrapolated to
pH¼ 13 with a �0.059V/pH dependence. It was
interpreted as the Fe3O4 to Fe2O3 oxidation with
thermodynamic data, which is confirmed by the
XPS results.14,15 In acidic electrolytes, the Fe(II) rich
layer between EP1 and EP2 is not protective and dis-
solves immediately. However, it is protective in alka-
line solution. These results may be obtained by the
exclusion of air only, that is, by an investigation in the
closed XPS system as described above. Fe(II) would
be oxidized immediately to Fe(III) by traces of oxygen
so that this species otherwise could not be found.
Many passive layers have been examined in detail
on pure metals and binary alloys as a function of the
potential, time of passivation and electrolyte compo-
sition, in particular pH. A compilation of data and
literature can be found elsewhere.6 Figure 7 presents
schematically the multilayered structure of passive
layers on several different pure metals and binary
alloys obtained by a detailed XPS analysis along
with ion scattering measurements for completion.
Higher valent species are found for sufficiently posi-
tive potentials only. Usually, hydroxides are outside
and oxides inside. Higher valent cations are located in
the outer part of the films.

The lateral resolution of XPS is usually poor and
corresponds to the diameter of the exciting X-ray
beam (several mm). The inlet slit to the analyzer
may reduce the accepted surface area of the sample
to some extent. Furthermore, the beam may be
focused, especially together with a monochromator,
with an ellipsoidal diffracting crystal down to several
micrometers only. New instruments also contain an
imaging option. This can be achieved by rastering a
focused X-ray beam across the sample surface.
Another design uses lenses at the entrance and exit
of the analyzer to focus an image of the whole speci-
men or a major part of it onto a channel plate, which
registers an image of the elemental distribution at the
surface. Modern spectrometers allow a switching
from a spectroscopic mode registering XPS to an
imaging mode registering the elemental distribution
of any element, which is chosen by its binding energy
at the spectrometer control unit.

In addition to the basic research, XPS may also be
used for a wide variety of industry problems. Besides
the investigation of corrosion problems and corrosion
layers, it may be used to study polymers, semicon-
ductors, and insulators. One may investigate contam-
inations and surface problems in the production of
any kind. Many laboratories of surface analysis help
the industry and other institutes to provide a fast
solution for their problems. A serious component of
such activity is, ensuring that the specimen is
obtained and prepared without the contamination of
its surface in order to get results which are relevant to
the technical situation.

2.31.4 Ultraviolet Photoelectron
Spectroscopy

In ultraviolet photoelectron spectroscopy (UPS), a
surface is irradiated with UV light, usually the
He I (21.2 eV) or the He II line (40.8 eV), from a
lamp attached to the analysis chamber of a spectrom-
eter. The UV-light of the helium discharge is trans-
mitted via a capillary to the specimen’s surface, which
permits a sufficiently high transmission without ruin-
ing the vacuum. As the excitation energy is low
compared to the XPS, one only gets contributions
to the photoelectron spectrum from low binding
energy levels, including the valence band. Thus,
UPS mirrors the broad distribution of states of the
conduction band of a metal and the valence band of a
semiconductor or insulator. Consequently, interpre-
tation of the data can rather be more involved than
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Figure 7 Schematic diagram of passive layers on various

metals and binary alloys deduced from XPS and ion
scattering measurements demonstrating their multilayer
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for XPS. One straightforward, but important, appli-
cation of UPS is the determination of the work func-
tion eFWof a metal, or the threshold energy eFTh of
a semiconductor or insulator (eFTh¼ difference
between the upper valence band edge and the vac-
uum level). Figures 8(a) and 9 show UP-spectra of
Cu–metal without and with a thin passive layer of
Cu2O, respectively. One may see clearly the contri-
bution of the surface oxide to the spectrum. Figures
8(b) and 8(c) show the potential wells of Cu metal
and the analyzer with the related work functions
similar to Figure 3(a). Application of a negative
bias to the specimen of �U¼�5V ensures that all
photoelectrons reach the analyzer (Figure 8(c)). This
bias negates a potential barrier which the electrons
would otherwise have to overcome, as presented in
Figure 8(b), causing a drop off of the UV-spectrum at
the low energy side close to Ekin¼ 0 eV. There exists

the obvious relationship, indicated in eqn [7],
between the work function eFW, the kinetic energy
Ekin, and the width DE of the spectrum. The cutoff
edge in the biased spectra corresponds to photoelec-
trons with Ekin¼ 0 eV, which have been excited from
deeper levels within the valence band, or which have
lost their kinetic energy due to inelastic interactions.
Similarly, eqn [8] allows one to deduce the threshold
energy eFTh of a semiconductor or insulator. These
equations and data have been used to determine eFW

of Cu and eFTh of its anodic oxides and thus the
absolute value of the Fermi energy of a bare Cu
electrode immersed from the electrolyte at appropri-
ate potentials and of the upper valence band edge of
its anodic oxides.6

eFW ¼ hv � DE ½7�
eFTh ¼ hv � DE ½8�
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Figure 8 (a) UP-spectrum of sputter cleaned copper with a width DE. (b) and (c) Energy diagrams showing the work
functions of the specimen eFS and the analyzer eFA and the related kinetic energies in direct contact, and with the application

of a negative bias U to overcome the contact potential difference.10
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2.31.5 Auger Electron Spectroscopy

If an electron is emitted from its orbital, the remaining
hole may be filled by a more energetic electron. The
energy difference between the two electrons leads to
characteristic X-ray fluorescence or to the ejection of
a third electron, the Auger electron, as competing
processes (Figure 3). Such emission may be initiated
by X-rays or incoming electrons, corresponding to the
X-ray and electron induced AES. In the XPS subsec-
tion, it has been mentioned briefly that Auger lines are
present in XP-spectra. These Auger lines are some-
times relied upon for the determination of the chemi-
cal state, when the chemical shift of XP lines is so small
that it cannot be resolved with XPS, as is the case for
Cu metal and Cu(I) oxide. In Figure 10, the Cu LMM
line acquired from a thin Cu2O film on Cu has been
deconvoluted with the aid of the Auger lines from
appropriate Cu reference compounds. From these
quantitative data for the two Cu species, the thickness
of the Cu2O layer has been determined in good agree-
ment with electrochemical results.16However, the AES
lines are usually more complicated due to the three
electron process of AES which requires more effort
for a reliable quantitative evaluation. Therefore, AES
is used for a chemical analysis mainly if the chemical
shift for XPS is too small to distinguish between the
two species.

Electron induced AES is of greater importance for
surface analysis. The beam from an electron source
may be focused by a lens to a sufficiently small spot,
so that one may get AE-spectra with very high lateral
resolution of�10 nm. Modern high intensity electron

sources use thermoionic emission or field assisted
emission of electrons as, for example, from LaB6
filaments or pin shaped Schottky emitters. Given
these source characteristics, AES has been used for
local spot analysis, line profiles, or even an elemental
mapping, that is, imaging with respect to the ele-
ments of interest by scanning the beam. In corrosion,
many localized effects are of decisive importance like
inclusions and local attack at these sites, pitting and
crevice corrosion, and grain boundary segregation
and grain boundary attack. In all these cases, infor-
mation on the distribution of metal components,
impurities, and corrosion products is important to
understand the leading mechanisms which require
surface analysis with high lateral resolution.

Conventional electron induced AES yields the
first derivative of the Auger lines. This is a conse-
quence of modulation of the pass energy of the
energy analyzer, usually by 5–10mV together with
the application of lock-in techniques. The obtained
signal is therefore the first derivative of the Auger
line with respect to the energy scale. The advantage
is removal of a large and especially seriously chang-
ing background, which is the case for Auger signals of
elements like Si at low kinetic energy. The disadvan-
tage of differentiated signals is the loss of some
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information. In modern spectrometers, the sensitivity
is high enough to measure the nondifferentiated sig-
nal, which provides the advantages mentioned above.

Auger lines are named using the electronic levels
involved in the process, for example, KLL. The first
letter describes the orbital which is ionized by the
impinging electrons or X-rays, the second is asso-
ciated with the level from which an electron falls
into the hole, and the third is the level from where
the Auger electron is emitted. A KLL process starts
with the ionization of a K shell, followed by a transfer
of a L-electron to the core hole, and finally transfer
of the energy difference to a third electron from the
L-shell. The energy of the Auger electron is thus
determined by the three involved energy levels.
Due to spin–orbit coupling, the p- and d-electrons
of the L and M shells are split into different levels, for
example, L1–L3 (s, 2p1/2 and 2p3/2), leading to the
nomenclature KL1L2,3 for an Auger line. Thus, Auger
lines are more complicated compared to XPS and
therefore a quantitative evaluation including differ-
ent oxidation states requires more effort. If electrons
of the valence band are involved, their description
contains V, for example, LVV for an electron ejected
from the L shell with two additional electrons
involved from the valence band.

2.31.6 Ion Spectrometry

The backscattering of noble gas ions has been devel-
oped into techniques for elemental analysis of surfaces
and surface films. Two main approaches are described
here: the backscattering of He- or Ne-ions with a
primary energy of 1–5 keV (ISS, or low energy ion
scattering (LEIS)) and the backscattering of He with a
primary energyof 2MeV (RBS). In addition, SIMSwill
also be discussed in this subsection.

2.31.6.1 Ion Scattering Spectrometry or
Low Energy Ion Scattering

In ISS, only impinging ions, which are backscattered
by the outermost atomic layer of a surface, have a small,
but significant, probability of emerging charged. At the
second or anydeeper layer, essentially all noble gas ions
pick up an electron and are scattered as neutral atoms.
Given that only charged particles are detected, using an
electrostatic energy analyzer as employed for XPS
but with reversed polarity, ISS detects the compo-
sition of the outermost surface layer. A soft sputter
process yields a depth profile of the surface region

with a monolayer resolution. The energy loss suf-
fered by scattered ions of mass m is described by
eqn [9a], where E is the ion energy after scattering,
and E0 the primary energy. If the backscattering
angle between the primary beam and the scattered
ions is Y¼ 90�, eqn [9a] simplifies to eqn [9b]. In
this geometry, each target mass M will lead to an
energy loss with a characteristic E/E0 ratio depend-
ing on the involved masses m and M only.

E

E0
¼ m2

ðmþMÞ2 cosyþ M2

m2
� sin2y

� �� �1=2( )2

½9a�

E

E0
¼M�m

Mþm
½9b�

Thus, the energy spectrum of the backscattered ions
leads to a peak for each target massM. The integrated
peak areas provide a measure of the amount of atoms
within the surface. After calibration for the backscat-
tering cross section, that is, the relative sensitivityof the
elements, one may calculate quantitative results for
surface concentrations. In combination with sputter-
ing, one gets a quantitative depth profile. Figure 11
shows the depth profiles of Cr for a Fe15Cr

1 min
15 min
1 hr

1 day
1 week

3 hrs

0.7

0.6

0.5

0.4

0.3

0.2

0.1

C
at

io
ni

c 
fr

ac
tio

n 
X

C
r

0 5 10 15 20
Sputter time (min)

Fe15Cr
E(SHE) = 0.9 V
0.5 M H2So4
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electrode passivated in 0.5M H2SO4 at E¼ 0.90 V
for different times in the range of 1min to 1week.6

The profile demonstrates that the passive layer is
significantly enriched in Cr. At the right side, it
levels off to 15% Cr for the bulk metal alloy. The
outermost surface is only slightly enriched in Cr.
Apparently, the Cr content accumulates on the surface
region during passivation. Also, the maximum gets
slightly higher with time from 58% for 1min to 70%
Cr for 1week. These results agree well with those
obtained by XPS. In contrast to XPS, which provides
chemical information, the advantage of ISS is the
high depth resolution for this 2 nm film. Therefore,
both methods are complementary to each other. The
high enrichment of Cr(III) ions within the layer is a
consequence of their extremely slow dissolution rate,
1–2 orders of magnitude smaller than Fe(III). This
property in turn is the reason for the excellent
stability of FeCr alloys and FeCrNi stainless steel in
comparison to iron.

2.31.6.2 Rutherford Back Scattering

For RBS He ions are accelerated by a high voltage to
2MeV, provided by a Van der Graaf generator. These
high energy ions may penetrate materials to a

maximum depth of �1 mm. They are backscattered
at the nuclei of atoms at different depths and then get
back to the surface where they are measured at a
backscattering angle of Y¼ 175� by a solid state
detector. The ring shaped Si-detector contains a
hole for the primary impinging beam. Two kinds of
energy losses are obtained, the loss by the backscat-
tering process which follows eqn [9], and the losses
due to ‘inelastic’ processes of the ions on their way in
and out. The latter depend on the kinetic energy and
may be taken from tables for the stopping cross sec-
tions. As a result, one obtains broad signals whose
leading edge is characteristic of the mass of the target
atoms and whose width corresponds to the depth.
The height is proportional to the concentration of
the atoms when corrected for the element’s sensitiv-
ity. The intensity increases with the square of the
atomic number. Figure 12 shows an example of
RBS from an Al 1%Cu vapor deposited film, before
and after anodization to 100V in citrate buffer
pH 6.0.6,17 The leading edge of Cu is at high energy
due to its larger mass well separated from the light
metal Al. A step in the Al signal after anodization
corresponds to the grown Al2O3 anodic film with a
smaller Al-concentration compared to the metal sub-
strate. Its width is a measure of the oxide thickness.
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The oxygen signal of the anodic oxide is superim-
posed on the signal of Si from the quartz substrate for
the vapor deposited metal film. The leading edge of
the Cu signal shows a shift to smaller energies, due to
the formation of the anodic oxide which is Cu free.
A superimposed small peak close to its leading edge
corresponds to Cu accumulation at the metal surface
underneath the oxide. In the case of anodization of
these Al/Cu films Cu accumulation at the metal
surface finally causes a film breakthrough and a
destruction of the vapor deposited metal film. This
example demonstrates that one obtains nondestruc-
tive depth profiles of corroding surfaces by RBS
which explain the details of elemental distribution
and their changes during the reactions.

2.31.6.3 SIMS and Related Methods

If an ion beam strikes a surface, the energy of the
impact is transmitted to atoms and molecules of the
specimen, which causes their transfer to the vacuum.
These ions may be submitted to mass analysis for
their identification. For the mass separation, quadru-
ple mass analyzers may be used instead of magnetic
sector analyzers. Another possibility is time-of-flight
mass spectrometers (TOF-SIMS). In this case, a
pulsed ion beam creates bunches of secondary spe-
cies, which are accelerated to a fixed kinetic energy.
Given Ekin¼ 1=2mv2, lighter ions travel faster, and so
arrive at the detector quicker than the heavier ones.
These ions are detected by a channeltron or a chan-
nel plate. Mass spectrometry is very sensitive, so
traces of species may be detected. Furthermore, the
method may distinguish between the various isotopes
of one element and may also separate species with
only slight mass changes, less than one unit due to the
mass defect. It is also one of the few methods which
may detect hydrogen which is not seen by methods
such as XPS or AES. A frequent application is the
determination of dopants in semiconductors and
their depth profiles which may be measured by ion
sputtering and SIMS. The method is also important
for electrode kinetics and corrosion research. As iso-
topes may be separated by the method, one may
study the incorporation of oxygen during anodic
film growth on an already preexisting layer by
SIMS depth profiling. The distribution of the O18-
isotope within anodic oxide grown in O18-enriched
water may help distinguish, where new oxide is
formed at the metal surface or at the oxide–
electrolyte interface. This enables the measurement
of transfer rates of oxygen anions versus metal cations

within the preexisting anodic oxide film. It has been
found that oxygen ions can migrate inward18 while
metal cations are moving outward. These results have
been confirmed by the study of the movement of Xe-
implants in oxide films by RBS during further oxide
growth. High intensity ion sources like liquidmetal ion
sourceswith Cs andGa permit a very small focus of the
beam from 5mm to <20 nm. These ion guns facilitate
the study of corrosion processes with high lateral reso-
lution and allow imaging by SIMS showing the lateral
distribution of elements with appropriate resolution.

SIMS may be used as a quantitative method. How-
ever, the SIMS signal depends strongly on the matrix,
that is, the electronic conditions at the specimen’s
surface. A metal with a high concentration of elec-
trons at the Fermi level causes a high probability of
neutralization via tunnel processes for the ions
immediately in front of the surface. Therefore, the
SIMS signal of cations is very small for pure metal
surfaces, whereas it gets much higher if the specimen
is covered with a thin semiconducting or insulating
oxide film, due to its band gap where no electrons are
available. The SIMS signal may vary for the same
concentration of species by orders of magnitude.
However, it will be fixed if the interesting species is
a dopant in a matrix which does not change during
ion impact. This is the case for the analysis of dopant
implants in semiconductors. One possibility to stabi-
lize the SIMS efficiency is the inlet of small amounts
of oxygen to the surface of the metal forming a thin
layer of semiconducting oxide. Another is the ioniza-
tion of the neutrals after their sputtering with an
electron beam, or by the stabilized formation of sec-
ondary ion species by a glow discharge (GD).

An ion beam may also be used to remove large
ionized molecules from a metal surface. These pro-
cesses have been studied in detail by SIMS of large
organic molecules deposited on Ag. In this case, one
obtains the Mþ, the [MþH]þ and the AgMþ signals,
besides fractions of the molecule M. Apparently, the
energy of the ion beam is distributed via a cascade to
the site of the molecule, which then finally is respon-
sible for its transfer to the vacuum. The chemical
interaction of the molecules with the silver surface
causes the AgMþ peak. Avery similar mass spectrom-
etry of organic molecules is matrix assisted laser
desorption (MALDI). For this analytical method, the
organic molecules are codeposited with a matrix
molecule at a metal surface, mostly a derivative of
benzoic acid. The matrix is vaporized by a pulsed
laser beam which ionizes and transfers the embedded
molecules together with the matrix to the vacuum.
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After acceleration by a voltage in the range of
10–30 keV, the molecules are analyzed and detected
by a TOF-mass spectrometer. Very large masses have
been detected by MALDI-TOF up to 106 mass units.
TOF mass spectrometry is an excellent tool to study
organic films, inhibitors and polymers due to the high
mass range of up to 106 atomic mass units which
is accessible to this method.

2.31.7 Methods Using Hard X-rays:
X-ray Diffraction (XRD), X-ray
Reflectivity (XRR), and X-ray
Absorption Spectroscopy (XAS)

In the laboratory, sealed X-ray tubes are the most
widely used X-ray sources, which emit continuous
Bremsstrahlung-radiation as well as characteristic
X-ray emission lines. The X-rays are excited by an
accelerated electron beam impinging on a metal tar-
get within a vacuum tube. Although the maximum
electrical input power of such an X-ray tube is typi-
cally about several kilowatts, the resulting X-ray
intensities which are measured on a sample surface
are relatively weak, because typically, only fractions
of a percent of this electric input power is trans-
formed into X-ray radiation leaving the tube through
X-ray windows (typically beryllium). This is a seri-
ous drawback for in situ investigations of electrodes
and related corrosion processes, since the parasitic
absorption by the electrolyte further reduces the
intensity which is available for the experiments.
Assuming, for example, a rotating anode X-ray tube
which provides �106 monochromatic X-ray photons
per second per squaremillimeter, a Bragg reflectivityof
a real sample (such as a passive film on a metal sub-
strate) of �10–3% and a transmission of the electro-
chemical cell of�10%,we end upwith a single photon
per second only. In a practical diffraction experiment,
thus, an extremely large accumulation time is required
for each data point in order to achieve a useful signal to
noise ratio even in the photon counting mode using
sophisticated detector equipment. Nevertheless, some
few in situ experiments with laboratory equipment
have been reported in literature.

Much more intense X-ray beams are provided by
synchrotron radiation (SR).19 SR is generated when
charged high energy particles (usually electrons or
positrons with kinetic energies of �2–8GeV) are
moving on a curved path which is induced by a
magnetic structure. Compared to X-ray anodes, SR
has a continuous emission spectrum ranging from the

IR to hard X-rays. It is well defined and can be
calculated from the knowledge of the local curvature
of the electron path and the energy of the stored
electrons or positrons.19 The quality of the emitted
radiation is characterized by its brightness and bril-
liance. The latter parameter is defined by the number
of photons which is emitted in one second from a
source area of 1mm2 into a cone defined by 1mrad2

normalized to a spectral band width of 0.1%.19 In
Figure 13, the brilliance of some synchrotron sources
is illustrated as a function of the photon energy. For
comparison, the radiation emitted by a rotating an-
ode with a point focus is �1010 photons/(smm2

mrad2 0.1%), which is at the lower end of the scale
of Figure 13. In contrast to the discrete line spectrum
which is provided by the emission lines of an X-ray
anode, the SR storage ring emits over a large range of
energy from the IR to hard X-rays. Thus, the energy
(wavelength) for the experiments can be selected
freely from this continuum and allows an optimiza-
tion depending on the actual sample or problem
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under investigation. For the application of extended
X-ray absorption spectroscopy (EXAFS, see below),
the use of SR is mandatory, since the photon energy
is scanned over �1 keV in these experiments. Here,
even for a simple transmission mode experiment, the
Bremsstrahlung-continuum of X-ray tubes is much
too weak in intensity.

While second generation SR sources make use of
the radiation emitted by bending magnets, sophisti-
cated periodic magnet-structures (insertion devices,
wigglers, and undulators) are installed at third gener-
ation synchrotron sources. The periodic field inside
these devices forces the passing electrons and positrons
on a sinusoidal path. Depending on the magnetic field
strength, the magnetic gap and the number of antipar-
allel arranged magnets, the individual emission pro-
cesses are without any phase relation (wiggler: strong
field, small number of periods) or in phase (undulator:
weak field, large number of undulator periods), improv-
ing the spectral brightness by at least two orders of
magnitude compared to a bending magnet (see
Figure 13). Thismeans that SR is able to provide highly
intense monochromatic radiation with extremely
small lateral and horizontal divergence. These prop-
erties are an indispensable prerequisite for example,
for surface X-ray scattering or diffraction experi-
ments, especially in an electrochemical environment.

The charge carriers in a storage ring are generally
accumulated in small bunches, the size of which is
measured in terms of the time which is necessary
to pass the focal point of the experiment. While
the length of an individual bunch is of the order of
several picoseconds, the distance between two bunches
amounts to several nanoseconds. Therefore, SR en-
ables time resolved experiments using this periodic
bunch structure. Furthermore, due to the fact that the
accelerated particles are kept in the orbit plane, the
emitted synchrotron light is generally linearly polar-
ized in this plane. This is important with regard to
investigations of highly anisotropic systems such as
adsorbates on single crystal surfaces. In addition,
slightly below and above the orbit plane, SR-light is
circularly polarized, which gives unique experimen-
tal opportunities for the investigation of magnetic
materials and newly constructed insertion devices
provide circularly polarized light with extremely
high brilliance even in the orbit plane.

The increased availability of intense SR light
sources, especially those of the new third generation,
has its benefit for in situ investigations of corrosion
processes, such as localized corrosion or passivation.
In situ studies of electrode surfaces with X-rays

generally suffer from the parasitic absorption by the
electrolyte. While this effect can be tolerated at high
X-ray energies of �15 keVor more, the absorption of
the electrolyte increases dramatically with decreas-
ing photon energy. For example, for energies
�25 keV, a 10mm electrolyte (water) layer has an
X-ray transmission of �65%, while at the energy of
the Cu Ka-emission line (�8.0 keV), the transmission
of an electrolyte layer of only 3mm decreases to
�12%. While for X-ray scattering or diffraction
experiments, this parasitic absorption by the electro-
lyte can be circumvented simply by using higher
photon energies, it is a crucial drawback for XAS,
since the electrode material with its characteristic
absorption edges predefines the energy range which
is necessary for the experiments. Depending on the
scientific problem and the chosen experimental tech-
nique, different types of in situ cells have been applied,
meeting both the experimental requirements for elec-
trochemistry and the chosen analytical methods and
techniques. A schematic representation of several dif-
ferent cell geometries is given in Figure 14. Simple
transmission type cells (Figure 14(a)) may be used for
XRD and XRR experiments, and they are also suited
to the study of corrosion products within the electro-
lyte.20 A number of studies of pitting corrosion
applied this geometry for the investigation of artificial
pits also.
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Figure 14 Schematic representations of different

electrochemical cells for in situ studies of corrosion

processes. (a) Transmission type cells which may be used
for investigations of the electrode using X-ray diffraction

(XRD), reflection mode X-ray spectroscopy as well as for the

characterization of the electrolyte in front of the electrode,

for example, for the spectroscopic identification of
corrosion products. (b) Cell geometry which is optimized for

diffraction experiments. (c) Thin layer cell favorable for

fluorescence spectroscopy or diffraction experiments of

electrode surfaces. While the electrochemical preparation is
performed with an inflated window allowing an unhindered

mass transport from and to the electrode surface, the thin

elastic window is pressed onto the surface of the electrode
for the X-ray measurements with a thin electrolyte layer

remaining in order to retain potential control. WE – working

electrode, W – X-ray window, E – electrolyte.

Spectroscopies, Scattering and Diffraction Techniques 1389

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



A second type of cell is optimized for XRD
experiments (Figure 14(b)).21 It mainly consists of a
cylindrical body with a sample holder and a hemi-
sperical X-ray window of fused silica. Due to its
symmetry, all solid angles in the hemisphere above
the sample surface are accessible for the incident and
reflected beam. Since the X-ray path length in the
electrolyte and the window material are angle inde-
pendent, this cell design is ideal for diffraction,
surface diffraction as well as for XRR studies.21

A third type of electrochemical cells reduces the
electrolyte to a thin film with a typical thickness well
below 10–20 mm, which is trapped between the sam-
ple (working electrode, WE) and an organic polymer
film (polypropylene, Mylar, Kapton, etc.) of a few mm
thickness.22 Such a cell, presented schematically in
Figure 14(c), is well suited for fluorescence mode
detection experiments and X-ray standing wave tech-
niques22,23 since the path length of the detected fluo-
rescence photons is minimized and independent from
the incidence angleY. However, for surface sensitive
studies, the grazing incidence geometry with glanc-
ing angles of typically below 0.5� is mandatory, so
that the path length of the X-rays in the electrolyte
and the window material increase dramatically caus-
ing an enhanced parasitic absorption of the impinging
and also the emerging radiation accordingly. As a
result, in situ studies of electrode surfaces are cur-
rently limited to X-ray energies of above �6000 eV,
even if state of the art detector equipment such as
multielement solid state detectors22,24 and high flux
insertion device beamlines at third generation stor-
age rings are used. For investigations of dynamical
processes consuming species from the solution or
generating significant amounts of soluble reaction
products, cells with a thin layer geometry cannot be
used due to the strongly restrained mass transfer
from and to the WE. In this case, cells without mass
transfer limitations such as the transmission type
cells (Figure 14(a) and 14(b)) have to be applied or
the electrode has to reach a stationary state with low
reaction rates prior to the measurement in order to
avoid erroneous results or misinterpretation.

2.31.7.1 X-ray Diffraction

The XRD technique is based on the elastic scatter-
ing of X-rays from structures that have long range
order as schematically shown in Figure 15. X-rays
reflected at net planes parallel to the surface may
lead to constructive interference (Bragg-peak) if
the incidence angle Y (Bragg-angle) between the

impinging radiation and the lattice planes satisfies
the relation

nl ¼ 2d sinY; ½10�
where l is the X-ray wavelength, and d the lattice
spacing of the sample under investigation. In general,
not only the fundamental wave (n¼ 1) but also higher
harmonics (n> 1) are observed in a diffraction
experiment. The interpretation of eqn [10] is illu-
strated in Figure 15, that is, constructive interference
only occurs, if the optical path difference between the
X-rays which are diffracted from neighboring lattice
planes is equal to an integer multiple of the X-ray
wavelength l. The resulting diffraction pattern is rep-
resentative of the crystal structure because each crystal
structure is characterized by the distribution of its
lattice atoms in the unit cell. If, for example, a second
lattice plane is present in between those considered as
first (open dots in Figure 15), this inserted plane may
alter the diffraction pattern significantly as follows. If
the distance between the two planes is equal to a
quarter of the original d-spacing, then the path differ-
ence for the inserted net-plane equals half of the wave-
length for n¼ 2, that is, destructive interference occurs.
This is the case, for example, for the (222)-reflections of
Si and Ge. In general, this behavior is mathematically
described by the so-called structure factors Fhkl, which
include the positions of all the atoms in the crystal
structure under investigation as well as their occupa-
tion by different types of atoms according to eqn [11].

d/4
q q

dsinQ dsinQ
dQ Q

Figure 15 Basic principle of XRD. For constructive

interference, that is, the observation of a Bragg-peak, the

path length difference between the interfering X-rays has to

be an integer multiple of the X-ray wavelength l as shown
for the lattice planes with the black atoms. If a second net

plane (white atoms) is inserted, the diffracted intensities are

influenced accordingly. See text for more details.
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Fhkl ¼
X
n

fn expð2piQRnÞ ½11�

Rn ¼ n1a1 þ n2a2 þ n3a3 ½12�

Q ¼ h1b
�
1 þ h2b

�
2 þ h3b

�
3 ½13�

Here Rn is the lattice vector of the nth atom
(eqn. [12]), with a1, a2, and a3 as the basis of the unit
cell unit and n1–n3 are integer numbers. Q is the
reciprocal lattice vector which corresponds to the
scattering processes at the (hkl )-lattice planes (eqn
[13]).25 Again, h1–h3 are integer numbers, and the
reciprocal lattice is connected to the real space rep-
resentation by aib

�
j
¼ 2pdij (for i ¼ 1, 2, 3, dij ¼ 1 for

i¼ j, dij¼ 0 for i 6¼ j ).
If Q is given by the difference between the

K-vector of the scattered X-rays and the impinging
radiation, that is, Q¼ Kf – Ki, as can be seen in
Figure 16, where a schematic representation of dif-
ferent diffraction geometries is given, then we may
expect a Bragg-peak for the corresponding angles.
The summation in eqn [11] includes all the atoms in

the unit cell, and fn is the atom form factor, which
represents the scattering power of an individual atom.
Basically, fn is determined by the number and the dis-
tribution of the electrons belonging to a single atom.25

Values for fn are tabulated elsewhere.26 The diffracted
intensity then is given by eqn [14]

I / Fhklj j2 ½14�
and thus not only the positions of the diffraction peaks
are representative of the crystal structure, but also their
intensities, and characteristic diffraction patterns result
for each individual crystal structure.

As an example from corrosion research, we pres-
ent results determined from a diffraction experiment
of passive layers on iron in borate buffer solution.27,28

It should be mentioned here that a long and contro-
versial discussion has been carried out and that
contradicting results have been obtained.6,24 Both
amorphous as well as different crystalline structures
have been proposed. Thus, an in situ diffraction ex-
periment is very helpful for a structure determina-
tion. Due to the weak scattering intensities, focused
SRaswell as sophisticateddetector equipmentwas used
to obtain reliable data quality.27,28 In Figure 17(a),
the structure factors obtained for different diffraction
peaks for the passive film on Fe(110) are compared to
those of several different model compounds. Based
on the measured symmetry, lattice constants and
the detected Bragg-peak intensities, the passive layer
data are most consistent with oxides of the spinel
type (e.g., Fe3O4 and g-Fe2O3), while all other crys-
talline iron oxides, hydroxides or oxy-hydroxides
are not compatible to the measured diffractograms.
As can easily be seen, however, there are statisti-
cally significant deviations between the Fhkl of the
measured data and those of the model compounds
Fe3O4 and g-Fe2O3. Furthermore, linear combina-
tions of the Fe3O4 and g-Fe2O3 model compounds
are not able to fit the experimental data sufficiently,
and thus, a refinement of the structure was performed,
yielding the structure presented in Figure 17(b), that
is, the LAMM phase. Without going too much into the
details, it should be mentioned here that the spinel
unit cell which contains 32 oxygen anions, 16 octahe-
dral, and eight tetrahedral cation sites is fully occupied
in Fe3O4. For g-Fe2O3, a quarter of the octahedral sites
have only 33% occupancy, the remaining octahedral
and tetrahedral sites being fully occupied. Both spinel
reference compounds do not contain any interstitial
ions. The authors found an octahedral site occupancy
of (80 � 10)% and a tetrahedral site occupancy of
(66 � 10)% for the passive film. While no evidence

Q

QZ

QII

Kf

Ki

Ki

2-B

Q = Kf – Kin̂

F

Figure 16 Schematic presentation of the scattering

geometry in an XRD experiment (Laue-case). A Bragg peak

is observed if the difference between the wave vector of the
Bragg-reflected beam Kf and the impinging radiation Ki is

identical to a reciprocal lattice vector Q. The Bragg angle

YB is identical to the angle between the diffracted wave and
the (hkl)-lattice plane, which is not necessarily parallel to the

surface of the crystal under investigation. Three different

types of scans are indicated. (a) Out-of-plane scan (Qz or

Q?-scan): the rotation (F) of the crystal is fixed, and data are
measured by varying the component of Q normal to the

surface (which is named Qz or Q?) while the component

parallel to the surface (Q||) is fixed. (b) In-plane radial scan

(Q||-scan): the component of Q along the surface is varied.
The direction of Q is kept, but its magnitude is varied by

changing the incident and diffracted angles (Y and 2Y)

symmetrically. (c) Phi-scan: the crystal rotates about its

surface normal with the positions of the incident and
diffracted beams fixed. The magnitude of Q is fixed for this

scan while the direction of Q rotates.
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for tetrahedral interstitials was found, there are cations
occupying (12� 4)% of the available octahedral inter-
stitial sites.27,28 The large Debye–Waller factors
(0.01 nm up to 0.028 nm) which are needed to fit the
experimental data are the indication of the static disor-
der in the film, which results from the bond length
variations induced by the interstitials and vacancies,
and may explain why previous X-ray absorption spec-
troscopic investigations also found evidence for amor-
phous structures.

For real corroding systems, the interpretation of
diffraction patterns in comparison to the data for
passive layers on single crystal Fe-electrodes is even
more complicated. A sample in practice consists of
crystallites of different but eventually some prefer-
ential orientation, that is, a certain texture at the

surface. As a consequence, the Bragg reflexes of all
other orientations are suppressed in their intensity
compared to those expected from the calculated
structure factors. Such a behavior is well known for
example, for vapor deposited thin films. Further-
more, a diffraction pattern is also modified by the
presence of defects in the crystal lattice. For example,
stacking faults in the sample cause systematic shifts
and a characteristic broadening of the diffraction
peaks.29 Some of the peaks remain stable in position
and half width, while others systematically move
toward larger or smaller Bragg angles in conjunction
with broadening. Even peak splitting is observed for
special defect structures. Stress and strain also cause
systematic Bragg peak shifts.30 Therefore, the detailed
analysis of peak positions shifts, their widths, and
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Figure 17 (a) Comparison of the experimental structure factors (filled squares) with those of selected Fe-oxide model

compounds for the passive layer on Fe(110): open squares for Fe3O4, open circles for g-Fe2O3, and filled diamonds for the

‘LAMM’-phase. Reproduced from Toney, M. F.; Davenport, A. J.; Oblonsky, L. J.; Ryan, M. P.; Vitus, C. M. Phys. Rev. Lett.
1997, 79, 4282–4285. (b) Schematic illustration of the passive film structure (LAMM-structure). The solid black lines are the

borders of the bottom half of the unit cell (big spheres: oxygen anions, fully occupied; smaller light grey spheres: tetrahedral

cation sites, 66% occupancy; dark grey spheres: octahedral cation sites, 80% occupancy). Four of the eight octahedral
interstitial sites are indicated by small white spheres, four additional sites are located in the upper right hand section which is

not shown. Note that the interstitials are shown in well defined positions for clarity, while in the LAMM-structure used for the

fitting of the diffractograms, they are distributed randomly in the structure. Bonds are also indicated for clarity: bold, dashed,

and dotted lines for the tetrahedral, octahedral, and octahedral interstitial bonds, respectively. Adapted from Toney, M. F.;
Davenport, A. J.; Oblonsky, L. J.; Ryan, M. P.; Vitus, C. M. Phys. Rev. Lett. 1997, 79, 4282–4285.
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intensities can be used for the identification of exist-
ing defects, as shown elsewhere.27,31 For example, in
the case of the passive film on Ni single crystal elec-
trodes in sulfuric acid, a tilt of the oxide structure with
respect to the underlying Ni-metal was found.31

When finite size effects are included, the width of
measured Bragg peaks are found to be inversely
related to the dimension of the diffracting region
of the crystal. Thus, line broadening provides infor-
mation about the particle size D of small crystal-
lites which may be calculated by the application of
the Scherrer formula of eqn [15]:

D ¼ Kl
DYcosY

½15�
where K is the Scherrer constant, which depends on
the shape of the crystallites under investigation and
in most cases is close to 0.9, and DY is the line width
at half maximum in radians after correction for
instrumental broadening.30 Although it is not trivial
to separate the different contributions, information
about the particle size distribution can be obtained
from a more complete line shape Fourier-analysis.30

In this regard, the use of SR may simplify the data
interpretation. Compared to a laboratory experiment,
the experimental line width is drastically reduced due
to the extremely small divergence of SR-beams. In the
case of the Fe passive layers presented above, the lateral
crystallite size can be calculated to�4.5 nm for films on
Fe(110), whereas for Fe(001), a slightly larger size of

�6 nm was found.27,28 Therefore the passive film is
best described as a nanocrystalline material. In the
case of passive films on Ni(111) in sulfuric acid,
slightly larger crystallite sizes of �8–10 nm were
found.31

Evenwith the use of SR, XRD is limited to particles
or domain sizes of at least 2–3 nm toyield a measurable
diffraction pattern in the sense of the Bragg equation.
Thus, particles or domains with smaller size will
appear as X-ray amorphous in an XRD experiment
andwill not reveal any sharp Bragg reflexes. In conclu-
sion, XRD is an excellent method for very detailed
information on crystalline structures, although in prac-
tice, the interpretation of the measured diffraction
patterns may be very complicated.

2.31.7.2 X-ray Reflectivity

Due to the large penetration depth of hard X-rays in
matter, X-ray techniques are in general not surface
sensitive; that is, they are not suited for the investiga-
tion of surface phenomena such as passive oxide film
formation, adsorption, corrosion, etc. without any
special precautions. However, the whole spectrum
of X-ray analytical methods (e.g., XAS, XRD, X-ray
fluorescence, X-ray topography) can be made surface
sensitive using the grazing incidence geometry, which
is schematically shown in the insert of Figure 18.
The energy dependent index of refraction n(E ) in the
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Figure 18 X-ray penetration depth z0 for metallic silver and silver oxide Ag2O at hn¼25 200eV, as a function of incidence

angle. The critical angle is 	0.13� for Ag, and 	0.11� for Ag2O. In the insert, a schematic presentation of the grazing
incidence geometry is given: the refracted beam is diffracted toward the surface.
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hard X-ray regime is given by eqn [16],

nðEÞ ¼ 1� dðEÞ � ibðEÞ ½16�
where b and d are small positive quantities. Depend-
ing on the material and the photon energy, typical
values for b and d range from �10–4 to 10–8. The
absorptive correction b is proportional to the linear
absorption coefficient m, through b¼ lm/4p. There-
fore, condensed matter is optically thinner than vac-
uum, and X-rays entering into the samples surface
are refracted away from the surface’s normal, as indi-
cated in the insert of Figure 18. The application of
Snell’s law of refraction, which has the same form as
in the visible spectral range (eqn [17]),

n1cosf1 ¼ n2cosf2 ½17�
suggests the existence of a glancing angle fc, the
critical angle, for which f2¼ 0. Assuming n1¼ 1 for
vacuum, fc can be calculated from cos fc¼ n2. If the
absorption term b can be neglected, a simple calculus
leads to fc 	 (2d2)

1/2. Typical values for fc are 0.39
�

for Cu and 0.22� for Al for 8600 eV photon energy, so
that total reflection can only be observed for grazing
incidence angles below 0.5�.32 In this case, there is no
X-ray wave propagation inside the material, and the
electric field amplitude within the sample is damped
exponentially with depth. The decay constant, that is,
the penetration depth z0, amounts to only few nm
below the critical angle. This relation is illustrated
in Figure 18 for Ag and Ag2O, where a value
of �2–3 nm is obtained below the critical angle,
while a steep increase is observed above fc. This
behavior generally leads to a steep decrease of the
XRR for angles larger than the critical angle, and a
detailed evaluation of such angle dependent specular
reflectivities may yield the density and the surface
roughness of the material.32 In the case of a thin film
on a substrate, the X-rays that have penetrated the
surface layer will be reflected at the inner interface
and interfere with those beams that have been re-
flected at the outer side, that is, the air–vacuum surface,
leading to a systematic variation of the measured re-
flectivity profiles. Their detailed analysis yields to the
thickness of the film and the roughness of the inner
interface, in addition to the densities of the film and
the substrate and the surface roughness.32 Without
going into great detail, it should be mentioned here
that multilayered film structures can be treated and
analyzed in a straightforward manner, so that specular
reflectivity measurements are ideal tools for the in situ
observation of electrochemical growth of oxide and
passive layers and their reduction.33 In Figure 19,

specular reflectivity profiles recorded in the course of
several oxidation–reduction cycles of a thin film Cu
electrode in borate buffer (pH 8.4) are shown for a
photon energy of 7700 eV (l¼ 0.148 nm). The inci-
dence angle scale was transferred to the transferred
momentum (Qz) scale by Qz¼ 4p/l sin f (see also
Figure 16). As can be seen inFigure 19, the reflectivity
profiles change considerably upon the oxidation and
reduction of the Cu electrode. For example, the thick-
ness oscillations are much more pronounced for the
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Figure 19 A series of specular X-ray reflectivity profiles
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reduced electrode, while only weak thickness fringes
can be identified in the case of the oxidized sample,
which are the first indication of an increased roughness
at the interface to the electrolyte. Moreover, it can
already be seen in these raw specular reflectivity data
that the original state of the electrode is not recovered
after completion of several oxidation/reduction cycles.
The quantitative analysis of the presented data allows a
microscopic access to the processes at the electrode/
electrolyte interface. For example, the surface rough-
ness of the electrode/electrolyte surface is �1.1–
1.2 nm in the reduced state prior to the oxidation,
while it increases to �2.5 nm in the fully oxidized
state. After a completed oxidation–reduction cycle,
the electrode remains with an irreversibly increased
roughness of �1.6 nm, which can be further increased
by prolonged cycling between anodic oxidation and
cathodic reduction conditions.33 Such a behavior has
been previously found for Cu and Ag electrodes in
alkaline media using SEM and quartz microbalance
techniques and is important with regard to surface
enhanced Raman scattering (SERS). Furthermore, the
increase of the oxide layer thickness with increasing
potential at the expense of the thickness of the thin film
metal electrode is evident. The thickness of the fully
developed oxide layer on Cu amounts to �3.0 nm, in
agreement with previous ex situ XPS, UPS, and ISS
experiments5,10,16 and in situ Raman spectroscopy.34

However, the reduction is fully reversible, as the initial
thickness of the metal layer is recovered after a com-
plete oxidation–reduction cycle. Such a behavior can be
anticipated from the cyclic voltammogram, where bal-
anced anodic and cathodic charges were found. In
conclusion, we would like to mention that specular
XRR measurements can be used for the in situ investi-
gation of gaseous oxidation and corrosion processes in a
similar way.

2.31.7.3 X-ray Absorption Spectroscopy

The basic process underpinning XAS is identical to
that of the XPS-technique, that is, an incident photon
with sufficient energy is absorbed by an atom and
excites a core electron to unoccupied levels (bands)
or to the continuum. This excited atom can relax by
filling the empty core level with an electron from a
higher occupied core level. The energy difference of
the involved electronic levels can be released as a
photon or may lead to emission of an Auger-electron.
XAS is governed by the details of this photon absorp-
tion process. In a XAS experiment, the absorption of
X-rays within the sample is measured as a function

of the X-ray energy (E¼ hn). More specifically, the
X-ray absorption coefficient, m(E)¼�d ln I/dx, is
determined from the decay in the X-ray beam inten-
sity I with distance (sample thickness) x. Monochro-
matic radiation is used, the energy of which is
increased to the point at which core electrons can
be excited to unoccupied states close to the contin-
uum. In Figure 20, an absorption spectrum of a gold
metal foil is shown for an extended photon energy
range. The experimental data show three general
features: (1) an overall decrease in X-ray absorp-
tion with increasing energy; (2) the presence of
sharp rises at certain energies called edges, which
roughly resemble step-function increases in the ab-
sorption (i.e., K-, L-, and M-edges in Figure 20); and
(3) above the edges, a series of wiggles or an oscilla-
tory structure occurs which modulates the absorption
typically by a few percent of the overall absorption
cross section as can be seen in the insert of Figure 20.
It should be already stressed at this stage that the
availability of intense new synchrotron X-ray sources
permits the investigation of highly dilute systems
such as impurities or trace elements within an alloy,
or adsorbates and thin films on a surface of a foreign
substrate. This capability of the XAS-technique is
important and somehow unique with regard to the
investigation of corrosion processes, where the
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alloyed elements often have a dramatic influence on
the resulting corrosion protection properties. Various
alloyed elements of a specimen can be investigated
separately by XAS due to their different X-ray
absorbing edges. However, for the investigation of
flat electrode surfaces, a simple transmission mode
experiment is not adequate. Fluorescence mode
detection and/or grazing incidence techniques are
required, which are well suited even for samples in
an electrochemical environment.22,24

The general decrease of m with E can be related to
the well-understood quantum mechanical phenome-
non of X-ray absorption by atoms, which can be
described by Fermi’s golden rule. As with the energy
of fluorescence photons, the energy of the absorption
edge is characteristic of the absorbing material and
hence the measured edges are signatures of the
atomic species present in a material. For example,
for the transition metals Fe, Co, Ni and Cu, the K
edges are located at 7112, 7709, 8333, and 8979 eV,
that is, there is a separation of 600 eV between con-
secutive edges, while, for example, the Mo K edge is
located at 20 000 eV. Each edge corresponds to a
quantum-mechanical transition that excites a par-
ticular atomic core–orbital electron to free or unoc-
cupied levels. The nomenclature for the X-ray
absorption edges reflects the origin of the core elec-
tron; that is, K edges refer to transitions that excite
the innermost 1s electron, while L edges are related
to those of 2p3/2 (L3), 2p1/2 (L2), and 2s (L1) initial
states. These transitions always occur in unoccupied
states, that is, in states with an excited photoelectron
above the Fermi energy leaving behind a core hole. In
a solid, such a photoelectron generally has enough
kinetic energy to propagate freely through the mate-
rial and independent from the structure and the state
of matter of the sample under investigation. From the
change of the absorption coefficient at the edge, the
concentration of the respective element can easily be
calculated (see, e.g., Ref. 20). For example, if a metal is
corroded and dissolved in an electrolyte, the specific
absorption of the element of interest within the elec-
trolyte can be used for the analysis of soluble corro-
sion products in the active, passive or transpassive
state of a metal or the selective dissolution of a single
element in a multielement specimen such as an alloy.

Similar to an XPS experiment, the exact energy of
the absorption edge is a sensitive function of the
valency of the excited atom. In general, a shift of the
absorption edge toward higher photon energies is
observed as the chemical valency of the absorber
atom is increased, i.e., with increasing oxidation

state.35,36 In many cases, a more or less linear shift
of the edge with typically 1–3 eV per unit of the
valency can be found in the literature for different
elements. This effect provides an easy access to
determine the valency of a selected element (see,
e.g., Refs. 35–37) even for trace elements in complex
systems. In addition, in some special cases, there are
also features in the absorption spectrum below the
edge. These so-called pre-edge peaks can be attrib-
uted to transitions from the excited photoelectron
into unoccupied electronic levels of the sample, that
is, an X-ray absorption spectrum probes the density
of unoccupied states of the absorbing element.

The detailed structure of the absorption coeffi-
cient within �50 eV above the edge is referred to as
near edge X-ray absorption fine structure (NEXAFS)
or X-ray absorption near edge structure (XANES).
Besides the above mentioned transitions into unoc-
cupied states, the near edge structure also involves
transitions of the photoelectron into the continuum,
that is, into states above the vacuum level. In the
latter case, the photoelectron has a low kinetic energy
and accordingly a large (inelastic) mean free path
(see, e.g., Ref. 13), so that it can undergo multiple
scattering events.38 The shape of the edge is thus
highly sensitive to both the valency and the coordi-
nation of the absorbing atoms, including also the
angular arrangement of the neighboring atoms.
Although the complexity of the involved processes
makes a full theoretical treatment very difficult,
it is currently possible to calculate near edge X-ray
absorption spectra on an ab initio basis, that is, based
on the assumption of a model structure.38 This ap-
proach works quite well for molecules and com-
plexes – which is an interesting feature for the
investigation of corrosion products within the elec-
trolyte as shown in Ref. 37. However, for crystalline
materials it is still a quite challenging task to fit an
experimental spectrum using ab initio calculations
since the theory of XANES is not fully quantitative
and requires several physical considerations.38 Thus,
for the practical analysis the near edge spectra are
most commonly used as fingerprint techniques.
Edges are collected for a number of standard com-
pounds with known valence and crystal structure and
these are compared to the spectra of the actual sam-
ples. Certain compounds such as Cr6þ or Mo6þ give
rise for distinct pre-edge peaks, so that these species
can be identified qualitatively and quantitatively. For
the application of fingerprint techniques to electro-
chemical probes, see for example, 24, 37. As an exam-
ple for the application of XANES spectroscopy in
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corrosion research, we present a study dealing with
the initial stages of high temperature corrosion of
Y-implanted Fe–Cr steels.39 This study intends to
examine the so-called ‘rare-earth effect.’ It is well-
known that the presence of a small percentage of
active elements, especially rare-earth elements, may
have a beneficial effect on the properties and the
adherence of protective scales to the substrate. In
the present experiment, the rare earth element was
inserted into the Ni–Cr alloy by means of 200 keV
Yþ-ion implanting, and the resulting samples were
oxidized at 700 �C in a dilute oxygen atmosphere
(1% O2, 99% Ar) for varying times. In Figure 21,
grazing incidence XANES spectra acquired from the
as-implanted sample and samples oxidized for differ-
ent times are compared with the reference spectra
from metallic Y and Y2O3.

39 A progressive oxidation
of the samples is observed as the oxidation time
increases, as directly evidenced by the shift of the
absorption edge toward increasing energy values.
Furthermore, after �2min of oxidation, the obtained
spectra closely resemble those of yttria Y2O3. A more
detailed investigation of the extended X-ray absorp-
tion structure suggests that the formed crystallites are
of nanosize, and parallel XRD experiments revealed

that the crystallization is initiated at the interface
between the oxide scale and the bare alloy, proving in
this case the positive effect of the dispersed rare earth
element on the formation of a well ordered oxide.39

The third general feature in XAS spectra are the
oscillations of the absorption coefficient which are
visible up to�1000 eVabove the edge. This so-called
extended X-ray absorption fine structure (EXAFS)
originates from scattering of the emitted photoelec-
trons by neighboring atoms. The photoelectron, which
is ejected from the absorbing atom, can be described as
a propagating electron wave with a wave vector k and a
de Broglie wavelength l (eqn [18]):

k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðE � E0Þ

p
�h

; l ¼ 2p=k ½18�

E is the actual photon energy, E0 the edge energy,
m the electron mass, �h ¼ h=2p and h is Planck’s con-
stant. This wave can be scattered by neighboring
atoms, so that the outgoing wave interferes with the
backscattered wave. Depending on the distance, rj , to
the scattering atoms and the wavelength of the photo-
electron, this interference can be constructive or de-
structive, resulting in an increase or a decrease of the
absorption coefficient by some few percentage points.
This phenomenon was first theoretically described by
the short range order theory developed by Sayers,
Stern, and Lytle.40 In contrast to the near edge struc-
tures in the absorption coefficient, the theory of the
EXAFS is today well understood with acceptable tol-
erances from the experimental results.38 The EXAFS
spectrum w(E ) above a given absorption edge is defined
as the oscillatory part of the X-ray absorption:

wðEÞ ¼ mðEÞ � m0ðEÞ
m0ðEÞ

½19�

m(E ) is the energy dependent absorption coefficient,
and m0(E ) is the smoothly varying, atomic-like back-
ground absorption. m0(E ) contains all the contribu-
tions from other edges and other elements and their
absorption edges within the sample. According to the
plane-wave concept and the single-scattering approxi-
mation, the EXAFS oscillations w(k) can be expressed
by eqn [20]:

wð�Þ ¼
X
j

S20Nj

fj ðkÞ
�� ��
kr2j

:

sinð2krj þ dj ðkÞÞe�2rj =lðkÞe�s2
j
k2 ½20�

Nj is the coordination number of the central atom in the
j th shell, fj (k) the backscattering amplitude, sj the
mean relative displacement of the atoms in the j th
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Figure 21 Near edge X-ray absorption spectra at the
Y K-edge of a Y-implanted Ni–20Cr alloy in the as-prepared

state as well as after oxidation in a gas atmosphere of 1%
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Y and Y2O3 reference spectra are also shown). Reproduced
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1995, 97, 495–498.
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shell, and dj a phase shift associated with the interac-
tions of the photoelectron wave with the potential of
the absorbing and the backscattering atoms. Since dif-
ferent backscattering atoms have their own character-
istic backscattering phases and amplitudes, EXAFS
enables identification of the nature of the atoms in
each coordination sphere around the absorbing atom.
In contrast to XRD, EXAFS is very sensitive toward
light backscattering atoms, which justifies its use for the
investigation of, for example, oxides and passive layers.
The disorder s2 is partly due to thermal effects, which
cause all the atoms to oscillate around their equilib-
rium positions. Effects of structural disorder are simi-
lar, giving an additional contribution to s2. Both effects
can be separated by means of temperature dependent
measurements. As a consequence of the 1/rj

2 depen-
dence of w(k) and the limited mean free path of the
photoelectrons characterized by l(k), EXAFS is useful
in providing information about the local short-range
order around the absorbing atom, that is, the fine
structure contains precise information about the local
atomic structure around the atom that absorbed the
X-rays. The structural information is typically
obtained by Fourier-filtering of the experimental w(k)
data into distance-space, giving a radial distribution
function from which coordination numbers, inter-
atomic distances, and the local disorders are deter-
mined.40 Similar to the XANES, this turns out to be a
unique signature of a given material, since it depends
on both the detailed atomic structure and its vibra-
tional properties. For this reason, EXAFS has become
an important probe especially for disorderedmaterials,
where XRD can hardly be applied due to the absence
of any long range order correlations. A complete data
analysis comprises the separation of the individual
shells contributing to the radial distribution function,
and the fitting of these peaks with phases and ampli-
tude functions.41

In this contribution, we will not show a detailed
data evaluation, but only focus on the main features
of EXAFS. As an example, in Figure 22, we show the
in situ evolution of the EXAFS at the Ni K-edge
(8333 eV) of a metallic Ni-layer on an Al2O3-sub-
strate during the formation of a spinel-type oxide in
an O2-containing atmosphere at elevated tempera-
tures.42 First, the thin Ni film was oxidized to NiO at
700 �C, and the resulting X-ray absorption fine struc-
ture of this Ni-oxide thin film is similar to that of the
crystalline NiO-reference material, as can be seen in
Figure 22. In a second oxidation step at an elevated
temperature of �1000 �C, this NiO-layer interacts
with the Al-oxide substrate, and a spinel-type

NiAl2O4-layer is formed as can be deduced by com-
paring this high temperature spectrum with that of
the related spinel reference material.42 In a similar
way, the oxidizing effect of elevated temperatures on
high-Tc superconductors has also been proven,
showing clearly the further oxygenation of the super-
conductor as well as the appearance of new phases.43

It is important to mention here that several in situ

EXAFS studies have also dealt with electrochemi-
cally formed passive layers on various metals and
alloys (see Refs. 24, 27, 28, 37, 44). Finally, due to
the fact that XAS experiments are element specific
and not restricted to investigations of crystalline
materials (such as XRD studies), it is possible to
investigate in detail the structure and the chemical
state of corrosion products dissolved in the electro-
lyte in front of a corroding electrode.20,37 The use of
the state of the art detectors and stable monochro-
mators also enables the investigation of highly dilute

solutions, and time resolved investigations are easily
possible, so that the change in concentration in solu-
tion can be followed in tandem with changes in the
structure of the solid.

2.31.8 Glow Discharge Optical
Emission Spectroscopy (GDOES)

If a sufficiently high voltage is applied, a GD can be
generated between two physically separated
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electrodes in a gas filled vacuum vessel with a pres-
sure of typically 10–1000 Pa. Depending on the gas
type and pressure, the distance of the electrodes and
the applied voltage, electrical currents, and charac-
teristic light emissions are observed. We will only
focus on the most relevant points here; for more
detailed information on the fundamentals of GDs,
the reader can refer to the literature, for example,
Ref. 45. As a result of the physical processes, GD
plasma shows several luminous and dark regions.
For analytical use of the GD, the optical emission in
the luminous regions are studied and analyzed quan-
titatively. It is also essential that the cathode (sample
under study) is exposed to a bombardment of ions
and fast neutral species from the plasma, and there-
fore, the cathode is eroded and cathode material is
released into the gas phase continuously – this effect
is known as cathode sputtering. This sputtering of the
cathode is the basis for analytical exploitation of GD.
The sputtered species from the sample arrive in the
plasma where they are subject to ionization and exci-
tation. If the corresponding ions are measured in a
mass spectrometer, they can be identified quantita-
tively. This method is called glow discharge mass
spectrometry (GDMS) in literature. On the other
hand, the excited atoms emit characteristic photons
during their deexcitation which in principle allow
their identification, if they are detected with an optical
spectrometer. This technique is called GDOES. It
should also be mentioned here that the sputtered

atoms and ions can also be excited with an external
light source for atomic absorption (GDAAS) or fluo-
rescence (GDAFS) spectroscopy. Given that the sam-
ple is continuously eroded, a depth profiling of the
sample is possible, if the erosion rate is calibrated
properly. In contrast to other depth profiling techni-
ques, matrix effects only play a minor role here
because of the spatial separation of the sputtering
and excitation of the sputtered atoms, as well as
their dilution in the plasma. Using the Monte-Carlo
simulation techniques, it is possible to calculate the
profile of the sputtered crater on the sample, where
reasonable agreement to the experiment was found for
direct current GDs. These simulations also show that a
homogeneous electrical field distribution in the active
(sputtering) region is required to ensure that the sam-
ple surface is evenlyeroded, resulting in a sputter crater
with a nearly flat bottom. Only in this case, a well
resolved depth profile of the sample can be obtained.
It is noteworthy to mention here that for analytical
GDs argon is most commonly used as the discharge
gas, in order to avoid chemical reactions of the sputter
gas with the sample and the system. In addition, a small
but continuous flow is applied to ensure a clean atmo-
sphere during the process of analysis.

A schematic representation of a GDOES analyti-
cal system is shown in Figure 23. The hollow anode
configuration is composed of a grounded metal tube.
An appropriate window confines the vacuum vessel
on one side, while the flat sample closes the

Concave grating

Rowland circle

Primary slit

Exit slit assembly

Photomultiplier

Focussing
lens

Sample

Sample

Window

Ar inlet Ar out

Ar out

Anode

Water cooling

Insulator

Plasma

Figure 23 Schematic representation of a spectrometer for glow discharge optical emission spectroscopy (GDOES). The

sample, cathode, is placed in a hollow, as shown, in an expanded view in the insert. Ions from the plasma are accelerated

against the sample, and material is eroded and subsequently diffuses into the plasma. Here excitation of these atoms may

occur, leading to the emission of characteristic photons during relaxation to the ground state. These optical emissions of the
plasma are focused onto the primary slit of a grating spectrometer, where the spectrum is analyzed by means of a grating

spectrometer, and the spectral contributions of different species are detected by an array of photomultipliers.
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discharge cavity on the other side. This way, sample
introduction or change is easy, and the electrical
power that is needed for ignition and maintenance
of the plasma is simply supplied to the sample. The
sample holder is water cooled in order to limit the
heating of the samples. Usually, a quartz window is
used because of its transparency for photons of lower
wavelength.

In the case of a conducting (metal) sample, a
regulated DC-voltage of typically some hundred
volts is applied. As for sputtering, etching, and coat-
ing processes, however, the GD can also be energized
by alternating radiofrequency (RF) fields in order to
investigate in particular poor/bad or nonconducting
samples.45 Assuming the presence of a nonconduct-
ing sample, a DC-discharge would cause a positive
charging of the cathode because of the recombination
of positive ions and electrons coming from the near
surface region of the sample. As a consequence, the
potential drop between the two electrodes would
decrease and the discharge would extinguish, within
some few milliseconds, with a positive charge re-
maining on the sample. If the direction of the voltage
is reversed, the same processes will occur, resulting in
a decrease of the positive charge on the sample,
which in this case acts as an anode until a negative
charge is accumulated so that the discharge is
stopped again. If the switching of the voltage polarity
is repeated continuously with a high frequency, that
is, RF with a power of typically up to �30W, the
discharge can be maintained continuously even for
nonconducting samples. Using frequencies in the
mega-Hertz range, the plasma with typical frequen-
cies of the order of 1 kHz is not able to decay but will
glow permanently. One may argue that the use of an
RF-discharge could be disadvantageous for GDOES-
investigations because the material of the hollow
electrode will be sputtered as well and thus contrib-
ute to the measured optical emissions. However, due
to the characteristic design of the two electrodes, the
sputtered area on the sample is limited to some few
square millimeter while on the other hand the area of
the hollow tube exposed to electrons and ions is not
restricted at all and can be extended as much as
required by the size of the GD plasma, thus reducing
the related contributions accordingly.

The spectrometer displayed in Figure 23 employs
a concave grating that is fixed in the Rowland geom-
etry, and the light emissions from the GD are focused
onto the entrance slit of the spectrometer using a lens
of suitable focal length. Several photomultiplier tubes
are mounted at well defined positions on the Rowland

circle for light detection related to some few specific
excitation lines, as it is not possible to measure a full
spectrum in this configuration. However, due to the
fast erosion of the samples, it is important to make use
of an extremely fast and reliable detection method for
the excited photons. State of the art systems employ
up to 60 individual detectors in parallel. The use of
solid state detectors, charged coupled devices or
photo diode arrays have become a common alterna-
tive to photomultiplier tubes. These detectors allow
the acquisition of the entire spectrum, or at least a
large portion of it, but are usually slower than photo-
multiplier tubes and therefore not suitable in those
cases where extremely short acquisition times are
required, for example, for the analysis of adsorbates
or very thin surface films. Light elements such as
hydrogen, carbon, nitrogen, oxygen, or sulfur have
important spectral lines in the vacuum ultraviolet
(UV) region with wavelengths below �200 nm. For
example, oxygen species are in many cases identified
using an oxygen emission line at 130.2 nm. Spectro-
meters in this spectral range are usually operated
under vacuum, or at least a purged nitrogen atmo-
sphere to obtain a sufficient transparency in this
spectral range.

GDOES, as an analytical technique, was intro-
duced by Grimm in 1968 with first applications
being the determination of the bulk atomic composi-
tions of metal alloys.46 The capabilities of GDOES
for surface analytical studies was proven a few years
later with oxidation studies of steels being one of the
first areas of research interest. In a depth profiling
experiment, the intensities of the spectral lines of
interest are measured as a function of the sputter
time. For a quantitative analysis, these have to be
converted to an analyte concentration and a sputter
depth. Although the detection limits for GDOES are
generally small with typical values in the range of
1–10 ppm, an exact determination of atomic concen-
tration and film thicknesses is in many cases not
straightforward and the use of more sophisticated
calibration procedures for example, using certified
materials in a wide range of elemental compositions,
is recommended. Furthermore, spurious hydrogen
in the plasma, either from a contamination of the
plasma gas or the sample, may affect the measured
concentrations of the analytes and have to be cor-
rected accordingly. Nevertheless, in combination
with the numerous efforts that have been made for
quantitative modeling and understanding of GD-
plasmas and sputtering for analytical purposes, and
because of its easy use, GDOES has become an
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interesting and important method for routine depth-
profiling analysis in a wide range of applications,
including corrosion phenomena.

Corrosion protection coatings – in particular on
steel – are an important topic. The depth profiling
capabilities of GDOES give a fast and direct access to
a simple determination of the composition of the
coating as well as its thickness. This is of special
importance in those cases where the coating contains
the same chemical elements as the underlying steel,
such as for Fe/Zn-coating on iron based steels. For
industrial applications, it is in many cases important
to know the structure and the composition of a mate-
rial in order to accomplish reproducible physico-
chemical properties such as, mechanical elasticity
and plasticity, or corrosion resistance of metal sheets.
These properties are often influenced by the pre-
treatment of the metal, such as milling or hot-rolling
which alter the microstructure and the composition
of the metal significantly. Depending on the details of
the processing conditions, trace elements, impurities,
or rolled-in oxide particles are located especially in
the near surface region of the metal. In Figure 24(a),
GDOES depth profile of a hot-rolled steel surface is
presented.47 As can be seen, the oxide layer on the
steel has a rather complex substructure, and even the
alloyed elements Mn and Si are detectable, although
their atomic concentrations are only in the 1% range.
Besides the near surface region of some 10 nm, where
Si is significantly enriched, the outer oxide scale has a
lower Fe-content compared to the inner part of the
duplex layer, which contains significantly more iron.
The manganese concentration is smaller in the outer
layer, and increases in the inner layer, but it is still
depleted compared to the bulk concentration. While

the entire oxide is almost free of Si and C, both
elements are significantly enriched at the interface
between the oxide and the bulk material.

In a similar manner, GDOES has fostered our
understanding of high temperature corrosion pro-
cesses and materials. Very recently, first studies on
materials and coatings that are used in biological
environments and biocorrosion have been published.
The thickness and the composition of passive oxide
layers were determined using GDOES for a variety of
different materials and for various electrochemical
environments – here the most important aspect of
GDOES is its easy operation and data interpretation.
This is also true for samples of archeological interest,
where GDOES can easily be applied to conducting as
well as to nonconducting samples such as, ancient
bronzes, ceramics, pottery, etc., and GDOES may
give information which is important for the conser-
vation of such objects.

In conclusion, when considering GDOES for a
practical application, one should always have in
mind that the recorded depth profiles are destructive,
which is sometimes critical for example, in the case of
archeological objects. Furthermore, GDOES is
always an ex situ method, that is, it relies on the
assumption that the sample is not affected or altered
by the transfer to the spectrometer and the bombard-
ment with electrons and ions, which seems to be true
for metals and alloys. Compared to UHV-techniques
such as XPS or SIMS, GDOES is not very time-
consuming, and the repetition of each experiment
allows one to apply statistical techniques to the
results, for example, to elemental concentrations or
thickness values, which is again important for indus-
trial applications. On the other hand, however,
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GDOES is not able to specify the binding state of an
element, that is, GDOES is not able to distinguish
between a metal cation and the reduced metal. Thus,
it is useful to combine GDOES with other techniques
in order to strengthen the conclusions drawn.

2.31.9 Infrared Spectroscopy

Infrared spectroscopy applies electromagnetic radia-
tion of wavelength l or wave number v~of the middle-
IR range (l¼ 2.5–50 mm, v~¼ 4000–200 cm�1) to a
sample. Typically, the near-IR range (l¼ 0.8–
2.5 mm, v~¼ 13 000–4000 cm�1) or the far-IR range
(l¼ 5–1000 mm, v~¼ 200–10 cm�1) are of minor
importance for this spectroscopic method. The
absorption of IR-radiation in the middle range by a
sample leads to excitation of vibrational modes of its
molecules as a whole (fingerprint region, v~¼ 600–
1200 cm�1) or of characteristic groups such as C=O
and O–H (group frequency region, v~¼ 1200–
3600 cm�1). The excitation of vibrations is controlled
by selection rules. For IR absorption, the dipole
moment should change with the oscillation mode.
Therefore, polar groups like C=O are IR-active. If,
however, the changes in the dipole moment compen-
sate internally within a molecule, the IR mode is
inactive, for example, the symmetric stretch of
O=C=O. The asymmetric stretching and the bending
vibrations of O=C=O are IR-active. We note that the
selection rules for Raman Spectroscopy depend on
the polarizability of groups and molecules. Under the
selection rules for Raman, the symmetric stretching
of the O=C=O molecule, which has an inversion
center, is active, whereas the asymmetric stretching
and the bending mode are Raman-inactive. Thus, IR
and Raman can give complimentary results.

An IR spectrometer usually has a strong light
source like a Nernst Glower, which is an electrically
heated rod of rare earth oxides, or a Globar, a heated
rod of silicon carbide. A very intense IR source is SR.
In this case, polarized light of high intensity is also
available.

A more conventional IR spectrometer uses a
monochromator, separating the incoming polychro-
matic radiation into its components and thus taking
sequentially a wavelength dispersive spectrum. A
Fourier transform IR (FTIR) spectrometer uses a
Michelson Interferometer which creates an interfer-
ogram due to the different optical path length of the
two interfering beams. Its Fourier transform leads to
an IR spectrum. The advantages of this approach are

a much better signal to noise ratio and the short time
required to record a spectrum. Here the whole spec-
trum is obtained in parallel, rather than sequentially,
with no loss of radiation at the entrance and exit slits
of a monochromator. A spectrum may be obtained
within a second, and thus it is possible to follow the
kinetics of corrosion processes. An additional advan-
tage of FTIR spectroscopy is the high spectral reso-
lution of 0.1 cm�1.

A variety of detectors are utilized in IR spectros-
copy, based either on thermal or photonic response.
Thermal detectors are IR absorbers that measure the
produced heat via thermocouples, or bolometers,
which measure the change of heat via the resistance
change of a platinum wire. Pyroelectric detectors are
also employed. They use chopped IR light, which
changes the polarization of a condenser whose capacity
is a measure of the absorbed radiation and the thereby
produced heat. They have the advantage of suppressing
background radiation efficiently. As regards photonic
detectors, low band gap semiconductors such as
CdxHg1� xTe (CMT) are typically used, where the
incoming IR radiation excites electrons from the
valence to the conduction band leading to photocur-
rents which are a measure of its intensity. CMT detec-
tors are very sensitive and have a fast response so that
they are widely used for FTIR spectrometers.

IR spectroscopy is routinely employed by syn-
thetic chemists in the transmission mode, with speci-
mens pressed as pellets often in KBr as an IR
transparent medium or in solution with appropriate
organic solvents. In aqueous corrosion and electro-
chemistry, the chemistry of a metal surface and its
changes with the corrosion process are of decisive
importance. Therefore, one needs to investigate the
surface preferably in its natural environment. Two
main problems arise. First, water strongly absorbs
IR-radiation. Therefore, the transmission path in
water should be avoided or made as short as possible.
Furthermore, thin films or absorption layers are often
of interest and not the substrate metal or the bulk
electrolyte and the information should come from
the electrode/electrolyte interface. Therefore two
main approaches are used in electrochemistry and
corrosion science, namely attenuated total reflection
spectroscopy (ATR) and IR-Reflection-Absorption
Spectroscopy (IRAS and IRRAS).

2.31.9.1 Attenuated Total Reflection

In ATR spectroscopy, the IR beam travels through a
crystal such as Ge or ZnSe with total reflection at its
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interfaces, that is, the angle of incidence, measured
against the normal surface, is above its critical value
of total reflection. One surface of the ATR crystal
may be covered with a very thin metal layer which
then is exposed to the electrolyte. Although the radi-
ation is totally reflected, the electrical field vector
penetrates the metal and samples the electrode–
electrolyte interface with a depth of �0.1–5mm (eva-
nescent wave). It thus picks up the IR spectrum of
adsorbed molecules and thin layers and may follow
changes at the interface even for well controlled
electrochemical conditions with a potentiostat and
counter and reference electrode.

2.31.9.2 IR Reflection Absorption
Spectroscopy

In IRAS, the IR-beam strikes the specimen surface
from the front side at grazing incidence, i.e., at a large
angle relative to the surface normal. This geometry
permits an intense interaction of the beam with the
electrode–electrolyte interface. For IR radiation
polarized parallel to the plane of incidence (contain-
ing the incoming beam and the surface normal), that
is, p-type radiation, the electrical field vector changes
in the direction of the axis of at least partially per-
pendicularly oriented molecules and thus gives its
characteristic interaction and absorption lines. For
perpendicularly oriented, s-type radiation one does
not get a signal, for due to a 90� phase shift during
reflection it cancels with the incoming radiation.
These surface selection rules lead to an IRAS-signal
for those molecules oriented on the surface with a
component of a changing dipole moment in the
direction of the normal surface. These characteristics
permit one to distinguish between the randomly ori-
ented molecules within the electrolyte and those
adsorbed with a characteristic orientation at the
metal surface. IR spectroscopy may also contribute
to the monitoring and understanding of atmospheric
corrosion.48 In this case, the electrolyte is a thin water
containing film and thus does not cause too many
problems for the application of the method.

2.31.10 Summary

This chapter describes the most important surface
analytical methods which provide information on
the chemistry and structure of corroding surfaces
and surface layers. Many methods work in vacuum,
and one should be aware that the specimen has lost
the contact with its environment and the electrode

potential for the case of electrochemical corrosion
systems. However, such broad and valuable informa-
tion is urgently needed for an understanding of sur-
face reactions and corrosion phenomena. It has been
shown by numerous detailed studies that the results
follow the systemically changed experimental para-
meters, for more extensive studies, when one exam-
ines the reaction, free of artifacts. In situ methods are
free of this problem, but they cannot replace the rich
information provided by the methods functioning
only in vacuum. Generally, it is the combination
of many methods which ensures understanding and
a correct interpretation of the reactions and their
mechanisms. XPS is a soft method and gives excellent
data on the chemistry at the surface. AES allows a
high lateral resolution, which is extremely important
if localized corrosion phenomena occur. ISS may
improve the depth profiles of thin films, and RBS
will give a detailed insight into reactions on thick
films, however, with a poor depth resolution of �5 nm
only. IR methods may give in situ information on the
chemistry of the surface whereas XRD and XAS pro-
vide information on the structure, that is, the long
range and the near range order of surfaces and surface
films. In addition, in situ scanning tunneling micros-
copy and atomic force microscopy give exact informa-
tion on their structure. Thus, all thesemethods supply
details of the characteristics and the reactions occur-
ring at a solid surface. Furthermore, some methods
add spectroscopic information of the dissolved species
in solution or in the gas phase like XAS in transmis-
sion mode. Table 1 summarizes the methods which
have been discussed in this chapter and presents their
advantages and disadvantages. A groupmight not have
experts in all these methods, but laboratories may
collaborate and thus the expertise and the equip-
ment of the laboratories may be complementary.
A collaboration will be useful when the different
backgrounds of the scientists involved still allows
them to communicate, which is a difficult task, as
the methods range from corrosion and electrochem-
istry to surface physics and the application of SR
facilities. It is often observed in science that different
communities work parallel to each other, largely
ignoring each other. However, the situation is
improving. One requirement is crucial in all cases.
The application of a sophisticated surface method to
a system requires the full knowledge of its electro-
chemistry. Any study without a careful and reliable
specimen preparation is useless. On the other hand, all
these surface methods are needed to understand the
surface reactions. Therefore, the surface physicist
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should understand to some extent electrochemistry,
corrosion, and materials science, and the corrosion
engineer and electrochemist to some extent surface
science and its related methods, which would be an
excellent basis for a fruitful collaboration of experts.
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Glossary
Adsorption The first stage of interaction between a

surface and its environment (gaseous or

liquid), in which atoms or molecules are

bound to the surface of a material.

Corrosion The degradation of a metallic material

under the effect of the environment.

Dissolution The electrochemical reaction in which

the metal is ionized and the cation thus

formed goes into solution where it is

hydrolyzed.

Localized corrosion Limitation of the corrosion of

a metal surface to local areas.

Passivation The property of a metal to form a thin,

continuous, compact, and adherent layer of

oxide or oxyhydroxide (the passive film) at its

surface that blocks the reaction of

dissolution of metal atoms.

Passivity breakdown The local breakdown of the

passive film.

Pitting The result of localized corrosion of

passivated metal surfaces in local areas.

Reconstruction The change of atomic position

when the surface of a material has a

structure different from a bulk termination.

Superstructure The specific structure formed at

the surface of a material.

Abbreviations
AFM Atomic force microscopy

CB Conduction band

DOS Density of states

ECAFM Electrochemical atomic force microscopy

ECSTM Electrochemical scanning tunneling

microscopy

ECTS Electrochemical tunneling spectroscopy

SECM Scanning electrochemical microscope

SPM Scanning probe microscopy

STM Scanning tunneling microscopy

STS Scanning tunneling spectroscopy

UHV Ultrahigh vacuum

VB Valence band

Symbols
d Distance between tip and sample surface (m)

dz Deflection along the axis Z (m)
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e Charge of proton (1.6 � 10�19C)

EF Fermi level energy (eV)

h Planck’s constant (6.63 � 10�34 J s)

I Tunneling current (A)

IT Tip current (A)

k Spring constant (Nm�1)

me Mass of the electron (9.11 � 10�31 kg)

PX, PY, PZ Components of the piezoelectric

scanner controlling x, y, z position

T Tunneling transmission probability

U Intermolecular potential

US Sample electrochemical potential (V vs.

reference electrode)

UT Tip electrochemical potential (V vs. reference

electrode)

Vbias Bias potential between sample and tip (V)

VX, VY, VZ Voltages applied to PX, PY, PZ (V)

X, Y, Z Orthogonal scan axes

f Electron tunneling barrier height (eV)

k Tunneling decay constant (m�1)

rS(E) Density of states of the sample at the energy

E (m�2)

rt(E) Density of states of the tip at the energy

E (m�2)

2.33.1 Introduction

Scanning probes microscopies (scanning tunneling
microscopy (STM) and atomic force microscopy
(AFM)) allow direct three-dimensional (3D) imaging
of the surface structure and topography of materials at
high resolution (atomic or molecular resolution). Their
advent in the 1980s has opened up new prospects for the
structural analysis of corroded surfaces, as these micro-
scopes can be applied to both solid–gas interfaces under
controlled environments (ultrahigh vacuum (UHV))
and to solid–liquid interfaces under electrochemical
control. Moreover, time-resolved imaging allows the
investigation of the dynamics of structure modifications
produced bycorrosion processes. The coupling of STM
with spectroscopic measurements (scanning tunneling
spectroscopy (STS)) provides information on a local
scale on the electronic properties of surfaces.

This chapter describes the principles and operation
of STM/STS and AFM and their electrochemistry
implementation (ECSTM and ECAFM) for the anal-
ysis of corrosion processes at surfaces. Applications of
ECSTM, ECTS, and ECAFM are illustrated by
selected examples, emphasizing data obtained in situ

at the solid–liquid interface on the anodic dissolution

of metals, the growth mechanism and structure of
passive oxide layers and their electronic properties at
the (sub)nanometer scale, and on the initiation of loca-
lized corrosion at the (sub)micrometer scale.

2.33.2 Scanning Tunneling
Microscopy

This technique is unique in that it provides 3D real
space images and allows localized measurements of
geometric and electronic structures at high resolu-
tion. The first atomically resolved images were
published in 1983.1

2.33.2.1 Principle and Operation

STM is based on tunneling of electrons between two
electrodes separated by a potential barrier and biased
by a voltage Vbias (Figure 1). Electrons within eVbias of
the Fermi level tunnel from the occupied states of the
negatively biased electrode to the unoccupied states
of the positively biased electrode. Assuming constant
density of these electronic states, the tunneling cur-
rent through the planar barrier increases linearly
with Vbias and decreases exponentially with the bar-
rier width d according to eqn. [1]

I / Vbias exp ð�2kdÞ ½1�
where k is the tunneling decay constant in the barrier,
given by eqn. [2]

k ¼ 2p
h

ffiffiffiffiffiffiffiffiffiffiffi
2mef

p
½2�

with h being the Planck’s constant,me the electronmass,
and f the tunnel barrier height. For electrons at the
Fermi level, f is the work function of the negatively
biased electrode. Since most work functions are 4–5 eV,
k � 1 Å�1 we find that for a bias of 0.1V, a tunneling
current of �1.5 nA can be observed for a separation
between the two electrodes of �0.9 nm. The tunneling
current drops by nearly one order of magnitude for
every increase of 0.1 nm of the barrier width. A direct
consequence of this exponential decay is that if one
electrode is a tip terminated by an atomic asperity
protruding by �0.1 nm at the apex (Figure 1), �90%
of the current is spatially limited to this atomic asperity.

STM operation is based on precise control of the
position of the tip with respect to the surface to be
analyzed. The tip is placed on a tripod formed by
three independent piezoelectric elements, PX, PY,
PZ, controlled by the voltages VX, VY, VZ respectively
(Figure 1). At a given bias voltage, the tip is scanned
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along the two lateral directions X and Y parallel to
the surface, while a feedback loop constantly adjusts
the tip vertical position along the Z-axis, so as to
keep the current to a constant setpoint value chosen
by the operator. This is the ‘constant current’ mode
where kd is kept constant. If the local work function
f remains constant, a constant current corresponds to
a constant distance d between tip and surface. The
shape of the surface is then reproduced by the path of
the tip. The values of VZ ¼ f (VX,VY) are used to
produce a 3D image of the surface most often dis-
played on the monitor, using a color or gray scale. The
microscope can also be operated in ‘constant height’
mode with the feedback slowed down or switched off,
but at the risk of tip damage, as the tip height is not
adjusted.

The setpoint current used canvary from a few tens of
picoamperes for poorly conductive surfaces to a few
nanoamperes for metal or doped semiconductor sur-
faces. Bias voltages can vary from a few volts to a
few millivolts. High quality tips can be prepared from
tungsten or Pt–Ir wires by electrochemical etching.2

The lateral (spatial) resolution of the instrument
depends on the quality of tip preparation; it is, at best,
typically �0.1 nm. The vertical (depth) resolution
depends on the quality of the damping system used to
isolate the instrument from external vibrations and on
the precision of the control of the tip–sample distance; it
is �0.001 nm at best. Most commercial instruments
adhere to specifications that allow imaging at atomic
resolution on reference samples.

2.33.2.2 Scanning Tunneling Spectroscopy

STM images also contain information on the local
electronic structures of the surface and tip. According
to the theory of STM,3 the tunneling current is
expressed as (eqn. [3])

I ¼
ðeVbias

0

rsðr ; EÞrtðr ; E � eVbiasÞTðE; eVbiasÞdE ½3�

where rsðr ; EÞ and rtðr ; EÞ are respectively the den-
sity of states (DOS) of the sample and tip at location
r and energy E, measured with respect to their indi-
vidual Fermi levels. T(E,eVbias) is the tunneling trans-
mission probability for electrons with energy E at
applied bias voltage Vbias. For a fixed surface-to-tip
distance and assuming to a first approximation, a
constant rtðr ; EÞ, eqn. [4] can be deduced:

dInI

dInVbias
¼ dI

dVbias
� Vbias

I
/ rsðEÞ ½4�

It follows that rsðEÞ can be extracted from mea-
surements of the tunneling current as a function of
the bias voltage applied to the tunneling barrier, that
is, from tunneling spectroscopy I–Vbias measurements.4

In tunneling spectroscopy (TS), quantitative infor-
mation on surface electronic states is obtained using
either modulation techniques or numerical techni-
ques to measure dI/dVbias at constant average tunnel-
ing distance as a function of Vbias at a single point of
the surface. Such measurements can reveal structures
in the surface density of states that can arise from
critical points in the surface-projected bulk band
structure or from true surface states associated with
surface reconstructions, adsorbates, or ultrathin films
formed on the surface. In scanning tunneling spec-
troscopy (STS), spectroscopic I–Vbias measurements
are combinedwith topographicmeasurements toextract
laterally resolved information and map rsðEÞ spatially.
In the so-called current imaging tunneling spectroscopy
(CITS)mode, I–Vbias curves are recorded for everypixel
of the topographic image with the feedback loop
switched off in order to operate at a fixed surface-to-
tip distance. The interest of corrosion science in these
techniques is the possibility of acquiring laterally
resolved chemical information on surfaces.

2.33.2.3 Application to the Solid–Gas
Interface and Limitations

STM was originally designed for application at the
solid–gas interface under UHV. The environmental
control of the interface inherent to UHVallows one to
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Figure 1 Schematic diagram of the scanning tunneling

microscope and principle of electron tunneling through

a biased potential barrier between sample and tip.
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locally characterize, at the atomic scale, the surface
structure of semiconductors, superconductors, and
metallic materials, along with the modifications
induced by the adsorption of atoms and molecules
or by the deposition of nanoparticles. The technique
is also widely used to study nanostructuring processes
resulting from surfacemodifications. Operation at low
temperature (down to 4K) permits manipulation of
atoms, molecules, and nanoparticles. Operation at
high temperature (up to �900K) limits space resolu-
tion due to acceleration of surface diffusion and ther-
mal drift (uncontrolled variation of tip position with
respect to the surface), and the time resolution due to
activation of surface reactions.

For corrosion related studies, UHV-STM is mostly
applied to study the initial stages of oxidation of metal-
lic materials. The adsorption of oxygen on metallic
materials has been the most studied topic. A review of
data obtained on Cu, Ni, and Ag single-crystal surfaces
has been published.5 The technique allows one to
determine the adsorption site of the adsorbate, the
adsorbate superstructure including the reconstruc-
tion of the substrate possibly induced by adsorption,
and the nature and role of defects.

The growth mechanism of the superstructure and
surface diffusion can be studied by acquiring consec-
utive images from a selected area as a function of time
(time-resolved imaging). However, the time resolu-
tion is of the order of several tens of seconds per
image with most commercial microscopes and the
application is restricted to relatively slow processes.
Relatively fast physical processes can be slowed down
by operating at low temperature, or alternatively,
fast-scanning microscopes with a time resolution bet-
ter than one second per image can be used. One such
example of fast-scan STM applied to the solid–liquid
interface is presented further on.

Time-resolved UHV-STM can also be applied to
the solid–gas interface to study the mechanism of
phase transformation from metals to oxides. The
local nature of measurement is then most effective
to characterize the sites of nucleation of the oxide
phase and the role of surface defects, the growth
mechanism of the nuclei until full coverage of the
surface, and the structure of the oxide nuclei. STS
can be combined with STM to locally characterize
the oxide nuclei and the unmodified metallic areas.6

Because of its sensitivity to the topmost surface
atomic layer only, STM is less effective in character-
izing the structure of 3D films formed by oxidation at
the surface of metals and alloys. Indeed, neither the
inner structure of the film nor the buried metal–oxide

interface can be accessed, thereby preventing a
detailed investigation of the mechanism of 3D growth
of the oxide film. Rare exceptions of imaging of the
buried metal–oxide interface have been reported
when an ultrathin oxide film transparent to the tun-
neling electrons is formed on the metallic substrate.7

In most cases, only the surface of the 3D oxide films
can be characterized, including its atomic structure
and nanostructural defects. However, the technique
is well suited to locally characterize the reactivity of
3D oxide films and their resulting surface structural
modifications. It has been applied, for example, to the
interaction of water vapor with thermal oxide films
of chromia grown on Cr surfaces8 and alumina on
NiAl surfaces.9

2.33.3 Electrochemical STM

STM was first applied in solution in 198610 and to
corrosion studies in 1988.11 A major difference with
UHVoperation is the decrease of the tunneling barrier
height in solution. Experimental values ranging from
0.1 to 0.3 eV have been reported,12,13 which is much
smaller than the values of �4 eV for UHVoperation.

2.33.3.1 Electrochemical Implementation
and Limitations

In ECSTM, the tip is immersed in the electrolyte and
acts as a fourth electrode added to a conventional
three electrode cell with working reference and
counter electrodes (Figure 2). Charging of the double
layer and electrochemical reactions take place at the
tip–electrolyte interface. They generate capacitive
and faradic currents at the tip that superimpose onto
the tunneling current and must be minimized as they
affect STM operation based on the measurement of
the total tip current. The most effective minimization
is obtained by reduction of the tip surface in contact
with the electrolyte. This is done by covering most of
the immersed portion of the tip by an insulating
coating. Glass, epoxy varnish, silicone polymer, Apie-
zon wax, nail polish, or electrophoretic paint can be
used. Well-prepared coatings will leave only �10 mm
or less, uncoated at the very end of the tip. Further
minimization of the electrochemical currents at the
tip is achieved by polarizing the tip in the double layer
charging region (PtIr) or at the corrosion potential
(W). This combined minimization allows one to
decrease the electrochemical current to values of
50 pA or less, extremely small relative to the usual
set-point current of 0.5–10 nA used in ECSTM,
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thus ensuring no interference with the functioning of
the STM.

ECSTM, performed in a four-electrode cell,
requires the use of a bipotentiostat that enables one to
control independently the electrochemical potentials
of the tip (UT) and sample (US) relative to a common
reference electrode. The bias voltage for STM opera-
tion is then given by the difference betweenUTandUS.
The current resulting from the electrochemical reac-
tion taking place at the sample–electrolyte interface is
measured by the counter electrode, as in a conventional
electrochemical cell.

There are limitations related to the local nature of
the measurements. The high spatial resolution capa-
bility of the instrument, which provides the basis for
the ability to image individual atoms or molecules,
brings down the analyzed area to a tiny fraction of the
total surface area (typically (1� 1 mm2) or less).
A correlation between STM-derived and electro-
chemical information (integrated over areas of 1 cm2

or less) is really meaningful only if the area probed by
STM is representative of the whole electrode surface.
Limitations can also arise from the possible interfer-
ence of the tip with the electrochemical process at the
working electrode surface. The close proximity of
the tip can cause shielding effects for reaction at the
sample–solution interface. An interference of sample
and tip electric double layer is also possible.12,14 Tip-
induced corrosion processes can also occur.14,15 Cor-
rosion studies by ECSTM may also be limited by the
small volume of the electrochemical STM cells. It is

indeed not possible to investigate the substrate mod-
ifications resulting from extensive corrosion pro-
cesses as the observation of the substrate surface
would be masked by redeposition of corrosion
products.

Despite these limitations, ECSTM investigations
can provide invaluable information, in particular
molecular scale information, on the structural mod-
ifications related to corrosion processes such as the
active dissolution and passivation of metallic surfaces
as illustrated below, as well as the adsorption of
corrosion inhibitors16 or the reactivity of anodic
oxide films determining the initial stages of localized
corrosion of passivated metallic materials.17

2.33.3.2 Application to Corrosion Analysis
at the Solid–Liquid Interface

The high resolution provided by ECSTM allows
structural characterization of corrosion processes at
the molecular level. This requires appropriate con-
trol of electrochemical conditions in order to mini-
mize the rate of corrosion processes to a point
compatible with the STM time resolution. In contrast
with UHV-STM, corrosion reactions cannot be slo-
wed down by operating at low temperatures because
of the liquid environment, but electrochemical
potential can be used to control the reaction kinetics.
High resolution ECSTM also requires high quality of
surface preparation and control, that is, atomically
flat surfaces of well-defined structure. This can be
achieved with single-crystals of known orientation
whose surface has been appropriately prepared to
have a terrace and step topography.

2.33.3.2.1 Active dissolution of metals

ECSTM is very effective to study in situ the active
dissolution of metals because the surface is free
of passivating oxides and for pure metals, the elec-
trode surface remains terminated by an atomically
flat terrace and step topography during the corrosion
process. This is a very favorable situation for atomic-
scale imaging of dynamic processes at surfaces. Inves-
tigations can focus on the structural modifications of
atomically flat surfaces resulting from adsorption of
anions in the double layer potential region preceding
the onset of dissolution and on the dissolution of
metal atoms at specific sites. The formation of well-
ordered superstructures, more corrugated than the
metallic lattice, facilitates high resolution ECSTM
imaging of the surface structure. For alloys,
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Figure 2 Schematic diagram of the four electrode cell
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dealloying can be studied. The dynamics of these
processes can be studied by time-resolved imaging
of a selected region. High-resolution ECSTM has
been applied to the anodic dissolution of pure metals,
Cu,18–20 Ni,21,22 Ag,23 Co,24 and Pd,25 and alloys,
CuAu.26

Figure 3 illustrates the process of dissolution,
proceeding layer-by-layer via a step-flow mechanism
at moderate potentials (i.e., slow etching rate). It was
observed in this case at atomic resolution for Cu(001)
in HClaq with a fast-scan ECSTM.20 Preferential
etching of the surface takes place at the defects

0 ms 100 ms 200 ms

300 ms 400 ms

10 A

500 ms

(a)

R

S

[001]

[0
10

]

(b)

Figure 3 (a) Sequence of fast-scan ECSTM images (0.1 s per image) recorded on Cu(001) in 0.01M HClaq at –0.17V/SCE

showing dissolution of a Cu terrace starting at the outer terrace corner. The observed lattice is formed by adsorbed chlorine.
The markedly different dissolution behavior at the active and stable steps whose initial position is marked by solid and dashed

lines, respectively, is clearly visible. (b) Model of the (001) surface of a face-centered cubic metal (e.g., Cu) covered by an

ordered c(2 � 2) adlayer (e.g., Cl) showing different structure of steps and kinks along the [010] and [001] directions.

R and Smark the reactive and stable Cu atoms at the outer kinks, respectively. Reproduced fromMagnussen, O. M.; Zitzler, L.;
Gleich, B.; Vogt, M. R.; Behm, R. J. Electrochimica Acta 2001, 46, 3725–3733.
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corresponding to preexisting step edges. Selective
etching of atoms at these sites results from their
lower coordination to nearest neighbor atoms.

The superstructure formed by strongly adsorbed
ions in the double layer region influences the anisot-
ropy of the etching. In the absence of strongly adsorbed
anions, the etching process, at moderate overpotentials,
stabilizes the step edges oriented along the close-
packed directions of the crystal where the nearest
neighbor coordination of the atoms is maximum, e.g.,
along the atomically smooth <1–10> and <10–10>
directions for (111)-oriented fcc metals and (0001)-
oriented hcp metals respectively. On Cu(001), a highly
ordered c(2� 2) adlayer (observed in Figure 3) is
formed in HClaq solutions. It stabilizes the step edges
along the close-packed directions of the superstructure
corresponding to the <100> substrate directions.
Atomic-scale imaging shows that the dissolution
proceeds at structurally well-defined kinks of the
[100]- and [010]-oriented steps via removal of the
primitive unit cells of the Cl adlayer. Another effect
of the c(2� 2) adlayer is an induced anisotropy of the
dissolution process along the symmetrical <100>
directions of the step edges. This is also visible in
Figure 3 where one orientation of the step edges
dissolves more rapidly than the other. This results
from the structural anisotropy of the <100> step
edges induced by the presence of the c(2� 2) adlayer,
as illustrated by the model shown in Figure 3. This has
been tentatively explained by the coordination of the
outmost Cu atom forming the dissolving kink to the
adjacent Cl adsorbates.20

In the double layer potential range, equilibrium
fluctuations of these step edges are observed, which
result from local removal/redeposition processes.
These fluctuations are also illustrated by the sequence
of fast-scan images shown in Figure 3. At more
anodic potentials, the dissolution process prevails and
a net removal is observed; but re-deposition still occurs.

2.33.3.2.2 Growth and structure of passive

films

In the area of passivation, high-resolution ECSTM
measurements have also been obtained with well-
prepared single-crystal surfaces, bringing new insight
into the mechanisms of self-protection of metal and
alloys against corrosion in aqueous solutions. Data on
this topic are available for Cu,27–29 Ni,21,22,30,31 Ag,32

Co,33 Fe,34, Cr,35 Al,36 and ferritic37 and austenitic38

stainless steels.
The structural modifications of the electrode occur-

ring at the active/passive transition as well as in the

potential range preceding oxide formation are illu-
strated here for Cu(111) in aqueous sodium hydroxide
solution.27–29 Figure 4 illustrates the growth of the
adsorbed hydroxide layer on Cu(111) at potentials
below that at which copper oxide is formed. The
sequence of images shown in Figure 4(a) was obtained
after stepping anodically the potential to –0.6VSHE,
below the active/passive transition at ��0.2VSHE.
The atomically smooth terraces of the surface (marked
M) become progressively covered by darker-appearing
islands (marked ad) that grow laterally and coalesce to
cover the terraces completely. The darker appearance
of these ad-islands is a typical effect of adsorbed
O species also observed at the solid–gas interface.5

The adsorbed layer preferentially grows at the step
edges, confirming the preferential reactivity of these
defect sites of the surface. The terraces grow laterally
due to displacement of the step edges, andmonoatomic
ad-islands are formed at the end of the growth process.
These two features are indicative of the reconstruction
of the topmost Cu plane induced by the adsorption of
the OH groups. The reconstruction causes ejection
of Cu atoms from the original metallic surface layer.
These ejected atoms diffuse on the surface and aggre-
gate at step edges, which cause the observed lateral
displacement of the step edges. In the final stages
of the adsorption process, when most of the surface
is already covered by the adlayer, the ejected atoms
have reduced mobility on the OH-covered terraces
and aggregate to form the observed monoatomic ad-
islands.

Figure 4(b) shows an atomically-resolved image
and model of the ordered OHads/Cu(111) surface
that confirm the reconstruction of the Cu(111) top-
most atomic plane. A hexagonal lattice with a param-
eter of 0.6� 0.02 nm is measured. The interatomic
distance between the Cu atoms is �0.3 nm, which
is larger than the interatomic spacing of 0.256 nm in
Cu(111), and confirms the reconstruction of the top-
most Cu plane into a plane of lower atomic density.
A coverage of �0.2 OH per Cu(111) atom is deduced
from the density of the OHads, in excellent agreement
with the coverage of 0.19 obtained from the electro-
chemical charge transfer measurements. In addition,
the STM data show that the OHads sit in the three-
fold hollow sites of the reconstructed Cu plane on
which they form a (2� 2) structure.

Figure 5 illustrates the influence of the potential on
nucleation, growth, crystallization, and structure of the
Cu2O oxide film formed in the potential range of Cu(I)
oxidation. At low oversaturation (Figure 5(a)), mono-
layer thick islands poorly crystallized and partially
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covering the substrate, are formed after preferential
nucleation at step edges. They are separated by islands
of the ordered hydroxide adlayer. At higher

oversaturation (Figure 5(b)), a well crystallized multi-
layer thick film is formed, and the step edges are not
preferential sites of nucleation. The equivalent thick-
ness of the oxide layer can be deduced from subsequent
measurements of the charge transfer during cathodic
reduction scans. It was �0.5 and 7 equivalent mono-
layers (ML) of Cu2O(111) after growth at –0.25 and –
0.2VSHE, respectively. The observed lattice of the
ordered oxide layer is hexagonal with a parameter
of �0.3 nm, consistent with the Cu sublattice in the
(111)-oriented cuprite. The oxide grows in parallel
(or antiparallel) epitaxy (Cu2O(111) [1�10]jjCu(111)
[1�10] or [�110]).

The crystalline Cu(I) oxide layer has a nanostruc-
tured surface consisting of facets. The surface facet-
ing results from a tilt of a few degrees of the
orientation of the oxide lattice with respect to
the Cu lattice. A possible origin of the tilt is the
relaxation of the epitaxial stress at the metal–oxide
interface resulting from the large mismatch between
the two lattices. The height of the surface steps of the
oxide layer corresponds to 1 ML of cuprite, indicat-
ing an identical chemical termination of the Cu2O
(111) oxide terraces. It is thought that the surface of

(a) (b)
7 nm 2 nm

0.3 nm

ox

ox

ox

ox

ad

ad

ad

Figure 5 ECSTM images showing the effect of the

potential on the growth and structure of the Cu(I) oxide
formed on Cu(111) in 0.1M NaOHaq at �0.25VSHE (a)

and �0.20VSHE (b). In (a), noncrystalline oxide islands (ox.)

separated by the adsorbed OH layer (ad) partially cover

the substrate. In (b), a crystalline oxide layer fully covers the
substrate. Its atomic lattice (shown in the inset) corresponds

to Cu2O(111). Adapted from Kunze, J.; Maurice, V.; Klein,

L. H.; Strehblow, H.-H.; Marcus, P. Journal of Physical
Chemistry B 2001, 105, 4263–4269, with permission from

American Chemical Society.
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(b)
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M
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M

Figure 4 (a) Sequence of ECSTM images (38 s per image) showing growth of an adlayer of OH groups on Cu(111)
at –0.6 VSHE in 0.1M NaOHaq. Adapted from Maurice, V.; Strehblow, H.-H.; Marcus, P. Surface Science 2000, 458, 185–194.
(b) ECSTM image and model of the ordered structure of adsorbed OH groups formed on Cu(111). The large and small cells

mark the lattice of adsorbed OH and reconstructed copper, respectively. Adapted from Kunze, J.; Maurice, V.; Klein, L. H.;

Strehblow, H.-H.; Marcus, P. Electrochimica Acta 2003, 48, 1157–1167.
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the oxide layer is hydroxylated in the aqueous solu-
tion and that the measured lattice corresponds to OH
and/or OH- groups forming a (1 � 1) layer on the
Cu+ planes of the (111)-oriented cuprite layers.

2.33.3.3 Electrochemical Tunneling
Spectroscopy

With the potential of the substrate fixed by the elec-
trochemical process under study and that of the tip
adjusted to minimize the electrochemical tip current
and optimize the STM measurement, the tunnel
voltage can no longer be adjusted in a wide range as
in UHV conditions. Thus, spectroscopic I–Vbias mea-
surements (TS) are most often restricted to a few
hundreds millivolts range in an ECSTM cell.12 How-
ever, recent developments allowing in situ single-
point spectroscopic measurements (ECTS) over a
larger range of tunnel voltage of nearly 3V have
been applied to Fe in a borate buffer solution.13

The developments are based on the use of noble
metals for tips (PtIr) combined with improved per-
formance in tip isolation using electrophoretic coat-
ing. Ultrafast voltage ramps (up to 20 V s�1) are
applied to vary the tip potential (UT) at a fixed
sample potential (US) and at a tunneling distance
defined by the initial set-point conditions. The tip
current (IT) is measured during the UT ramp with the
feedback loop switched off. IT–UT curves measured
at distances beyond the tunneling gap (with the tip
retracted) are subtracted from IT–UT curves
measured at predefined tunneling distances. This
procedure is used to eliminate capacitive and fara-
daic contributions to the tip current.

Tunneling spectra obtained by scanning UT

between –800 and +1500mV/SCC at five different
US values corresponding to various oxidation states of
the Fe electrode versus UT are plotted in Figure 6.
The lower panel shows the tunneling conductance
dIT/dUT, proportional to the Fe electrode DOS. It is
obtained by numerical differentiation of the curves in
the upper panel. The upper panel shows linear spec-
tra for iron polarized at –800 and –650mV. This
results from a high and nearly constant density of
surface states (or high surface conductance) of the
metallic Fe(0) electrode. At –400mV, an hydrated
Fe(II) layer, a few nanometers thick and with
unknown electronic properties, formed on the elec-
trode surface in the specific conditions used in this
study. A double exponential behavior is measured
revealing a region of low current due to a decrease
of the DOS. At 500mV, the oxide layer is oxidized to

Fe(III) with well-characterized n-type semiconduc-
tive properties. A band gap in the DOS increases the
separation between the exponential current branches.
Its width is consistent with values reported for passi-
vated iron (Eg¼ 1.6–1.9 eV). The positive current
branch results from hole injection from the tip to
the valence band (VB). At 500mV, it is maintained
by the slight depletion of the Fe(III) oxide film
(upper inset marked #). At 900mV, the positive cur-
rent branch becomes extinguished due to stronger
depletion conditions and demonstrates low density
of charge carriers (upper inset marked ##). Both at
500 and 900mV, the negative current branches result
from electron injection from the tip to the conduction
band (CB) of the oxide.
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This spectroscopic data demonstrates the capabil-
ity of ECTS to obtain in situ the electronic structure
of the solid/electrolyte interface and measure the
availability of charge carriers at the electrode surface.
Series of tunneling spectra can be acquired stepwise
over a large range of polarization potential and used
to plot so-called conductograms (map of the conduc-
tance (i.e., the charge exchange properties) of the
electrode as a function of potential), to study mod-
ifications resulting from a variation of the pH of the
electrolyte or from the presence of chlorides. Up to
now, such tunneling spectra have only been obtained
in single-point mode, without combined imaging of
the surface.

2.33.4 Atomic Force Microscopy

In contrast with STM, AFM, invented in 1986,39 does
not require conductive samples and tips. It can mea-
sure and image local forces between a surface and a
tip, including van der Waals, Born repulsion, electro-
static and magnetic forces, friction, and adhesion.40

The following presentation is restricted to topo-
graphic data derived from measurement of local
forces on a length scale of 10�10 to 10�8m.

2.33.4.1 Principle and Operation

AFM is based on the variation of the interactions
between two atoms or molecules. At very short dis-
tances, the interaction is repulsive and dominated by
the electrostatic repulsion felt by the electrons as
the orbitals start to overlap. At larger distances, the
interaction is attractive and dominated by the dipole–
dipole interaction between molecules. These interac-
tions vary as inverse power laws of the distance, 1/d 12

and 1/d 6 for repulsive and attractive interactions,
respectively. Their sum defines the total intermolec-
ular potential U.

In AFM, this is the force (ð�@U=@dÞ that is
measured. The tip is positioned at the end of a canti-
lever spring (Figure 7). The deflection, dz, of the
cantilever is measured by an optical setup consisting
of a laser beam reflected from the back side of the
cantilever and impinging on a partitioned photodiode.
The force on the cantilever is simply �k � dz, k being
the cantilever’s spring constant. As in STM, a piezo-
electric setup allows precise control of the tip position
relative to the surface. A feedback loop is used to
adjust the tip–surface distance in order to maintain
the deflection (force) of the cantilever at a set-point

value chosen by the operator when scanning theX and
Y axes. This is the ‘constant force’ mode of imaging in
which the tip reproduces the topographic profile of
the surface. The lateral spatial resolution of the
instrument is �0.1 nm when the interaction can be
spatially limited to the atomic asperities of the tip.
The vertical resolution is �0.02 nm.

The AFM user can choose to operate the micro-
scope at any point along the typical force curve obtai-
ned when varying tip–sample distance (Figure 7).
Contact occurs at the inflection point of the approach-
ing curve where the curvature (i.e., derivative) changes
from attractive to repulsive. Contact increases after this
point as the tip–sample distance decreases. Contact-
mode imaging is at risk of a potentially destructive
interaction that can damage tip and/or sample. In air,
stray adhesive forces (10�7 to 10�8N), resulting mostly
from the presence of a condensed layer of water or other
contaminants forming a capillary bridge between tip
and surface, and at the origin of the hysteresis in the
force curve, interfere to decrease the spatial resolution
of the imaging. In addition, the dragging motion of the
tip on the surface involves lateral shear force that can
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distortmeasurement severely and induce lateralmotion
and/or tearing of surface features. The adhesive force is
drastically reduced (�10�9N) in liquid applications
where the whole cantilever–tip/surface assembly is
immersed in solution. However the energy dissipated
(�1 eV) by local interaction remains of the order of the
energy of chemical bonds, and imaging in these condi-
tions remains potentially destructive.

In the resonant (orTapping®) mode, the cantilever–
tip assembly oscillates at or near its resonance fre-
quency with an amplitude of several nanometers. The
oscillating tip is then moved toward the surface until
contact. During scanning, the vertically oscillating
tip alternately contacts the surface for force measure-
ment and lifts off for implementation of the X,Y scan.
This avoids dragging of the tip across the surface. The
tip–sample separation is adjusted via the feedback loop
of the microscope to maintain a constant oscillation
amplitude and force on the sample. This resonant
mode inherently prevents the tip from sticking to the
surface and causing damage during scanning.

The noncontact mode is obtained for tip–surface
distances larger than the one where the curvature
of the force curve in Figure 7 changes from negative
to positive. Unfortunately, the attractive van derWaals
forces are substantially weaker than forces used in
contact mode and force resolution is poor. The con-
sequences are a poor spatial resolution and a prob-
lematic thermal drift. The noncontact mode is more
appropriate for UHVoperation where the sample and
tip can be cleaned from contaminants and the thermal
drift is much less problematic. True atomic resolution
can then be achieved when the tip–sample attractive
force is such that the interaction is limited to a single
atom at the tip apex.

2.33.4.2 Electrochemical Implementation
and Limitations

In ECAFM (electrochemical atomic force microscopy)
the cantilever-tip assembly does not constitute a fourth
electrode through which the electrochemical currents
could flow, interfering with the signal used to probe the
surface. Immersing the cantilever tip assembly and
surface in solution allows better control of the adhesive
force in contact mode (see above). In resonant contact
mode, the fluid medium tends to damp the normal
resonance frequency of the cantilever, which compli-
cates this mode of operation. The noncontact mode
becomes impractical because the van der Waals forces
are even smaller, which can be a substantial limitation
(e.g., for biological applications).

The limitations of ECAFMregarding the correlation
between local information and integrated macroscopic
information, possible tip-shielding effects on the corro-
sion behavior, kinetics of mass transport and small
volume of the electrochemical cell are the same as
those described for ECSTM.

2.33.4.3 Application to Corrosion Analysis
at the Solid–Liquid Interface

The application of ECAFM to corrosion analysis is
much more widespread than that of ECSTM.
ECAFM is often preferred because of its easier setup
and because the obtained topographic information is
independent of the conductivity of corrosion products.
Moreover, ECAFM is most often used at the (sub)
micrometer scale, i.e., at a lower level of spatial resolu-
tion that does not require preparation of atomically
smooth surfaces as for ECSTM studies. ECAFM or
AFM is often combined with a variety of other techni-
ques to analyze corrosion and optimize corrosion pro-
tection properties. Corrosion protection by inhibitors41

and coatings,42 atmospheric corrosion,43 passivation,44

passivity breakdown,45 localized corrosion,46,47,48,49 and
stress corrosion cracking50 have been studied. We pres-
ent examples of application to localized corrosion at
inclusions.

The lower spatial resolution of AFM is appropriate
to study pitting corrosion at microstructural defects
(inclusions, grain boundaries, interphase boundaries)
of metallic materials. Figure 8 shows two images of
localized corrosion observed in situ at the inclusion–
matrix interface on an Al–Si(7.7 wt%) alloy under
anodic polarization close to breakdown potential in
10mM NaClaq + 50mM KIaq. Figure 8(a) shows
localized dissolution occuring at the boundary sur-
rounding a round-shaped particle of �1mm, whereas
Figure 8(b) shows localized dissolution occuring
between two irregular shaped particles (1–2mm size),
while the boundary region to thematrix remains intact.
The different nature of the particles present in the
alloy (predominantly AlFeSi and eutectic Si phases)
was advanced to explain the different corrosion
behaviors of these particle/matrix boundaries.49

A commonly advanced explanation for the formation
of trenches around inclusions in Al alloys is that
the inclusions act as cathodic sites for reduction of
oxygen, causing the formation of an alkaline environ-
ment in the immediate vicinity of each inclusion,
confirmed by local pH measurements.46 This local
increase of pH promotes local dissolution of the
Al matrix.
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On stainless steels, studies have focused on the
initiation of pitting near or at sulfide and carbide
inclusions. On 304 SS, ex situ AFM combined with
scanning electrochemical microscopy (SECM) and
EDX analysis has shown that certain inclusions (sul-
fides) concentrate chloride, by electromigration,
under a sulfur crust as a result of their dissolution
evidenced by AFM. It has been proposed that the
high local current density (evidenced by SECM), the
electromigration of chloride, and the sulfur crust
(evidenced by EDX) generate an occluded extreme
environment in which stainless steel depassivates.47

Figure 8(c) shows a crust of corrosion product on a
small pit observed in situ on SUS304 treated anodi-
cally in NaCl (3.5 wt%) to trigger localized corro-
sion.48 A part of the crust was destroyed, possibly by
the scanning probe, and the pit hole remained shal-
low indicating repassivation. This was explained by
the decrease of the concentration of chloride and
hydrogen ions in the pit due to the destruction of
the crust and stirring of the solution in the initially
occluded environment in the pit.

2.33.5 Conclusion

The principles, instrumentation, and electrochemical
implementation of STM and AFM have been pre-
sented. Both methods can provide 3D imaging of
surfaces in direct space during corrosion processes.
ECSTM is better suited for high resolution studies
at the (sub)nanometer scale but is restricted to con-
ductive surfaces. Atomic scale studies require a
high level of control to produce atomically smooth

surfaces. ECSTM can be combined with ECTS
to characterize the electronic properties of sur-
face layers in situ. ECAFM is well-suited for (sub)
micrometer scale studies of surfaces irrespective of
their conductivity. Selected examples of applications
to corrosion analysis show that both methods can
greatly contribute to corrosion analysis and an
improved understanding and control of corrosion of
metals and alloys.

References

1. Binnig, G.; Rohrer, H.; Gerber, Ch.; Weibel, E. Phys. Rev.
Lett. 1983, 50, 120–123.

2. Rohrer, G. In Scanning Tunneling Microscopy
and Spectroscopy. Theory, Techniques and Applications;
Bonnell, D. A., Ed.;Wiley-VCH:NewYork, 1993; pp 155–187.

3. Tersoff, J. In Scanning Tunneling Microscopy and
Spectroscopy. Theory, Techniques and Applications;
Bonnell, D. A., Ed.; Wiley-VCH: New York, 1993; pp 31–50.

4. Hamers, R. J. In Scanning Tunneling Microscopy and
Spectroscopy. Theory, Techniques and Applications;
Bonnell, D. A., Ed.; Wiley-VCH: New York, 1993; pp 51–103.

5. Besenbacher, F.; Norskov, J. K. Prog. Surf. Sci. 1993, 44,
5–66.

6. Wiame, F.; Maurice, V.; Marcus, P. Surf. Sci. 2007, 601,
1193–1204.

7. Maurice, V.; Despert, G.; Zanna, S.; Bacos, M.-P.;
Marcus, P. Nature Materials 2004, 3, 687–691.

8. Maurice, V.; Cadot, S.; Marcus, P. Surf. Sci. 2001, 471,
43–58.

9. Maurice, V.; Cadot, S.; Marcus, P. Surf. Sci. 2005, 581,
88–104.

10. Sonnenfeld, R.; Hansma, P. K. Science 1986, 232, 211–213.
11. Lev, O.; Fan, F.-R.; Bard, A. J. J. Electrochem. Soc. 1988,

135, 783–784.
12. Halbritter, J.; Repphun, G.; Vinzelberg, S.; Staikov, G.;

Lorenz, W. J. Electrochim. Acta 1995, 40, 1385–1394.
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Abbreviations
BF Bright field

BSE Backscattered electron

CBED Convergent beam electron diffraction

CCD Charge-coupled device

DF Dark field

EBSD Electron backscatter diffraction

EDS Energy dispersive spectrometer

EDX Energy dispersive X-ray

EELS Electron energy loss spectroscopy

EPMA Electron probe microanalysis

ESEM Environmental scanning electron

microscopy

FIB Focused ion beam

HRTEM High resolution transmission electron

microscopy

SAD Selected area diffraction

SE Secondary electron

SEM Scanning electron microscopy

STEM Scanning transmission electron microscopy

TEM Transmission electron microscopy

WDS Wavelength dispersive spectrometer

2.32.1 Introduction

Understanding the corrosion and protection of materi-
als often requires examination of the morphology,
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composition and structure of the surface and near-
surface regions of a material, as well as their relation-
ship to the bulkmaterial. The knowledge gained allows
definition of features that may increase susceptibility
to degradation, and hence, routes for their removal.

Electron- and photon-based, spatially resolved
techniques are widely used in corrosion studies.
The selection of a technique for corrosion studies
requires consideration of various factors, including:

� sensitivity/detection limit,
� elemental range,
� spatial resolution,
� depth penetration,
� quantitative/qualitative information,
� sample preparation,
� destructive/nondestructive procedure, and
� cost.

Usually, a single technique will provide only a part
of the required information. For example, common
approaches for morphological characterization include

� visual observation,
� optical microscopy (resolution � 1 mm),
� scanning electron microscopy (SEM) (resolution

� 1–2 nm), and
� transmission electron microscopy (TEM) (resolu-

tion � 0.1 nm).

Typically, a combination of the techniques provides the
comprehensive information required for the corrosion
studies. Figure 1 displays a set of optical, SEM and
TEM images and an energy dispersive X-ray (EDX)
spectrum obtained from a friction-stir-welded AA7108
aluminum alloy following corrosion testing for 72 h.
The images reveal the propagation path of intergranular
corrosion and the associated sensitized microstructure.

Figures 1(a) and 1(b) show the opticalmicrographs
of the weld surface after corrosion testing. Semicircular
marks created by the tool shoulder on the weld surface,
evident at the center of the weld, are revealed as a series
of ridges in the cross-section of the weld. Severe loca-
lized attack is evident in the heat-affected zone (HAZ),
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Figure 1 Corroded AA7108 aluminum alloy weld: (a) and (b) optical images; (c) scanning electron micrograph; (d) and

(e) transmission electron micrograph; and ( f ) EDX spectrum taken from corrosion front.
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where some ridges at the surface have been completely
removed, with the attack extending through theHAZ to
a depth of about 300mm from the original surface.
However, the corrosion path is not resolved in the
optical images. A scanning electron micrograph of the
framed region in Figure 1(b) displays intergranular
corrosion within the HAZ (Figure 1(c)). The dark
lines in this backscattered electron image represent
areas associatedwith relatively light elements compared
with those of the adjacent regions. In this case, the dark
lines represent corroded areas as corrosion products
(i.e., aluminum oxide/hydroxide) contain oxygen and
hydrogen, which are lighter than aluminum.

Figure 1(d) shows a transmission electron micro-
graph of an ultramicrotomed section taken from
the corrosion front located in the framed region in
Figure 1(c). Significant attack of the region between
the grains is evident, with the alloy bulk now being
penetrated by the resin used to embed the specimen.
Further, corrosion of the individual grains has
resulted in the development of hydrated alumina of
thickness about 90 nm; EDX analysis of the corrosion
products gives the yields of aluminum and oxygen as
expected (Figure 1(f )).

Figure 1(e) displays a transmission electron
micrograph of an electropolished foil taken from the
HAZ. At the grain boundary, distinctMgZn2 particles,
about 100 nm length and 20 nm width, are evident,
indicating sensitization of the HAZ that has led to the
intergranular attack due to microgalvanic action.

2.32.2 Optical Microscopy

Optical microscopy is still a major tool in corrosion
studies, being relatively cheap, readily available, and
easy to use. Specimens can be observed in air. The
images are of natural appearance, that is, color,
with available resolution up to 1 mm (Figures 1(a)
and 1(b)). Optical microscopy is generally a reflec-
tion technique. A visible light beam is focused onto
the area of interest. Reflected light beams pass
through a single lens, or multiple lenses, to produce
a magnified view of the examined area. The resultant
image is detected directly by the eye, recorded on
photographic film or captured by digital devices.

However, optical microscopes are limited in their
ability to resolve fine detail by a phenomenon called
diffraction. The resolution (d) of an optical micro-
scope is given by

d ¼ 0:5l
NA

NA ¼ m sin a ½1�

where NA or AN is the numerical aperture of the
optical microscope. Thus, the resolution is controlled
by three factors:

m – the refractive index of the medium between
the lens and the specimen;
l – the wavelength of illuminating radiation;
a – the half angle subtended by the maximum
cone of rays entering the objective lens.

The resolution can be improved by increasing m;
for example, m can be increased from 1 to 2 by oil
immersion. However, decreasing l has the greatest
potential to improve resolution. Visible light has
wavelengths of 400–700 nm; with air as the medium,
the highest practical NA is 0.95. Thus, the highest
achievable resolution is �0.2–0.4 mm.

In addition to the limitation on resolution, the
depth of field is also relatively poor in optical
microscopy. The depth of field is the portion of the
object that can be seen acceptably sharply. The depth
of field decreases as the magnification increases.
Typically, the depth of field is 250 mm at a magni-
fication of 15� compared with 0.08mm at the mag-
nification of 1200�.

In an optical micrograph taken at a relatively high
magnification, only a section of the radiolarian is
in sharp focus. Thus, flat specimens are required
for optical microscopy. Therefore, metallography is
employed to prepare a flat surface. Generally, metallic
specimens that are to be examined in an optical
microscope are mechanically polished to a 1-mm fin-
ish. Examination in the as-polished condition reveals
structural features such as porosity, cracks, and inclu-
sion of foreign matter. Etching with appropriate
chemical agents may be used to reveal the microstruc-
tural features such as grain size and phase distribution
as grain boundaries are preferentially attacked by
the etchants. Figure 2 displays an optical micrograph
of an AZ91D magnesium alloy after etching in a
mixed etching solution (5ml acetic acid, 10ml water,
6 g picric acid, and 100ml ethanol). The typical a and
b phases are clearly revealed.

A further limitation of conventional optical micro-
scopy is that only dark or strongly reflecting objects can
be imaged effectively. This limitation has, to some
extent, been overcome by specific microscopy techni-
quesusing differences in the refractive indices of objects.
To improve image contrast in optical microscopy, dark
field or oblique illumination may be employed, but
with no improvement in resolution. Other approaches
include phase contrast microscopy, interference
microscopy, and polarized light microscopy.
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2.32.3 Electron Microscopy

2.32.3.1 Introduction

The limitations of optical microscopy are, to an extent,
overcome in electron microscopy. From eqn [1], it is
evident that the resolution is determined by the wave-
length (l) of the radiation and the NA of the objective.
To overcome the limitations set by the diffraction
limit of visible light, electron microscopes that use
electrons in place of light have been developed. This
gives much increased resolution because the wave-
length of the electrons is shorter, and hence, the dif-
fraction limit is lower. At an accelerating voltage of
100 kV, l is 0.0037 nm, giving the potential for signifi-
cantly increased resolution in an electron microscope.
Theoretically, a resolution of 0.02 nm is achievable in
an electron microscope operated at 100 kV. Practically,
however, such resolution cannot be obtained because
of lens aberrations. The resolution limit presently is
around 0.05 nm.

Further, the depth of field is also improved by using
electrons for imaging. It is not unusual that the mac-
roscopic specimen surface is in focus in a scanning
electron microscope (SEM) because of the relevant
large depth of field. However, as electrons can be
readily scattered or absorbed in air, vacuum is required
for electron microscopy, which makes the systemmore
expensive with the need for effective maintenance.

Typically, an electron microscope consists of two
components: the illumination system and the imaging
system. The illumination system comprises the elec-
tron gun and the lenses that transfer the electrons from
the gun to the specimen. Electrons are thermally

generated from a tungsten or lanthanum hexaboride
(LaB6) cathode and are accelerated towards an anode.
Alternatively, electrons can be emitted by field emis-
sion (FE). The latter produces an electron beam of fine
size, increased brightness, and well-defined energies.
The smaller energy spread of the FE gun, typically
less than 0.5 eV compared with 1–2 eV for a therm-
ionic source (e.g., tungsten or lanthanum hexaboride
filament), is particularly important for electron energy
loss spectroscopy (EELS).

In an electron microscope, incident electrons
enter the specimen, interact with the material, and
result in various secondary emissions, as illustrated in
Figures 3–5. Each of the emissions may provide
useful and different information about the material.
Most of these emissions are used for imaging and
analysis in the electron microscopy. Thus, electron
microscopes generally require a source of incident
electrons and a detector to collect the emitted
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Figure 3 Schematic diagram illustrating the generation of

electrons and X-rays by a bulk specimen.
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Figure 4 Schematic diagram illustrating the interaction
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Figure 2 Optical micrograph of AZ91D magnesium alloy

after etching in a mixed solution (5ml acetic acid, 10ml
water, 6 g picric acid, and 100ml ethanol).

1408 Experimental Techniques for Evaluating Corrosion

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



radiation; often several detectors are combined in one
system using a common incident electron beam.

When an electron beam is projected onto a speci-
men, various interactions between the incident elec-
trons and the atoms of the specimen occur, including
(i) elastic scattering, (ii) inelastic scattering, and (iii)
combinations of (i) and (ii). Elastic scattering, which
is the main contributor to the electron diffraction
patterns, is due to the Coulombic interaction
between the incident electrons and the atoms of the
specimen, resulting in a change of direction, but not
the energy, of the incident electrons. Inelastic scat-
tering leads to energy transfer from the incident
electrons to the electrons or atoms of the specimen.
A small proportion of the lost energy may escape
from the specimen as secondary electrons or X-rays,
which are very useful for imaging and compositional
analysis. Further, the detection of energy losses of the
incident electrons is the basis of EELS.

As illustrated in Figures 3 and 4, in scanning
electron microscopes, the images are generally gen-
erated by secondary and backscattered electrons, and
in transmission electron microscope, the images are
produced by the transmitted electrons. Determined
by the image generation mechanism, SEM is used for
studying the surface and near-surface regions of bulk
specimens, and TEM is employed to investigate the
internal structure of thin foil specimens.

The electrons lose energy by inelastic scattering
within a region that is termed the interaction volume,
which has a typical onion shape and extends approx-
imately up to a few micrometres into the examined

material, as shown in Figure 5. The size of the
interaction volume depends on the electron beam
accelerating voltage, the atomic number of the ele-
ments in the specimen, and the material density.

2.32.3.2 Scanning Electron Microscopy

The application of SEM in corrosion studies is wide-
spread, including (i) determination of structure–
property relationships; (ii) location of corrosion;
(iii) study of surface topography; (iv) examination
of fracture sections and cracks; (v) and determina-
tion of the morphology of oxides, scales, corrosion
products, etc.

In a typical SEM, a finely focused electron beam,
of diameter down to 1 nm, is scanned across the
surface of the specimen of interest. The scanning of
the focused electron beam is achieved by controlling
the current to the associated scan coils. The acceler-
ating voltage in an SEM is typically in the range of a
few hundred electron volts to 30 keV.

Figure 3 illustrates schematically the electrons
and X-rays generated through the interaction of an
electron beam with the examined material. Although
all resultant radiations can be used to produce an
image, for SEM the images of surfaces are formed
by collecting the low-energy secondary electrons
(SEs) and backscattered electrons (BSEs). SEs are
electrons that are ejected from atoms which inter-
acted with the incident electrons and to which a small
amount of energy has been transferred by the inci-
dent electrons during inelastic scattering; conse-
quently, SEs have relatively low energies, below
50 eV, and escape only from regions up to 50 nm
depth below the surface. The yield of secondary
electrons is heavily influenced by the nature of the
surface. BSEs are incident electrons that are back-
scattered from the specimen interaction volume.
BSEs carry relatively high energies and, therefore,
emerge from deeper regions within specimens. BSEs
are used for imaging and generation of diffraction
patterns for structure and texture analyses. These elec-
trons may be used to provide compositional informa-
tion by detecting the contrast between areas with
different chemical compositions, especially when the
average atomic number of elements in various areas
is different, since the yield of BSEs varies with the
atomic number of the elements in the examined speci-
men. Further, as illustrated in Figure 3, the relatively
high-energy BSEs, emerging from deeper regions in
the specimen, have an increased sampling volume;
thus, generally, the surface sensitivity and resolution
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Figure 5 Schematic diagram illustrating the regions

where electrons and X-rays are generated.
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of the BSE approach are lower compared to that of the
SE approach.

Figure 6 shows the corresponding SE and BSE
electron images of the surface of a laser-treated
AA2024 aluminum alloy following accelerated corro-
sion testing. The SE image reveals clearly the typical
wavy appearance generated by laser treatment, but
with little evidence of development of corrosion. The
contrast in the BSE image readily shows localized
corrosion. The relatively dark areas represent the
areas where corrosion has occurred, since corrosion
products (i.e., mainly aluminum oxides/hydroxides
in this case) consist of relatively light elements of
oxygen and hydrogen compared to metallic aluminum,
thereby generating a relatively low intensity of BSEs.

Figures 7–9 display further BSE images taken
from various specimens. Figure 7 shows the BSE
images from the parent alloy and the HAZ of a
friction-stir-weldedAA6082 aluminumalloy, revealing

the difference in the distribution, size and population
density of intermetallics caused by thermal exposure
during the welding process.Within the HAZ, a contin-
uous network of b phase (Mg2Si) is clearly evident
along grain boundaries, indicating sensitization of the
HAZ. Such information assists in the understanding of
the reasons for the HAZ of the friction-stir-welded
AA6082 aluminum alloy displaying a relatively high
susceptibility to intergranular corrosion.

The backscattered electron image of Figure 8 dis-
plays the cross section of an AZ91D magnesium alloy
after immersion in 3.5% NaCl for 4 h. As stated
previously, the dark regions in this backscattered
electron image represent areas of relatively light ele-
ments. In this case, the dark regions indicate corrosion
products (i.e., magnesium oxides/hydroxides). It is
clearly evident that corrosion occurred nonuniformly,
with the areas of the a phase being preferentially
attacked and the b phase remaining generally intact.

Figure 9 illustrates the backscattered electron
images of a friction-stir-welded AA2024-T3 alumi-
num alloy following the immersion in an EXCO
solution (ASTM G 34-01, a standard testing method
for exfoliation susceptibility in 2xxx and 7xxx series
aluminum alloys) for 8 h. Again, the dark regions in
these BSE images represent corroded areas. At the
surface, a severely corroded band is evident. On the
right side of the corrosion band (Figure 9(a)), that is,
in the parent alloy, little development of corrosion is
observed. Conversely, on the left side of the corrosion
band, that is, within the thermomechanically affected
zone (TMAZ), a large number of randomly distrib-
uted pits, of dimension about 50–300 mm, is evident.
Further, the weld cross-section revealed clearly that
localized corrosion has penetrated into the alloy from
both top and bottom surfaces.

A topographic image may be obtained using SEM.
Figure 10(a) displays an SE image of an oxide film
formed on a binary Al–Cu alloy, revealing the differ-
ent topographies of the oxide film formed on three
individual alloy grains of different crystallographic
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Figure 6 Corresponding secondary electron and backscattered electron images of a laser-surface-treated AA2024
aluminum alloy following accelerated corrosion testing.
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Figure 7 Backscattered electron images taken from

(a) the parent alloy and (b) the HAZ of friction-stir-welded

AA6082 aluminum alloy.
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orientations. Since the shape and size of the SE sam-
pling volume is related to the angle between the
surface and the incident electron beam, as the angle
increases, the escape distance of one side of the beam
will decrease and, consequently, more SEs will be
emitted. Thus, steep surfaces and edges tend to be
brighter than flat surfaces, resulting in images with a
well-defined topographic contrast. It is essential to
tilt the specimen to obtain the desirable topographic
contrast, avoiding signals emitted from deeper re-
gions within the specimen, and thereby enhancing
the surface sensitivity in topographic studies. For
example, Figure 10(b) was obtained from the framed
area in Figure 10(a) without tilting the specimen,
revealing little topographic contrast although features
of subsurface regions of the specimen (i.e., voids in
the oxide film in this case) are clearly displayed.
This is because the surface topographic contrast is
overwhelmed by internal features since a relatively
large portion of signal is emitted from deeper regions

within the specimen. Figure 10(c) illustrates schema-
tically the cross section of the oxide film, revealing the
distribution of the voids. It is clearly evident that the
internal features of the oxide film overwhelmed the
surface topographic features.

2.32.3.2.1 Electron backscatter diffraction

Electron backscatter diffraction (EBSD), also known
as backscattered Kikuchi diffraction (BKD), allows
crystallographic information to be obtained from
any crystalline material using BSEs in the scanning
electron microscope. EBSD can be used to determine
grain sizes and shapes, as well as orientations and
misorientations. Such information is very useful for
corrosion studies. For example, the sensitization of an
alloy may be correlated to misorientations between
alloy grains. Because of the relatively weak channel-
ing contrast used for EBSD, a carefully prepared
surface is essential to obtain satisfactory information.
Normally, a flat and strain-free surface is desirable.
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Figure 8 Backscattered electron image of the cross section of AZ91D magnesium alloy after immersion testing in 3.5%

NaCl solution for 4 h.
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Figure 9 Backscattered electron images of friction-stir-welded AA2024-T3 aluminum alloy following corrosion testing in the

EXCO solution for 8 h, revealing corrosion susceptible zones where the alloy was sensitized during welding: (a) plan view
and (b) cross sectional view of (a).
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Such a surface may be produced by electropolishing.
Mechanical polishing should be avoided in EBSD
specimen preparation since a near-surface layer of
deformed microstructure is normally introduced into
the materials during the process. Figure 11 displays
the EBSD maps recorded in various weld zones of a
friction-stir-welded AA2024 aluminum alloy, reveal-
ing grain size and orientations. The parent alloy and
the HAZ were shown to consist of a relatively coarse,
elongated grain structure, ranging from approximately
20� 30mm to 50� 150mm in dimensions that were
generated during fabrication. The nugget region, that
is, the center of thermomechanically affected zone
(TMAZ), displays relatively small, equiaxed grains of
size about 1–10mm. Outside the nugget, within the
TMAZ, a heavily deformed parent microstructure is
revealed.

2.32.3.2.2 Environmental scanning electron

microscopy

Environmental scanning electronmicroscopy (ESEM),
developed in the 1980s, allows operation in increased
pressure gaseous environments, in the range of 1–10 torr,

compared to a vacuum below 10–5 torr in a conven-
tional SEM. This is achieved by the development of
an SE detector that is capable of operating in the
presence of gases and by the use of electron apertures
and differential pumping systems to separate the
high-vacuum regions around the gun and the column
from the low-vacuum sample chamber. Therefore, in
corrosion studies, ESEM allows imaging of speci-
mens with a vapor or volatile component, or while
in situ examinations involve gas or liquid phases.
Additionally, ESEM allows examination of noncon-
ductive specimens without coating since the excess
electrons are dissipated by the collision between the
electrons and gas molecules.

2.32.3.3 Transmission Electron Microscopy

The application of TEM in corrosion studies includes
(i) structure–property relationships determination;
(ii) sites of corrosion and surface roughness determi-
nation, (iii) morphological determination of oxides,
scales, corrosion products, etc.

TEM forms images following the transmission of an
electron beam through an electron-transparent speci-
men. An image is formed, magnified, and directed to
appear either on a fluorescent screen or photographic
film, or detected by a sensor such as a CCD (charge-
coupled device) camera. In a typical TEM, electrons
are generated from a tungsten or lanthanum hexabor-
ide (LaB6) filament or a FE gun which accelerates
electrons through voltages in the range 40–300 kV.
Over the years, high-voltage (up to 3 MV) TEMs
have been developed to achieve improved resolution
and increased penetration, but they have become rarer
since the resolution of relatively low-voltage TEMs
being improved through improved lens design, and
thin specimen preparation techniques being devel-
oped. Further, FE guns are now becoming increasingly
widespread because of the capability of producing
electron beams of very fine diameter (0.2 nm), increased
brightness, and well-defined energies. In a TEM, a
parallel or convergent beam can be generated. The
former is used for imaging and diffraction, and the
latter is used for scanning transmission electron
microscopy (STEM), microanalysis, and convergent
beam electron diffraction (CBED).

As illustrated in Figure 4, when an electron beam
is projected onto a thin foil specimen, various pro-
cesses occur, including (i) the straight passage of elec-
trons through the specimen, (ii) elastic scattering,
(iii) inelastic scattering, and (iv) combinations of (ii) and
(iii). The intensity of the transmitted beam is affected
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Figure 10 (a) and (b) Scanning electron micrographs of

anoxide film formedonanAl–Cubinary alloy; and (c) schematic
illustration of the cross section of the oxide film.
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by the volume and density of the material through
which the beam passes. The thick regions, or regions
of increased density, scatter electrons strongly and
appear dark in the image. This gives a mass-thickness
contrast. However, a crystalline material can also inter-
act with the electron beam bydiffraction. The intensity
of the diffraction depends on the orientation of the
planes of atoms in a crystal relative to the incident
electron beam. This is known as diffraction contrast.

In TEM, an objective aperture is placed at the focal
plane of the objective lens to select electrons to form
the image. The objective aperture can then be used to
allow either the unscattered beam or the diffracted
beam to form images. If the objective aperture is

centered at the optical axis, the electrons that are
deflected away from the optical axis are blocked, and
only unscattered electrons pass through to form an
image. This is known as a bright field (BF) image since
in the absence of a specimen a bright background is
seen on the screen. It is also possible to produce an
image from electrons that are deflected by particular
crystal planes. By either moving the objective aper-
ture to the position to block the unscattered electrons
and allowa particular diffracted beam to pass through,
or tilting the incident electron beam so that a particu-
lar diffracted beam passes through the centered aper-
ture, an image can be formed by the deflected
electrons. This is known as a dark field (DF) image
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Figure 11 Electron backscatter diffraction (EBSD) maps recorded in various weld regions of friction-stir-welded AA2024

alloy: (a) the parent alloy; (b) the HAZ; (c) the TMAZ; and (d) the nugget region.
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since in the absence of a specimen the background
appears dark. BF and DF images provide valuable
complementary microstructural information.

Figure 12 shows a pair of BF and DF images of an
ultramicrotomed section of an AA6111 aluminum
alloy that was solution-heat-treated (SHT) at 813K
for 30 min followed by rapid quenching in ice water
before mechanical grinding with 220 grit SiC paper
and heat treatment at 180 �C for 30min. The mechan-
ical grinding introduced a deformed layer microstruc-
ture, which is characterized by very fine grains,
approximately 50–150 nm diameter. Further, the DF
image (Figure 12(b)), achieved by choosing the elec-
trons deflected by a particular set of planes in the
precipitate to form the image, reveals precipitate par-
ticles of approximately 20 nm diameter distributed
along grain boundaries.

Using an annular detector to collect electrons that
have been inelastically scattered through relatively

large angles, compositional information of the speci-
men may be obtained by acquiring a Z-contrast image
since the inelastic scattering is proportional to the
square of the atomic numberZ. Thus, areaswith higher
average atomic number elements appear brighter and
areas with lower average atomic number elements
appear darker. For example, etching or anodizing of
copper-containing aluminum alloys normally results in
the formation of a thin layer of alloy, about 2 nm thick,
immediately beneath the residual or anodic alumina
film, which is highly enriched in copper. Such enrich-
ment arises from the less negative Gibbs free energy
per equivalent for formation of copper oxide compared
to alloys. Figure 13(a) shows a high angle annular dark
field (HAADF) image of a cross-section of an AA6111
aluminum alloy after anodizing, revealing the Z con-
trast from the copper-rich band located at the alumina–
aluminum interface. However, such a copper-rich band
appears as a dark band in the BF image (Figure 13(b))
because of the mass contrast, that is, enhanced electron
scattering by copper compared to aluminum.

A further example of the use of TEM in corrosion
studies is given in Figure 14. A scanning electron
micrograph of a cross-section taken from an AA6111
aluminum alloy is shown in Figure 14(a), revealing
localized corrosion which has proceeded into the
alloy to a depth of �4mm. However, the SEM image
provides little information about the corrosion initia-
tion sites and propagation paths. Figure 14(b) dis-
plays the transmission electron micrograph of an
ultramicrotomed section taken from the region indi-
cated with the frame in Figure 14(a). It is now clearly
revealed that the corrosion is intergranular and devel-
ops preferentially along grain boundaries.

However, TEM requires consideration of the
means of preparation of electron-transparent speci-
men. Thus, manymaterials require extensive specimen

100 nm

100 nm

Grain boundary precipitates 

(b)

(a)

Figure 12 Transmission electron micrographs of
ultramicrotomed section of the AA6111 alloy: (a) bright field

image and (b) dark field image.
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Figure 13 Transmission electron micrographs of

cross-sections of AA6111 aluminum alloy after (a) anodizing
and (b) caustic etching.
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preparation to produce a specimen sufficiently thin
to be transparent to electrons. Often, the specimen
preparation is a time-consuming process with low
throughput. Further, the composition and structure
of the material may be changed during specimen
preparation processes. Additionally, the sampling
volume in TEM is relatively small, raising the possi-
bility that the region examined may not be charac-
teristic of the bulk material.

As stated previously, inelastic scattering generates
useful signals. However, there is also the potential
that the specimen may be damaged by the high-
energy electron beam during inelastic scattering.
Electron beam damage changes the structure and
chemistry of the examined materials. Certain materi-
als are more susceptible to damage than others.
Inelastic scattering may break the chemical bonds of
materials such as polymers. Further, the kinetic
energy that is carried by the incident electrons may
be transferred to heat in the specimen during the
inelastic scattering processes. Electron-beam heating
of thermally conductive materials such as metals is
negligible under standard condition but can be quite

substantial if thermal conduction is poor. For exam-
ple, in Figure 15, a transmission electron micrograph
of an ultramicrotomed section of the anodic film
formed on the Al–2wt% Cu alloy reveals a featureless
amorphous film attached to the substrate. With
continued exposure to the electron beam, the inner
region of the anodic oxide film is crystallized to g0/g
alumina, as shown in Figure 15(b)). However, such
changes are not always problematic and advantage
may be taken from such changes. From Figure 15(b)),
it is evident that the thickness of the crystalline region
adjacent to the alloy substrate is about 60% of the total
film thickness; the outer region, representing about
40% of the total film thickness, showed delayed crys-
tallization. This suggests that about 40% of the total
film thickness is formed at the film–electrolyte inter-
face by cation migration, and the remainder formed at
the aluminum–film interface by anion migration since
the outer region of the film contains incorporated,
immobile electrolyte species that retard crystallization
of the contaminated amorphous alumina under elec-
tron irradiation.

2.32.3.3.1 High-resolution TEM

High-resolution TEM (HRTEM) allows the imaging
of the crystallographic structure of materials at an
atomic scale. The image formation in HRTEM relies
on phase contrast. As mentioned in Section 2.32.1,
theoretically, a resolution of 0.02 nm is achievable in
an electron microscope. However, such resolution
cannot be obtained because of lens aberrations. At
present, the highest resolution achieved is 0.05 nm on
HRTEM with aberration correctors.

50 nm

Grain boundary 

Corroded area 

5 μm

(b)

(a)

Figure 14 (a) Scanning electron micrograph of

cross-section of corroded AA6111 aluminum alloy and

(b) transmission electron micrograph of an ultramicrotomed
section taken from corrosion front as indicated by the

frame in (a).
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50 nm(a) (b)

Figure 15 Transmission electron micrographs of an
ultramicrotomed section of the anodic film formed to

200V on the Al–2wt% Cu alloy: (a) upon immediate

examination in electron microscope, revealing a featureless

amorphous film attached to the substrate and (b) after
continued exposure to the electron beam in the

microscope, the inner film region showing crystallization

of alumina.
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Figure 16 shows an HRTEM lattice image of a
grain boundary precipitate in AA6111 aluminum
alloy. The particle extends through the thickness of
the section, with no consequent interference from the
surrounding aluminum matrix. The lattice fringe
spacing was determined accurately by using the
(111) lattice plane spacing of the aluminum matrix
as a reference. The measured fringe spacing of the
precipitate is 0.898 nm, in good agreement with the
d value of 0.899 nm for the {100}Q set of planes,
thereby confirming that the precipitate is the quater-
nary Q phase (Cu2Mg8Si7Al4). The revelation of
the Q phase at the grain boundary helps in explain-
ing the occurrence of intergranular corrosion of
the same alloy, as revealed in Figure 14. Where the
Q phase particles are formed at grain boundaries, the
microgalvanic coupling between the particles and
the adjacent matrix to the particles provides the
driving force for localized corrosion.

Further, although the high-angle annular dark
field and BF image of Figure 13 revealed that a
copper-enriched layer of 2 nm thickness formed at
the aluminum–oxide interface by anodizing and caustic
etching of the AA6111 aluminum alloy, it is impossible
to tell how the copper species exist in the band from
Figure 13. Such information can be readily obtained
by using HRTEM. Figure 17 displays a lattice image
of the copper-enriched layer, revealing clearly the lat-
tice fringe spacing and confirming the presence of a
CuAl2 particle within the copper-enriched layer.

2.32.3.3.2 Scanning transmission electron

microscopy

Scanning transmission electron microscopy (STEM) is
a combination of SEMandTEM: that is, a transmission
image is obtained using a scanningmethod. ATEMcan
be modified into an STEM by the addition of a system
that scans a focused beam across the specimen to form
the image. Further, by fitting a transmission stage and a
detector, an SEM can also be operated in the STEM
mode. Thus, a STEMcombines some of the advantages
of the SEM and the TEM. The image obtained in an
STEM is similar to that obtained in a TEM, but the
data are acquired serially.

In recent years, dedicated STEMs have also been
built. In a dedicated STEM, since no objective or
projector lenses are needed after the specimen, a
relatively large space is available for various signal
detectors to be positioned in. Thus, the dedicated
STEM is normally used as a multisignal analytical
microscope with high spatial resolution. Since the
resolution of an STEM is determined by the diame-
ter of the focused electron beam, the beam is focused
to as small a size as possible. Nowadays, in a dedi-
cated STEM, using a FE electron gun, an electron
beam of diameter 0.2 nm can be generated. This is
sufficient to image heavy single atoms. The employ-
ment of dedicated STEMs is limited since they are
comparatively expensive and the improvement in the
electron beam size in TEMs equipped with a FE gun
has significantly reduced the difference in the reso-
lution of the two types of microscope.

2.32.3.3.3 TEM tomography

Typically, TEMmicroscopygenerates two-dimensional
(2-D) images which locate the position of an inter-
nal feature in the examined specimen both vertically
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0.234 nm
Al (111)  
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Figure 16 HRTEM image of a Q-phase particle in AA6111

aluminum alloy.
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Figure 17 (a) Transmission electron micrograph of
cross-section of AA6111 aluminum alloy after caustic

etching, revealing a copper-rich band at the aluminum–

oxide film interface; and (b) HRTEM lattice image of a CuAl2
particle in the copper-rich band.
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and horizontally but with no information on the depth
of that feature within the specimen being obtained.
However, information concerning the depth of the fea-
ture can be obtained by tilting the specimen in small
steps (small angle) and acquiring a series of 2-D images
at each angle and subsequently reconstructing 3-D
images by merging the individual 2-D images into a
single 3-D block that can then locate any feature in the
specimen in any direction. This technique is termed
TEM tomography.

2.32.3.3.4 Electron diffraction

Electron diffraction is a technique that allows deter-
mination of the crystal structure of materials. When
the electron beam is projected onto a specimen, its
crystal lattice acts as a diffraction grating, scattering
the electrons in a predictable manner, and resulting
in a diffraction pattern. Electron diffraction patterns
are mainly contributed by elastic scattering. In an
electron microscope, the diffraction pattern appears
either on a fluorescent screen or is recorded on a
photographic film or detected by a sensor such as a
CCD (charge-coupled device) camera. From the dif-
fraction pattern, the arrangement of the atoms in a
material can be determined. Electron diffraction can
be acquired with either TEM or SEM (electron back-
scattered diffraction).

Selected area diffraction (SAD) is often employed
to obtain a diffraction pattern from the area of inter-
est, such as one grain in a polycrystalline specimen or
a second phase embedded in the matrix. SAD is
achieved by either inserting an aperture in the
plane of the specimen itself or the first image pro-
duced by the objective lens, or illuminating only the
area of interest. By using a convergent electron beam,
diffraction patterns can also be obtained from fine
regions. This technique is called convergent beam
electron diffraction (CBED).

There are many reasons for obtaining diffraction
patterns in corrosion studies. For example, byobtaining
diffraction patterns, an unknownmaterial may be iden-
tified, or the relationship between the grain orienta-
tions and the surface properties of a material may be
established. Figure 18 displays diffraction patterns
obtained from (a) a single crystal of tin along the
[001]Sn zone axis, revealing a regular array of sharp
spots since several sets of planes that are approximately
parallel to the incident electron beam diffract elec-
trons, thereby giving rise to a diffraction pattern; (b) a
fine-grained polycrystalline AA 6111 aluminum alloy,
exhibiting a ring-like diffraction pattern since the

diffraction pattern is the sum of individual crystals of
random orientations and (c) amorphous carbon, show-
ing amorphous diffusion rings.

2.32.4 Chemical Analysis in the
Electron Microscope

Chemical analysis in the electron microscope pro-
vides spatially resolved compositional information
which is not available in conventional chemical or
spectrographic methods.

(b)

(c)

(a)

Figure 18 Electron diffraction patterns: (a) a single crystal
of tin along the [001]Sn zone axis, (b) a fine-grained

polycrystalline AA6111 aluminum alloy, and (c) amorphous

carbon.
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2.32.4.1 X-ray Analysis

As stated previously, in an electron microscope, the
energy lost by the incident electrons during inelastic
scattering may escape from the specimen as X-rays. If
an inner-shell electron has been knocked out of an
atom during the inelastic scattering of an incident
electron by that atom, the atom is in an excited
high-energy state. The vacancy will be filled by an
electron from an outer higher energy shell and the
atom will relax. The excess energy of that electron is
released in the form of an X-ray or an Auger electron.
The X-rays are highly specific to individual ele-
ments, known as characteristic X-rays. For example,
if a K shell electron has been removed from an iron
atom and the vacancy is filled by an L shell electron,
the energy difference, DE, is 6400 eV. The cor-
responding wavelength of the emitted X-ray can be
calculated from l ¼ hc/DE to be 0.193 nm. The
energy (wavelength) can be measured to determine
the composition of the examined material since the
energy (wavelength) is characteristic to a particular
element. Thus, the emitted X-rays can be processed
by two different approaches: using an energy disper-
sive spectrometer (EDS) or a wavelength dispersive
spectrometer (WDS). Further, X-ray analysis is non-
destructive and may be quantitative.

In an EDS, semiconducting silicon or germanium
is used as the X-ray detector. The detector converts
each absorbed X-ray photon into an electrical current
pulse that is proportional to the energy of the X-ray
photon. Each current pulse is amplified by a compu-
terized analyzer. A histogram of energies of all X-rays
arriving at the detector is collected and displayed as a
smooth curve, which is the EDS spectrum. Normally,
a window is necessary to separate the detector from
the specimen chamber to prevent condensation on the
detector since the detector works at very low tem-
peratures. Unfortunately, such windows can absorb a
significant portion of low-energy X-rays, thereby
making light elements particularly difficult to be
detected. However, windowless detectors or detec-
tors with ultrathin windows are available to detect
elements down to boron in the periodic table.

The main drawbacks of EDS systems are the rela-
tively poor energy resolution, typically within the
range of 100–200 eV, and a low signal-to-noise
ratio, which make it difficult to resolve characteristic
X-rays with sufficiently close energies and affect the
detection, and therefore its use for quantitative anal-
ysis. The minimum detection limit for any element is
about 0.1% using an EDS system and an order of

magnitude lower using a WDS system. As an EDS
detector can be placed very close to the specimen,
thereby collecting X-rays very efficiently, a spectrum
for qualitative analysis can be acquired within a
couple of minutes.

In WDS, the arriving X-rays are filtered by a
crystal spectrometer using diffraction to separate
the X-rays on the basis of their wavelength. Then,
X-rays of the energy resolution and signal-to-noise
ratio are achieved, making it possible to resolve char-
acteristic X-rays of close energies and to undertake
more accurate quantitative analysis. Thus, the main
drawbacks of EDS are overcome in a WDS system.
However, since only one wavelength is detected at a
time, it is very time consuming to acquire a spectrum.

Further, a characteristic X-ray is most efficiently
generated when the primary electrons carry approxi-
mately 3 times the energy of the X-ray. Therefore, by
using a SEM operating at 30 keV all elements are
readily detectable since they have at least one strong
characteristic X-ray line with energy less than 10 keV.
In SEM, the surface sensitivity of X-ray analysis is
related to the accelerating voltage since the penetra-
tion of the primary electrons is dependent on the beam
energy: that is, accelerating voltage. With reducing
accelerating voltage, electrons have less energy and
hence penetrate to shallower depths; thus, X-rays are
generated from regions close to the specimen surface.

Although secondary emission is generated
throughout the entire interaction volume, which
extends approximately a few micrometers into the
examined materials, only that escaping from the spec-
imen is detected. Most X-rays generated can escape
from the specimen since X-rays are not readily
absorbed. Thus, in the SEM, the X-rays are generated
from a relatively large volume of material, of typical
dimensions 2–3 mm. As illustrated in Figure 3, the
sampling volume of X-rays is similar to the interac-
tion volume, but the sampling volume of SEs and
BSEs are significantly smaller. A large portion of
X-ray signals are contributed by materials that are
not seen in SE or BSE images. Thus, in SEM, an
unseen phase below the surface may be detected
during X-ray analysis, as illustrated in Figure 19.

Therefore, the spatial resolution of X-ray analysis
in SEM or electron probe microanalysis is limited to
the sampling volume of the X-rays, which is typically
at the level of micrometers although the imaging
resolution of SEMs can achieve 1 nm. It is difficult
to reduce the sampling volume below �1 mm3 with-
out reducing the energy of the incident electron
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beam to the degree that no useful X-rays are gener-
ated. However, as illustrated in Figure 5, the lateral
spread of the interaction volume and X-ray sampling
volume increases with the depth of penetration.
Thus, the problem can be overcome by using a suffi-
ciently thin specimen in the TEM. With the use of
such a specimen in the TEM, the X-ray sampling
volume is approximately equivalent to the imaging
region. Thus, the spatial resolution of X-ray analysis
in the TEM is approximately the probe size, typically
of diameter down to �1 nm. However, the small
amount of X-rays generated by the low current of
such a small probe from a small sampling volume of
the thin specimen makes meaningful analysis diffi-
cult. Practically, it is difficult to achieve meaningful
analysis with a probe size of diameter much less than
10 nm for a typical specimen.

Further, in a TEM, the specimen is closely sur-
rounded by the specimen holder and supporting grid,
which can interfere with the analysis since X-rays can
also be generated by BSEs from the specimen holder
and the supporting grid. Such interference can be
minimized by using a beryllium specimen holder
which generates X-rays that are not detectable and
by using grids made of a material that is irrelevant to
the specimen. It is also critical to ensure that the grid
is placed in a direction such that the specimen faces
the incident beam, thereby minimizing interference.

If only one spot or area is analyzed, quantification
of the relative proportions of elements under that
spot or area is possible, which is known as point
analysis (Figures 1 and 20). If a line of pixels is
analyzed, changes in the proportions of elements
with distance along the line can be determined,
which is termed X-ray line scanning. Each pixel in
an image can also be analyzed, illustrating the loca-
tions and amounts of a selected element across the
image, which is known as X-ray mapping.

Figure 20(a) illustrates the TEM image of the
cross section taken from the interface region of adhe-
sively bonded aluminum that was pretreated by chro-
mic acid anodizing (CAA). The morphology of the
porous anodic film formed by CAA is readily
revealed from observation of the cross-section dis-
played in Figure 20(a). The anodic film is well wet-
ted by the adhesive, and the relatively open
morphology of the outer region of the anodic film
allows significant penetration of the adhesive. How-
ever, the extent of penetration of the adhesive into the
pores of the anodic film cannot be determined pre-
cisely from the micrograph. Hence, energy dispersive
analysis of X-rays was performed by placing an elec-
tron probe at various locations across the section of
the anodic film/adhesive interface. Figure 20(b)
shows the EDX spectra. Spectrum A, taken from the
aluminum substrate, indicates that only aluminum is
detected. Spectra B, C and D were taken within the
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Figure 19 Schematic diagram illustrating the sampling

volumes of imaging and X-ray analysis in SEM.
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Figure 20 (a) Transmission electron micrograph of the

cross section of the interface between the adhesive and the

anodic porous alumina film formed on aluminum substrate

and (b) EDX spectra taken from the areas indicated in (a).
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anodic film close to the interface with the aluminum
substrate and in the middle and the outer region of
section of the anodic film, respectively, indicated the
presence of Al, O and, additionally, C and Si; C and Si
arise from the adhesive (spectrum (E) taken from the
bulk adhesive) that had penetrated into the film. This
suggests that the adhesive penetrated significantly
into the porous anodic film.

Figure 21(a) shows a transmission electron micro-
graph of an ultramicrotomed section of an AA5182
aluminum alloy after accelerated corrosion testing,
revealing the corrosion front and the intact grain
boundaries ahead of the corrosion front. Significant
attack along a grain boundary is evident. Figure 21(b)
shows the EDX spectra generated from a probe located
at the grain boundary and within the bulk grains.
For an electron probe of a nominal diameter 20 nm
located on the boundary, an increased yield of magne-
sium was detected compared with that from the
bulk grain, suggesting the presence of a magnesium-
rich phase at the grain boundary since the relative
peak height (area) is generally proportional to the
concentration of individual elements in the specimen.
The revelation of the magnesium-rich phase, probably
b phase (Mg2Al3), at the grain boundary helps in
explaining the occurrence of intergranular attack
of the alloy. Since the magnesium-rich phase is anodic
with respect to bulk grain, when such phases are
formed at grain boundaries, the microgalvanic coupl-
ing between the magnesium-rich phase and the adja-
cent grain matrix provides the driving force for
localized corrosion.

Figure 22 illustrates the line scan profiles across a
precipitate revealed in the DF image of the AA6111
aluminum alloy shown in Figure 12. By scanning
with an electron probe of nominal diameter �2 nm
across the precipitate and the adjacent grain matrix,
changes in the proportions of elements with distance
along the line are determined. Increased yields of
copper, magnesium and silicon at the grain boundary
particles are detected with respect to the grain
matrix, suggesting the presence of the Q phase
(Cu2Mg8Si7Al4). Notably, no solute-depleted zones
are readily detected in the vicinity of the grain
boundary precipitates or at the grain boundary itself.

2.32.4.2 Electron Probe Microanalysis

Electron probemicroanalysis (EPMA) is a nondestruc-
tive technique that allows determination of the com-
position of small volumes of a solid material. In an
electron probe microanalyzer, an electron beam is

generated and directed to a specimen to be examined
and a wavelength dispersive spectrometer is employed
to detect the X-rays emitted from the specimen. By
scanning the electron beam and fitting an electron
detector, complementary images may also be obtained.
In this mode, an EPMA is similar to the SEM. As stated
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Figure 21 (a) Transmission electron micrograph of

ultramicrotomed section of AA5182 aluminum alloy after

accelerated corrosion testing, revealing the corrosion front
and (b) EDX spectra taken from the intact grain boundary
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previously, WDS provides much improved energy
resolution and signal-to-noise ratio compared to
EDS. However, to achieve more accurate quantitative
analysis and to cover the full X-ray spectrum, a range
of crystals of different lattice spaces is required. Fur-
ther, the mechanics of WDS place strict geometric
restrictions on the positions of the specimen, crystal
spectrometer, and the detector. These make it difficult,
but not impossible, to fit such a system into an electron
microscope. Thus, a purpose-built electron probe
microanalyzer is necessary. Typically, four computer-
controlled crystal spectrometers containing a range of
crystals of different lattice spacing are installed in a
dedicated EPMA system. Such equipment can achieve
more accurate quantitative analysis than X-ray ana-
lyses in a standard electron microscope. EPMA can
quantitatively analyze elements down to boron in the
periodic table at levels as low as 100 ppm.

Mapping of elemental distributions by EPMA in
the cross-section of a coating formed on an alumi-
num substrate anodized for 1800 s at 5A dm�2 in
0.05M potassium hydroxide/0.15M sodium metasili-
cate electrolyte is shown in Figure 23. Oxygen is
revealed in all regions of the coating thickness, apart
from cavities. Other elements are less uniformly
distributed. Notably, aluminum is largely absent in
some regions of size up to 50mm, which are enriched
in silicon. These regions were found at various depths
within the coating, including regions close to themetal.

2.32.4.3 Electron Energy Loss Spectroscopy

As discussed previously, a primary electron that
undergoes any inelastic interaction with the exam-
ined material loses energy. EELS determines the
losses of electron energy. The most commonly used
EELS is transmission EELS, in which the energy loss
of incident electrons with a known, narrow range of
kinetic energy passing through a thin specimen is
determined by an electron spectrometer that is
mounted after the specimen in the TEM.

Typically, an EELS spectrum consists of three
regions: (i) zero loss peak, resulting from electrons
that have suffered negligible inelastic scattering; (ii)
low loss region, containing electrons that have suf-
fered inelastic scatterings including phonon excita-
tions, inter- and intraband transitions, plasmon
excitations, and have lost up to �50 eV energy and
(iii) high loss region, containing electrons that have
suffered interaction with tightly bound inner shell
electrons and caused inner shell ionization, which is
characteristic of the element. Although each region of

the EELS spectrum provides complementary infor-
mation, it is the characteristic edges in the high
energy loss region that are most commonly used. In
TEM, EELS is capable of obtaining spatially resolved
information on composition, chemical bonding as
well as valence and conduction band electronic struc-
ture since the spectra for an element in different
compounds are different. This ability is a strong
advantage of EELS compared with EDX.

A further advantage of EELS compared to EDX is
its capability of detecting light elements that generate
X-rays that are too soft to be detected, such as
helium, lithium, and beryllium. The probability that
a particular electron will be scattered by an atom is
defined as the cross-section, which decreases for ele-
ments of high atomic number. Thus, light element
edges are far more intensive than those of elements
with higher atomic number. Thus, EELS is very
powerful for the analysis of light elements.

In corrosion studies, spatially resolved EELS has
been successfully applied, for example, to the study of
local chemistry of anodic oxide films. A correlation
between flaws in the oxide film and changes in the
oxygen gas generation has been established via spa-
tially resolved EELS. Figure 24 shows a transmission
electron micrograph of ultramicrotomed section of
the anodic film formed at a constant current density
of 50 Am�2 on a binary Al–4 at.% Cr alloy in
0.01M ammonium pentaborate solution to 32V,
revealing an anodic film of �40 nm thickness. Varia-
tion of film morphology is clearly evident. Light
regions of different sizes are revealed within the
film section. Figure 25 displays the EELS spectra at
the oxygen K-shell electron ionization energy region
acquired from locations across the film from the film
surface to the alloy/film interface; the separation of
the spectrum line is 0.8 nm. The spatially resolved
oxygen K-edge fine structure encompassing a region
of light film materials reveals a sharp pre-edge peak
at 529 eV before the OK edge; such pre-edge peaks
are characteristic of oxygen gas. Thus, it is concluded
that the light regions in the film are bubbles filled
with oxygen gas.

Further, the valence state of chromium species
that have been incorporated into the film from the
substrate alloy has also been determined by EELS.
Using the data generated from anodic alumina,
Cr2O3 and K2Cr2O7, spectra have been simulated
for anodic alumina with associated Cr3+ or Cr6+

species. From the simulation and measurement of
the experimental spectrum acquired at a location in
the anodic film, as shown in Figure 26, it is evident
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Figure 23 EPMA of the cross section of aluminum anodized for 1800 s at 5Adm�2 in 0.05M potassium hydroxide/

0.15M sodium metasilicate electrolyte at 293K: (a) scanning electron micrograph, (b) aluminum map, (c) oxygen map,

(d) potassium map, (e) sodium map, and (f) silicon map.
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that Cr3+ species was incorporated into the anodic
film during the anodization of Al–4 at.% Cr alloy.

If EELS spectra are acquired from each pixel in an
image, the distribution of a chosen element at certain
oxidation state across the image can be analyzed,
which is known as EELS mapping. For example, the
DF image of Figure 12(b) reveals precipitate parti-
cles of �20 nm diameter distributed along grain
boundaries in the examined AA6111 aluminum
alloy. However, no compositional information is
revealed in Figure 12(b). Such information can be
readily obtained by EELS mapping. Figure 27 shows
EELS maps of precipitates in the AA6111 aluminum
alloy revealed in Figure 12(b). The bright areas
represent relatively high intensities of signals.
Mapping images of 508� 508 pixels were acquired,
giving a pixel size of 0.92� 0.92 nm for the selected
magnification. The images were selected at the Al K,
Cu L2,3, Mg Kand Si Kedges, with onsets at 1560, 931,
1305 and 1839 eV, respectively, and energy resolution
of about 0.6 eV. The EELS maps of Figure 27 confirm

that the fine particles contain increased levels of cop-
per, magnesium and silicon compared to the matrix.
Examination of the images also reveals regions in
which only silicon was detected, as shown by arrows,
indicating the presence of two different types of pre-
cipitates in the alloy.

Comparing Figure 27 with the X-ray maps
(EPMA or EDX, Figure 23), it is clearly evident
that EELS mapping has significantly improved the
spatial resolution. This is because the spatial resolu-
tion of X-ray analysis in SEM or electron probe

32 Va.u.

520 540 560 580 600 (eV)

Cr-L2,3
O-K

C

Figure 25 EELS spectra acquired at a series of locations

from close to the film surface to the alloy–film interface for
the film displayed in Figure 24.
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Figure 26 Simulated and experimental EELS spectra:

(a) simulated spectrum for anodic alumina containing Cr3þ

species, (b) simulated spectrum for anodic alumina

containing Cr6þ species, (c) experimental spectrum
acquired at a location in the anodic film close to the

alloy–film interface.

Anodic film 

Alloy 30 nm

Figure 24 Transmission electron micrograph of an

ultramicrotomed section of the anodic film formed at a
constant current density of 50Am�2 on a binary Al–4 at.%

Cr alloy in 0.01M ammonium pentaborate solution to 32V.

50 nm
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Figure 27 EELS maps showing the distribution of

precipitates in AA6111 aluminum alloy. The bright areas

represent relatively high intensity of signals.
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microanalysis is limited to the sampling volume of
the X-rays, which is typically at the level of micro-
meters although the imaging resolution of the SEMs
is as high as 1 nm.

2.32.5 Specimen Preparation
Techniques

Successful electron microscopy is essentially depen-
dent on the employment of appropriate specimen
preparation techniques that can produce revealing
specimens and avoid, or minimize, change to the
materials.

2.32.5.1 TEM Specimen Preparation

Since TEM forms images following transmission of
an electron beam through the specimen, thin foil
specimen of thickness from a few nanometers to a
few hundred nanometers must be prepared. For
example, at an accelerating voltage of 100 kV, the
maximum thickness of a transparent specimen is
about 100 nm depending on the density of the mate-
rial. The task is made even harder by the need to
precisely prepare thin foil specimens from interesting
regions within a large sample. Thus, preparation of
TEM specimen can be a very challenging and time-
consuming operation. The commonly employed
TEM specimen preparation techniques include

� electropolishing,
� chemical polishing,
� ion beam thinning,
� deposition,
� film stripping,
� ultramicrotomy, and
� replication.

Depending on the type of materials being studied,
appropriate preparation techniques should be chosen
to generate an electron-transparent specimen.

TEM specimens from materials that have dimen-
sions sufficiently small to be transparent to an elec-
tron, such as powders or nanotubes, can be quickly
produced by the deposition of a suspension contain-
ing the material onto support grids. The suspension is
normally made by diluting the sample in a volatile
solvent such as ethanol. The solvent rapidly evapo-
rates after depositing the suspension onto support
grids, thereby producing a specimen that is suitable
for TEM. Dry powder may also be directly dusted
onto support grids.

The surface of a solid sample cannot be observed
in TEM directly. The examination of a surface of a
solid sample is achieved by replication. The replica-
tion process typically involves molding the surface of
interest in a thin replica material which is transparent
to electrons and subsequently removing the replica
from the surface. Then the replica, which has copied
the features on the surface, is ready for examination
in the TEM.

Thin oxide films can be stripped from metal sub-
strates by a chemical stripping process and transferred
to supporting grids for TEM examination. Electropol-
ishing is the most commonly employed technique for
preparing thin foil specimen from electrically conduc-
tive materials such as metals. Chemical polishing is
frequently used for generating TEM specimens from
nonconductive materials such as semiconductors and
ceramics. The main drawback of both electropolishing
and chemical polishing is that a certain component of
the material may be preferentially leached to change
the specimen, thereby leading to inaccuracies in the
subsequent TEM characterization.

Ion beam thinning is widely used to prepare an
electron-transparent foil from hard materials includ-
ing metals and ceramics. Focused ion beam (FIB)
thinning is a relatively new technique that can be
employed to prepare thin foils from precisely selected
regions in a relatively large sample of any material.
However, the highly energetic ion beam may intro-
duce artifacts such as amorphization of the materials
or contamination to the resultant thin foil specimen.
Such artifacts introduce noticeable effects when
lattice images are examined in HRTEM or EELS
analysis is carried out.

In corrosion studies, ultramicrotomy is a very pow-
erful tool. With experience, very revealing specimens
can be produced. The principal advantages of ultra-
microtomy are that it can create uniform thin foils
and maintain the integrity of a multiphase sample
(Figure 20(a)), for example, enabling thin foil speci-
mens to be generated displaying the interface between
the metal and its protective coatings (Figure 13) or ex-
hibiting corrosion sites with corrosion products being
kept in its original location (Figures 1, 14, and 21).
However, ultramicrotomy may introduce mechanical
damage, mainly compression, to the thin foil speci-
men; also reaction may occur between the materials
and water in the bath behind the diamond knife
employed in ultramicrotomy. The latter can be used
to advantage in corrosion studies in the case of employ-
ing thin foil specimen to investigate the relationship
between the microstructure and corrosion initiation.
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Figure 28 shows transmission electron micrographs of
the ultramicromomed section of an aluminum alloy
before and after the immersion in water; a-FeSiAl-
particle-induced localized corrosion of the alloy
matrix, due to the cathodic nature of the particle with
respect to surrounding matrix, is revealed.

2.32.5.2 SEM Specimen Preparation

Compared to TEM, SEM allows much larger speci-
mens to be examined, and specimen preparation is
much simpler. Examination of bulk specimens makes
it possible to image a comparatively large area. In
corrosion studies, it is often needed to examine the
cross-section of a specimen to determine corrosion
propagation paths, the extent of corrosion beneath
the surface, the thickness of a protective coating and
its morphology in inner regions, its composition pro-
file and adhesion to substrate, etc. In addition to
conventional methods, such as mechanical polishing,
for the preparation of the cross-section, new methods
such as ultramicrotomy are increasingly employed to
produce cross-section specimens with significantly
reduced roughness, mechanical damage and contam-
ination, thereby producing revealing specimens for
the new generation of SEMs that provides very high
surface sensitivity by avoiding interference between
signals from different depths of specimens.

Further, with the typical operation voltages
(20–30 kV), the number of electrons that escape
from the specimen is smaller than that of electrons
that hit the specimen. Consequently, there is a

buildup of electrons at the specimen surface if the
excess electrons are not conducted away from the
specimen, leading to the specimen surface becoming
negatively charged. As a result, the incident electrons
are repelled, and the image is distorted. Thus, for a
nonconductive specimen surface, such as a metal with
corrosion products or oxides films on the surface, the
surface must be coated with a thin conducting layer,
such as carbon or gold–palladium, which does not
readily form an insulating oxide layer in air during
its transport from the coating unit to the microscope.
Thus, the build-up of electrons at the specimen sur-
face is avoided by conducting the excess electrons
away from the specimen by the conducting coating.
However, there are drawbacks for the employment of
such coatings. The coatings may mask fine surface
features. The coating may also absorb some of the
X-rays emitted from the specimen during X-ray anal-
ysis. The absorption is more pronounced by coating
with elements of higher atomic number such as gold/
palladium. An alternative approach to the surface
charging problem is to operate the SEM at a relatively
low voltage (1–5 kV) so that excessive electron
build-up at the specimen surface is minimized.

2.32.6 Other Techniques

2.32.6.1 X-ray Microscopy

2.32.6.1.1 Introduction

X-ray microscopy is a nondestructive technique that
generates an image of the internal features of the

100 nm 

α-FeSiAl

Corroded matrix

Before immersion After immersion 

100 nm

Figure 28 Transmission electron micrographs of an ultramicromomed section of an aluminum alloy before/after

immersion in water.
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examined materials, with the image contrast being
determined by the difference in absorption of
X-rays by the different components in the materials.
The first X-ray microscope was developed in the late
1940s. In the X-ray microscope, images are recorded
on photographic film or detected by a sensor such as a
CCD camera. Similar to visible light, X-rays are a
form of electromagnetic energy, but with much
shorter wavelength and much higher energy. The
resolution of X-ray microscopy lies between that of
light microscopy and electron microscopy since an
X-ray microscope uses soft X-rays with a wavelength
in the range of 10 to 0.01 nm. Resolutions of nanome-
ter level are achievable using the Fresnel zone plate
lens which forms the image using the soft X-rays
emitted from a synchrotron or from a laser-produced
plasma. Further, because of their high energy, X-ray
microscopes have the ability to penetrate relatively
deep into materials, allowing images to be generated
from the internal features. Compared to TEM, X-ray
microscopy can generate images from relatively thick
samples. A further advantage over electron micros-
copy is that X-ray microscopy does not require par-
ticular specimen preparation or a high-vacuum
sample chamber.

2.32.6.1.2 X-ray tomography
Standard X-ray microscopy can generate 2-D images
which locate the position of an internal feature in the
examined specimen both vertically and horizontally
but with no information on the depth of that feature
within the specimen being obtained. However, the
information concerning the depth of the feature can
be obtained by X-ray tomography. X-ray tomography
is a 3-D scanning technique that allows nondestruc-
tive, high-definition scans of a specimen to be made.
3-D tomography requires the collection of a series of
2-D X-ray images on all sides of the specimen. Sub-
sequently, highly detailed 3-D images are recon-
structed by merging the individual 2-D X-ray
images into a single 3-D block which can then locate
any feature in the specimen in any direction. Systems
with zone plate lenses can provide spatial resolution
better than 50 nm.

The ability of nondestructive imaging of the inter-
nal features of materials in three dimensions gives
X-ray tomography critical advantages in applications
such as failure analysis as well as fundamental research.
For example, internal cracks can be observed in three
dimensions and correlated to the microstructure of a
material; intergranular corrosion may be examined
and correlated to grain boundary compositions; the

3-D approach can also lead to an improved under-
standing of interfacial reactions that occur at the inter-
metallics–matrix interface during pitting. This may
lead to significant insight and understanding of the
relationship between the microstructure and perfor-
mance, that is, susceptibility to corrosion. X-ray
tomography may also be extended to the observation
of real-time processes of crack growth and corrosion
propagation. Figure 29 shows an image of isotropic
nuclear graphite obtained on the Swiss Light Source
TOMCAT synchrotron, revealing the porosity intro-
duced by the fabrication process.

2.32.6.2 Infrared Microscopy

Infrared spectroscopy is a technique based on the
specific resonant frequencies of molecules, that is,
the frequencies at which they rotate or vibrate. The
resonant frequencies can be related to the strength of
specific bonds and the mass of the atoms forming the
bonds. Thus, the frequency of the vibrations can be
associated with a particular bond type. When an
infrared beam is directed to the material to be exam-
ined, the rotation or vibrations can lead to infrared
absorptions at characteristic frequencies that are
related to specific chemical groups in the material.
The infrared spectrum is obtained by measuring the
absorption at each wavelength. Thus, infrared spec-
troscopy can provide direct molecular identification
of the examined materials.

In an infrared microscope, spatially resolved infra-
red spectra are obtained to form images, with the
contrast being determined by the response of

50 μm

Figure 29 X-ray tomography image of isotropic nuclear
graphite, revealing porosity introduced by the fabrication

process. Courtesy D. James, A. Jone, T.J. Marrow, and

N. Stevens, Materials Performance Centre, School of

Materials, The University of Manchester.
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individual specimen regions to particular wave-
lengths, generating a molecular fingerprint from the
specimen. For infrared microscopy, as well as Raman
microscopy, which is discussed in the next section,
there are two approaches to acquire the spectrum.
These approaches are known as parallel acquisition
and serial acquisition. For parallel acquisition, the
area of interest is fully illuminated by the incident
beam; then, a micrograph is generated at a chosen
wavelength which is characteristic of a molecular
compound. For the serial mode, a finely focused
incident beam is rastered across the surface of the
materials to be examined, generating spatially
resolved spectra. Subsequently, the micrograph is
reconstructed to display the locations and amount
of molecular compounds within the area of interest.
Infrared microscopy employs focal plane array detec-
tion for infrared chemical imaging. The spatial reso-
lution of infrared microscope is limited to about 10mm
depending on the wavelength of light and the aper-
ture. A typical infrared microscope operates over the
range 650–4000 cm�1.

In corrosion studies, infrared microscopy can pro-
vide valuable information on interfacial reactions
such as inhibition of metals and chemical bonding
between a protective coating and the substrate. Fur-
ther, by measuring at a specific frequency over time,
changes in the character or quantity of a particular
bond can be measured. This is especially useful in
measuring the degree of polymerization in an organic
protective coating. The infrared microscope operates
in three different modes, transmission, reflection, and
absorbance, depending on the transparency of the
material to be examined. Materials that are transpar-
ent to infrared may be investigated in the transmis-
sion mode, which usually requires that the specimen
is polished on both sides. For the reflectance mode,
little specimen preparation is required.

2.32.6.3 Raman Microscopy

Like infrared spectroscopy, Raman spectroscopy is
also based on the vibration or rotation of molecules
within the material of interest. Thus, similar infor-
mation is generated by Raman spectroscopy. How-
ever, infrared spectroscopy and Raman spectroscopy
yield complementary information since they are
based on different physical principles. Raman spec-
troscopy is based on inelastic scattering, or Raman
scattering, of the incident monochromatic radiation
by the material. Normally, a monochromatic source
of light is used as the incident radiation. Highly

monochromatic and intense lasers in the visible,
near-infrared or near-ultraviolet regions are usually
employed as incident radiation in a modern Raman
spectroscope. The interaction between the material
and the laser beam results in phonons or other exci-
tations, leading to the energy of the laser photons
being shifted. Thereafter, the laser beam is collected
with a lens and transferred through a monochroma-
tor. Wavelengths close to that of the incident radia-
tion, due to elastic Rayleigh scattering, are filtered
out, while the rest of the collected light is dispersed
onto a detector to generate the spectrum. Thus,
Raman spectroscopy allows the molecular identifica-
tion of species present in the examined materials
since the energy shift of the laser beam is associated
with specific molecules in the materials.

A typical Raman microscope consists of a standard
optical microscope, a laser, a monochromator, and a
detector. A CCD or photomultiplier tube (PMT) is
normally used as the detector. Relatively long acqui-
sition times are required when a photomultiplier tube
is used. The acquisition time is significantly reduced
with CCD detectors. In Raman microscopy, the
micrograph is obtained by generating spatially
resolved spectra in the parallel or serial acquisition
mode. The spectra are then analyzed and used to
form a corresponding chemical image that shows
the location and amount of different components
within the examined area. Raman microscopy has
relatively high spatial resolution. The lateral and
depth resolutions are approximately 0.3 and 2 mm,
respectively. Raman microscopy cannot be performed
on materials that exhibit fluorescence, since fluores-
cence yields a much more intense signal than Raman
scattering and, therefore, masks any Raman bands
that might be present. For incident radiation of wave-
lengths less than 785 nm, fluorescence interference
can be very common. Moving to long-wavelength
lasers can mitigate much of the fluorescence interfer-
ence. However, the efficiency of Raman scattering
decreases as the fourth power of wavelength, making
long-wavelength Raman microscopes much less sen-
sitive than systems based on visible wavelengths.
Since Raman spectroscopy is a scattering technique,
specimens do not need to be specially prepared.

Recently, Raman spectroscopy has been success-
fully combinedwith SEM and scanning probemicros-
copy (SPM), allowing morphological, compositional,
structural and chemical analyses without moving the
specimen between instruments. The features of inter-
est are precisely located using the SEM and SPM and
are chemically identified using Raman spectroscopy.
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Figure 30 displays the Raman micrographs of a
cross-section of the interface between an AA2024
aluminum alloy and chromate-inhibited epoxy poly-
amide primer, revealing the distribution of various
components, including TiO2, BaSO4 and SrCrO4 in
the primer. Raman micrographs were generated using
peaks at 866, 987, and 638 cm�1 for SrCrO4, BaSO4

and TiO2, respectively. It is clearly evident that TiO2

is distributed relatively uniformly throughout the
primer, whereas BaSO4 and SrCrO4 exhibit locally
high concentration corresponding to relatively large
particles of these two phases in the primer.

2.32.7 Concluding Remarks

This chapter is written mainly on the basis of experi-
ences in the Corrosion and Protection Centre at The
University of Manchester. The authors acknowledge
the many colleagues who have also contributed signifi-
cantly to the application of electron- and photon-based
spatially resolved techniques in corrosion studies.

Leading scientists around the world continue to
raise expectation for electron microscopy, and the
manufacturers of electron microscopes continue to
meet the expectation with improved design of the
electron microscope. The introduction of the FEI
Titan TEM in 2005 is a good example. In the Titan
microscope, aberration correction breaks through the
fundamental optical limitations of magnetic lenses.
The Titan’s extra wide column was specifically
designed to give the mechanical stability required
by the added height of probe and image correctors.

Its proprietary constant power lenses and advanced
power supplies provide the necessary thermal and elec-
tronic stability. Titan enables sub-Angstrom micros-
copy in both TEM and STEM modes. The Titan can
also achieve energy resolution down to 0.1 eV for
EELS, obtaining information of the electronic proper-
ties of materials, such as bonding states or band gaps,
with unprecedented spatial resolution. Titan ETEM
extends the capabilities of conventional TEM by per-
mittinggas in the specimen chamber (up to 4 kPa) along
with specimen heating (up to 1000 �C), thereby allow-
ing investigation of interactions between the material
and the local gaseous environment.

Although this chapter is entitled ‘electron- and
photon-based spatially resolved techniques,’ it would
not be complete without mentioning the increasing
sophistication in microscopy, for example, the recently
developed Carl Zeiss ORION helium ion microscope.
The scanning ion microscope uses a beam of helium
ions as the incident radiation. Like a conventional
SEM, in a scanning helium ion microscope the ion
beam is rastered across the surface of the material to
be examined. Since ion beam can be focused to a finer
size, with less surface interaction than electrons, the
scanning ion microscope can generate images with
increased resolution and better contrast, more surface
sensitivity, and better depth of field. Further, as in the
case of Rutherford backscattering spectroscopy, back-
scattered helium ions can be collected in the helium
ion microscope, with the total backscattered ion yield
being directly proportional to the mass of the sample
atoms. Thus, it is possible to easily differentiate
between elements.

20 μm
(a) (b) (c) (d)

Metal

Primer

Figure 30 Ramanmicrograph of chromate-inhibited primer: (a) optical image, (b) TiO2, (c) BaSO4, and (d) SrCrO4. Courtesy
Dr A.E. Hughes, CSIRO Manufactory and Infrastructure Technology, Australia.
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For those who wish to pursue the subject further,
there are many textbooks that provide much more
detailed information on electron- and photon-based
spatially resolved techniques.
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Glossary
s-phase A brittle intermetallic phase that forms in

stainless steels in some heat treatment

conditions.

Abbreviations
ASTM American Society for Testing and Materials

BS British Standard

CCT Critical crevice temperature

CPT Critical pitting temperature

EC Electrolytic corrosion

EPR Electrochemical potentiokinetic reactivation

gma g per m2 per annum

IEC International Electrotechnical Commission

ISO International Organization for Standardization

LME Liquid–metal embrittlement

mdd mg per dm2 per day

mpy mils (0.001 inch) per year

NACE National Association of Corrosion Engineers

PTFE Polytetrafluoroethylene

SCE Saturated calomel electrode

SHE Standard hydrogen electrode

Symbols
ba, bc Tafel constants for anodic and cathodic

processes

E Potential

Eb Pitting breakdown potential

Ecorr Corrosion potential

Ep Pit repassivation potential

i Current density

ia, ic Net anodic and cathodic current densities

icorr Corrosion current density

iL Limiting current density

io Exchange current density

I Total current

Q Electrical charge

R Electrical resistance

Rp Polarization resistance

ba, bc Slopes of anodic and cathodic polarization

curves

Dc Potential drop across the double layer

DK Stress intensity factor range

r Density

2.34.1 Introduction

Corrosion tests provide the basis for the practical con-
trol of corrosion and therefore deserve a more exhaus-
tive discussion than limitations of space will permit.
A detailed description of all the procedures and devices
that have been employed in corrosion studies in many
countries will not be attempted. Instead, attention will
be directed principally to underlying principles and to
comments on the significance and limitations of the
results of the test methods that are considered. Further
details may be obtained from the references and from
the comprehensive works by Champion1 and Ailor.2

(See also: Baboian, R.; Dean, S. W. Corrosion Testing

and Evaluation: Silver Anniversary Volume, ASTM
STP1000-EB; ASTM: Philadelphia, 1990; 436 p. and
Cramer, S. D.; Covino, B. S., Jr., Eds. ASM Handbook

Volume 13A: Corrosion: Fundamentals, Testing, and Protection;
ASM International, Ohio, 2003; 1135 p.)

Tests may be classified conveniently under three
headings.

1. Laboratory tests, in which conditions can be pre-
cisely defined and controlled.

2. Field tests (tests in real environments), in which
replicate test samples of metals or alloys – referred
to as test coupons or specimens – are exposed to the
actual environmental conditions expected in service,
for example, the atmosphere, the ground, the sea, etc.

3. Service tests, in which the test specimens – which
may often take the form of manufactured compo-
nents – are exposed to the particular conditions in
which they are to be used, for example, in process
streams of chemical plant.
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Laboratory tests, although often necessarily conducted
under conditions that are not met in service, have a
number of advantages over the other types of tests.
Since conditions can be controlled at will, it is possible
to identify the separate effects of a number of factors on
the corrosion behavior. These factors include the type
and condition of the metal surface, the environmental
composition, temperature and pressure, movement of
the specimen relative to the environment, time of
exposure, and so on. Laboratory tests, at least in princi-
ple, also enable comparisons to bemade under identical
conditions of the relative corrosion behavior of differ-
ent metals and alloys and different protective schemes,
for example, coatings, environmental treatments, etc.

In many cases, attempts will be made to accelerate
the test to produce results in a shorter time thanmight
otherwise be possible in field or service tests. Such
acceleration is usually achieved by intensifying one or
more of the controlling factors. Tests might be con-
ducted at a higher temperature, with more corrosive
media, with activation of the corrosion process by
electrochemical methods, etc., with the object of
enhancing the aggressivity of the test conditions.
While accelerated test procedures are often used,
the results should always be treated with careful con-
sideration. It is not unknown for a protective system to
fail to meet the requirements of an accelerated test,
although showing satisfactory performance in normal
conditions of use. Nevertheless, a number of such
tests, particularly for atmospheric corrosion, in
which rates of corrosion in real conditions are often
low, are accepted and correlations have been estab-
lished with real conditions. (Such tests are typically
designed and standardized for very specific condi-
tions, such as the performance of nickel–chromium-
plated components for automotive applications, and
care should be taken when applying them for other
situations. A key requirement for any accelerated test
is that it should produce the same type of corrosion
(uniform, pitting, etc.) as in the service exposure.)

Field tests do not have the uncertainties attached to
accelerated laboratory tests, since there is no attempt to
adjust the controlling environmental conditions. The
chief problem is obtaining reproducible conditions
from one test to another. This is particularly the case
with tests in the atmosphere. While broad classes of
terrestrial atmospheres have long been recognized, for
example, tropical, rural, urban, marine, etc., difficulties
remain that are associated with variations within these
classes. In the 1980s, steps were taken within ISO to
rationalize the situation by producing a standard on
the classification of atmospheres (ISO 9223). Other

standards that provide guidance on the mounting and
disposition of specimens for field tests (ISO 8565) and
for the statistical treatment of results where large num-
bers of specimens are used (see Ailor2 and ASTM
G 16) are available.

Service tests will be used: (1) where the operat-
ing conditions cannot be successfully reproduced
in laboratory tests, (2) where the environment does
not occur naturally, (3) where real components, as
opposed to test specimens, need appraisal, and (4) to
confirm laboratory and/or field tests.

Often, all the three types of test will be used sequen-
tially. An example might be the development of a coat-
ing to protect suspension cables for use on a bridge in a
coastal region. The test program could involve salt
spray testing of candidate treatments in the laboratory,
followed by field trials of the most successful materials
at a site similar in aggressivity to the location of the final
product and eventual testing at the site with loadings
and positioning matching those of the end use. It would
be expected that the number of candidate materials
would decrease through this sequence of tests.

Irrespective of the method of test or the purpose
for which it is made, there are certain practical fea-
tures that require attention and will be necessary to
achieve good reproducibility (by one operator) and
repeatability (by different operators).

2.34.2 Test Procedures

2.34.2.1 Preparation of Surface

When the test is to predict the performance of a mate-
rial in a particular service, the ideal procedure would
be to have the surface of the test-pieces duplicate the
surface of the material as it would be used. Here,
however, a complication is presented by the fact that
materials in service are commonly used in several
forms with different conditions of surface. Where the
number of materials to be compared is large, it will
usually be impractical to test all the conditions of
surface treatment of possible interest. The best practi-
cal procedure, then, is to choose some condition of
surface more or less arbitrarily to allow the materials
to perform near the upper limits of their ability. If all
the materials to be tested are treated in this way, and
preferably with uniform surface treatment, the results
of the test will indicate the relative abilities of the
different materials to resist the test environment
when in a satisfactory condition of surface treatment.
Then, if it should be considered prudent or desirable to
do so, the most promising materials can be subjected to

1446 Experimental Techniques for Evaluating Corrosion

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



further tests in a variety of surface conditions so that
any surface sensitivity can be detected.

These remarks apply as well to the treatment of
the surfaces of specimens to be used in tests in corro-
sion research projects, except that here, selection of a
particular method of surface preparation is required
to achieve reproducibility of results from test to test
and among different investigators. Methods of pre-
paring specimens are described in ASTM G 1 and
ISO 7539-1.

The final step in surface preparation should ordi-
narily be a cleaning and degreasing treatment to
remove any dirt, oil, or grease that might interfere
with the inception or distribution of corrosion. The
simplest test of a satisfactory surface condition in this
respect is for the specimens to be free from ‘water
break’ when rinsed with water after cleaning. As a
final treatment for specimens to be weighed prior to
exposure, a dip in a mixture of water and acetone or of
alcohol and ether will facilitate quick drying and avoid
water-deposited films. Specimens to be stored prior to
weighing should be placed in a desiccator, which, in
best practice, should be sealed without grease.3

In addition to the preparation of the principal
surfaces of the specimen, it is essential to machine
or grind any cut or sheared edges, since these could
become sites of preferential attack. As a general rule,
edge effects should be kept to a minimum by using
specimens in which the ratio of surface area to edge
area is large. With flat specimens, a disc is best from
this point of view, but other shapes may be more
convenient and acceptable in many practical instances.
When mass loss is to be used as a measure of corrosion,
precision will be improved by providing a large ratio of
exposed area to mass, and thin flat specimens or fine
wires have obvious advantages. (Wires also have the
disadvantage of a metallurgical structure that is usu-
ally not typical of bulk material.)

For accuracy of weighing, it is usually necessary to
restrict the dimensions of specimens to what can be
accommodated on the common analytical balances. It
must be borne in mind that where attack occurs in the
form of a very few pits or in crevices under supports,
the extent of this localized attack may be determined by
the total area of the test-piece as it establishes the area
of passive metal acting as a cathode to the few anodic
areas. Thus, larger specimens, or the much larger sur-
faces that will often be involved in field or service tests,
may give rise to much more severe localized attack
under nominally the same conditions of exposure.

In certain tests, it is sometimes desirable to elimi-
nate any effects of a mechanically achieved surface

condition by chemical treatment or pickling of the
surface prior to test. This may be done in a pickling
solution; alternatively, the test itself may be inter-
rupted after sufficient corrosion has occurred to
remove the original surface, the specimen then
being cleaned and reweighed and the test started
over again. Wesley4 found it to be desirable to pickle
off about 0.008mm from the surface of specimens in
acid to improve the reproducibility of the tests.

With materials the stainless steels that may be
either active or passive in a test environment, it is
common practice to produce a particular initial level
of passivity or activity by some special chemical
treatment prior to exposure. With stainless steels
this objective may be subsidiary to eliminating sur-
face contamination, such as iron from processing
tools, by treatment in a nitric acid solution, which
might also be expected to achieve substantial passiv-
ity incidental to the cleaning action (ASTM A 380).

In studies of the behavior of materials that may
be either active or passive in the test environment,
there would seem to be a real advantage in starting
with specimens in an activated state to see whether
they will become passive, and to ascertain how fast
they are corroded if they remain active. If passivity
should be achieved after such an activated start, the
material can be considered to be more reliable in
the test environment than would be the case if by
chance it managed to retain an originally induced
passivity for all, or most of, the test period. It may
also be valuable to know how fast the metal will be
corroded by the test medium if activity should
persist.

A procedure for testing previously activated spe-
cimens applied in studies of titanium was described
by Bayer and Kachik.5 Renshaw and Ferree6 also
employed prior activation in their studies of the
passivation characteristics of stainless steels.

In many cases, there is a need to test metal-coated
specimens, for example, galvanized steel, tin-plated
copper, nickel-plated zinc, etc. It will then be neces-
sary to test specimens in the completely coated con-
dition and also with the coating damaged so that the
basis metal is exposed. The latter condition will pro-
vide the conditions for galvanic action between the
coating and the basis metal. With sheet specimens,
this condition is most readily achieved by leaving cut
edges exposed to the test environment.

There may also be a need to consider the perfor-
mance of precorroded test specimens. Apart from the
fact that these conditions frequently arise in service,
it is also important for other reasons:
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� The presence of corrosion products or other sur-
face layers may affect the access of constituents of
the environment to the underlying metal surface
where the corrosion process occurs.

� In the case of alloys, some precorrosion may lead
to compositional changes in the surface.

(Additionally, in the case of inhibitor tests, preexist-
ing corrosion product often absorbs a significant pro-
portion of the inhibitor, leading to a lower inhibition
efficiency than for a clean surface.) These factors
should be taken into account in the application of
any test method.

2.34.2.2 Marking Specimens for
Identification

The simplest way to identify a specimen is to mark it
with letters or numbers applied by stamping with a
stencil or number punch. (Both of these methods have
potential problems – in the case of stenciled identifica-
tion the paint used may act as a crevice-former, while
stamping leads to an area of higher plastic strain, which
maymodify its corrosion behavior.) There is, of course,
always the danger that the identification marks will be
obliterated by corrosion. To guard against this, the
several specimens in a test should be identified further
by a record of their positions relative to each other or to
their supporting device. Before specimens are taken
from test, their identity should be established in this
manner unless inspection has already shown that the
identification marks have been preserved.

Other means of identification can be used on speci-
mens exposed to atmospheric corrosion. For example,
where stamped letters cannot be expected to persist,
identification may be provided by holes drilled in
particular positions or by notching the edges of speci-
mens in particular places, both in accordance with a
template. Where severe corrosion is encountered, the
identification by drilled holes is more permanent than
that achieved by notching edges.

Other means of identification sometimes used
satisfactorily involve chemical etching of the surface
(not to be generally recommended), or the formation
of letters or numbers by means of a vibrating stylus.
The former is advantageous in studies of stress-
corrosion cracking, in which stamped symbols could
lead to regions of stress concentration.

2.34.2.3 Number of Replicate Specimens

Practical considerations usually limit the number of
replicate specimens of each kind that can be exposed

for each period of test. At least two are recommended
for obvious reasons, and if a larger number can be
accommodated in the program more valuable results
can be secured – especially when it is desired to estab-
lish the reality of small differences in performance.
For statistical analysis, five replicates are desirable.
Accounts of statistical planning and analysis are given
by F. H. Haynie in Ailor2 and in ASTM G 16.

In providing replicates for tests to be subjected to
statistical analysis, it is necessary, in the original
sampling of the materials to be tested, to ensure that
normal variations in those qualities of the metals that
might affect the results are represented in each set of
samples.

In order to secure information as to changes in
corrosion rates with time, as in atmospheric exposure
tests, it is necessary to expose sufficient specimens to
allow sets to be taken from test after at least three
time intervals.

For preliminary tests where the number of test
specimens that can be accommodated is limited, yet
numerous materials are of possible interest, it is in
order to expose single specimens. This may be more
advantageous than limiting the compositions that can
be investigated by exposing half the number of mate-
rials in duplicate. Probably the greatest advantage in
exposing two specimens of a material instead of only
one is in detecting gross errors, as in weighing, etc.
rather than in any considerable improvement in the
precision of the observations that may be made as to
the relative behaviors of the metals tested.

2.34.2.4 Test of Fusion Welds

In view of the widespread use of welded joints in
equipment and structures exposed to corrosion, it is
necessary to know whether such welded joints will
demonstrate satisfactory resistance to attack. It is not
necessary to include welded specimens of all materi-
als in a preliminary study to discover which of them
have satisfactory resistance to a particular environ-
ment. Weld tests can be postponed until the prelimi-
nary selection has been made, or alternatively, those
materials expected in advance to be most likely to be
resistant can be exposed in the welded condition to
expedite the final answer.

There are several reasons for testing welded speci-
mens. The first is to discover whether the weld itself
will resist corrosion satisfactorily. A second purpose is
to discover whether the heat effects associated with
welding operations have been in any way detrimental
to the corrosion resistance of the parent metal near the
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weld as in the case of the so-called ‘weld decay’ of
stainless steels. Since weld deposits may themselves
be subject to a weld thermal cycle, it is necessary to
include cross welds in the design of welded specimens
for such corrosion tests. Further, a weld will generally
constitute a stress concentration, and unless postweld
heat treated, will contain residual contraction stress.
Thus, testingmay be necessary to generate appropriate
corrosion fatigue or stress-corrosion cracking data.
The latter may follow ASTM standard G 58, ‘Standard
Practice for the Preparation of Stress-Corrosion Test
Specimens for Weldments,’ for example.

A weld bead included in a test-piece is, to some
extent, peculiar to itself and may not necessarily be
representative of nominally similar welds to be made
by other welders under other circumstances. To this
extent, results of tests on welds must be subject to
some qualification in interpretation, having in mind
that what will be disclosed principally will be the overall
ability of the composition of the weld metal to resist
the corrosive environment. In some cases, entrapped
flux, craters, fissures, folds, surface oxides, etc. may
introduce localized corrosion that may or may not
occur with all welds of the type studied.

The heat effects of welding are to an even greater
extent peculiar to the particular test specimens used.
They will be influenced by the welding process, by
the skill of the welder, by the thickness of the metal
welded, by the type of joint made, and by the geome-
try and mass of the surrounding structure insofar as
they affect heating and cooling rates and areas over
which these effects apply. Consequently, what hap-
pens to a particular welded test-piece has a question-
able general significance, especially when the result
shows no apparent damage to a material known to be
susceptible to welding heat effects in corrosive envir-
onments. It should not be assumed that high heat
input during welding will represent the worst case.
For example, with ferritic steels that are sensitive to
hydrogen embrittlement stemming from environ-
mental action, low welding heat input can be most
detrimental because of the formation of hardened
structures in the weld area. Moreover, the possible
effects of multipass welding with attendant repeated
thermal cycles must be recognized in the design of a
suitable test-piece.

With some materials, there are specific heat treat-
ments that are known to reproduce the worst effects
of the heat of welding. It is recommended, therefore,
that in tests made to qualify a material for a particular
service environment, in addition to the exposure of
welded test specimens in order to observe effects of

welding heat, specimens that have been given a con-
trolled abusive or sensitizing heat treatment should
be included. As an illustration, austenitic stainless
steels may be held at 650–700 �C for 0.5–1 h, followed
by testing for susceptibility to intercrystalline attack
as in ISO 3651-1 or-2.

If such sensitized specimens remain as free from
accelerated corrosion as the welded specimens do,
then it can be concluded that no detrimental effects
of the heat of welding need to be anticipated in the
environment covered by the test. However, if the
sensitized specimens are corroded while the welded
specimens are not, there will remain the possibility
that, under some conditions of welding, difficulties
due to the effects of the welding heat may be encoun-
tered, and appropriate action or the substitution of
more reliable compositions will be required. Having
in mind the effect of time in damage of this sort, it
will be necessary to make a careful examination of
the corroded specimens to detect the first signs of
attack before it can be concluded that none has
occurred. In assessing the significance of attack
observed on drastically sensitized specimens, it is
necessary to keep in mind that no similar sensitiza-
tion may result from good welding practice. Likewise,
it should not be concluded that attack in a specific
test environment will occur to a similar extent or will
not occur at all, in some quite different environment.

The evaluation of heat treatments or the effec-
tiveness of stabilization by limiting carbon con-
tent of these stainless steels can be determined by
subjecting specimens to the ASTM standardized
acid copper sulfate test or boiling nitric acid test
(ASTM A 262).

2.34.2.5 Duration of Exposure

The duration of a particular test is likely to be deter-
mined by practical factors such as the need for some
information within a particular limit of time, or the
nature of the operation or process with which the test
is concerned. Tests are rarely run too long; however,
this can happen, particularly in laboratory tests
where the nature of the corrosive environment may
be changed drastically by the exhaustion of some
important constituent initially present in small con-
centration, or by the accumulation of reaction pro-
ducts that may either stifle or accelerate further
attack. In either case, the corrosivity of the environ-
ment may be altered considerably. Gross errors may
result from the assumption that the results apply
to the original conditions of the test rather than to
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some uncertain and continually changing conditions
that may exist during the course of too extended a
test period.

Rates of corrosion rarely remain constant with
time. More often than not, rates of attack tend to
diminish as a result of the formation of adherent
insoluble corrosion products or other protective
films originating in the environment (Figure 1).
Therefore, extrapolation of results of tests that are
too short is more likely to indicate a lower resistance
to attack than will actually be observed over a pro-
longed period of exposure. To this extent, such
extrapolation may be considered as conservative. At
the worst, it may lead to the use of a more resistant
material or a heavier section than is actually needed,
or to the exclusion from consideration of some mate-
rials that might be much better than the short-time
test results would indicate.

Tests should be of sufficiently long duration to
permit demonstration of the possible protective
nature of films. Lengthy tests would not normally
be required for materials that experience severe cor-
rosion, although there are cases where this is not so.
For example, lead exposed to sulfuric acid corrodes at
an extremely high rate initially, while building up a
protective film, then the rate decreases considerably
and further corrosion is negligible. Short tests on
such materials would indicate a high corrosion rate
and would be completely misleading. Short-term
tests can also give misleading results on alloys such
as stainless steels that form passive films. With bor-
derline conditions, a prolonged test may be needed
to permit breakdown of the passive film and the
subsequent more rapid attack. Consequently, tests
run for long periods are considerably more realistic
than those conducted for short periods.

Where anticipated corrosion rates are moderate or
low, ASTMG 31 suggests that the following equation
be used to estimate a suitable test duration:

Test durationðhÞ¼ 50=ðCorrosion rate;mm year�1Þ
For example, where the corrosion rate is 0.25mm
year�1, the test should run for at least 200 h.

Due to the relatively slow rate of the atmospheric
corrosion process, it is recommended in ISO 8565
that test exposures be on a schedule such as 1, 2, 5, 10,
and 20 years, depending on the corrosion resistance
of the metal or coating being tested. In some cases, a
total exposure of less than 2 years may be suitable. It
should be noted that, especially for short-term test-
ing, the results may depend on the season of initiation
of exposure. Therefore, it is recommended that expo-
sures are commenced in the period of highest corro-
sivity (usually autumn).

Tests in waters and soils should ordinarily be
allowed to run for extended periods in excess of
3 years, with removals of specimens in groups after
different time intervals. A desirable schedule for any
extended test in a natural environment is one in
which the interval between successive removals is
doubled each time. For example, the first removal
would be after 1 year, the second after 3 years, and
the third after 7 years, and so on. On the other hand,
test periods should not be significantly longer than
the process or exposure time of the end-use require-
ment. The testing of inhibitors for use in pickling or
cleaning treatments should be of a period commen-
surate with the practical requirement, which may be
for only a few minutes.

In any event, the actual duration of a test must be
reported along with the results, so that those who
may wish to make predictions based on them will
have an accurate idea of the extent to which they may
undertake any extrapolation or interpolation.

2.34.2.6 Heat Treatment

Many alloys are subject to drastic changes in their
response to the effects of corrosive media when they
have undergone certain heat treatments. The princi-
pal effect of interest is a loss of corrosion resistance to
some degree. This commonly takes the form of con-
centration of corrosion in particular regions or along
certain paths – as in the vicinity of grain boundaries –
where phases formed by heat treatment are most
likely to be concentrated. In other instances, and
particularly in castings, homogenizing heat treat-
ments may improve corrosion resistance by
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eliminating ‘coring’ or major differences in composi-
tion from point to point in the original dendritic cast
structure. Heat treatments that eliminate internal
stresses are obviously helpful in connection with
stress corrosion, but may induce structural changes
that can affect corrosion in other forms.

Heat treatments involving heating to a tempera-
ture high enough to take harmful phases into solu-
tion, followed by cooling (e.g., by quenching) at a rate
high enough to hold such phases in solution, may also
be helpful in improving resistance to corrosion by
avoiding attack that would otherwise be associated
with a precipitated phase or compound.

Obviously, some knowledge of the possible effects
of such heat treatments is essential for a complete
understanding of the corrosion behavior of an alloy.
Studies along this line should follow the initial selec-
tion of a material considered to be possibly useful for
a particular service. Thus, it should be tested in the
condition most likely to resist corrosion. Sometimes
the obtaining of this condition may require annealing
at a temperature sufficiently high to take any possibly
harmful phases or compounds into solution followed
by quenching to prevent them from precipitating.
Following this preliminary selection, it would be
prudent to carry out additional corrosion tests on
specimens that have been deliberately subjected to
any possibly detrimental heat treatments to which the
material may be subjected during processing, fabrica-
tion, or use.

Heat treatment may also affect the extent and
distribution of internal stresses. These may be elimi-
nated by appropriate annealing treatments that can
remove susceptibility to stress-corrosion cracking.
This must be explored in any study of the perfor-
mance of materials in environments where stress-
corrosion cracking is a hazard. In particular cases,
stress-relief annealing treatments may result in the
appearance of new phases that, while eliminating the
stress-corrosion effects, will induce another type of
path of attack. This possibility must be kept in mind
in assessing the overall benefits of heat treatments
applied primarily for stress relief.

In other instances, heat treatments involving
quenching, tempering, or holding at some tempera-
ture to precipitate an age-hardening compound are
employed to secure some desired level of hardness or
other mechanical properties. It is obviously necessary
to explore what effects such heat treatments may
have on the corrosion resistance of the material in
the condition, or conditions, of heat treatment in
which it is to be used.

2.34.2.7 Stress Effects

Techniques for studying the effects of stress on cor-
rosion are covered in some detail elsewhere in this
work. So far as attention to stress effects in a general
materials-selection program is concerned, it is sug-
gested that this should be a supplement to the initial
selection of processing materials by exposing speci-
mens to what approaches their best condition to resist
corrosion, that is, free from stresses. Materials found
to be worthy of further consideration in this way can
be subjected to tests for stress effects. Where it is
desired to discover whether severe internal stresses
can be satisfactorily accepted, it will suffice to expose
specimens in such a condition of stress. For example,
a crucial test can be made by using a specimen in the
form of a heavily cold-drawn tube in the as-drawn
condition flattened on one end to introduce some
additional multiaxial stresses. If such a severely cold-
worked specimen suffers no stress-corrosion crack-
ing in a test, then the danger of this occurring on any
structure of that metal in the environment represented
by the test is extremely remote.

2.34.2.8 Appraisal of Damage

There are many ways of determining the extent or
progress of corrosion. The choice may be determined
either by convenience or on the basis of some special
interest in a particular result of corrosion or in a
particular stage of a corrosion process.

Probably the most frequently made observation is
the change in mass of a test-piece. This may take the
form of a mass gain or a mass loss.

Mass-gain determinations are most common in
studies of the extent and rate of oxidation or scaling
at elevated temperatures. Very precise studies of this
sort can be made by continuous observation of mass
changes, as in the use of microbalances, such as used
and described by Gulbransen.7 Such data have quan-
titative significance only when the exact composition
(metal content) of the scale is known or can be
determined and when there has been no loss of
loose scale during or after the test. Fundamental
studies of the initial stages of corrosion when films
of a few monolayers are formed have made use of an
ellipsometer to follow the increase of thickness of
corrosion products without disturbing the specimen.8

In most other cases, data on gains in mass due to
the accumulation of corrosion products have little
quantitative significance, since there is usually a
question as to how much of the corroded metal is

Corrosion Testing and Determination of Corrosion Rates 1451

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



represented in the corrosion products that remain
attached to the specimen at a particular time. There
are also uncertainties as to the chemical composition
of corrosion products, which may consist of mixtures
of several compounds with varying amounts of com-
bined or uncombined water, depending on the
humidity of the atmosphere at the time.

For these reasons, it is much better to determine
the amount of metal removed by corrosion by weigh-
ing what is left after the removal of all adherent
corrosion products by some method that will not
cause further attack in the process, or by making
proper correction for losses in the cleaning process.
(Removal of corrosion products is dealt with in detail
in Appendix A.) Subtracting this final mass from the
original mass will give the loss in mass during the test.
Since the extent of this loss in mass will be influenced
by the area exposed, as well as by the duration of
exposure, it is desirable, to facilitate comparisons
between different tests and different specimens, to
report the loss in mass in a unit that includes both
area and time. A most commonly used unit of this
sort is milligrams weight loss per square decimeter of
exposed surface per day (24 h) (mdd).

The unit gram per square meter per annum (gma)
is sometimes used in atmospheric corrosion tests (see
ISO 9226) where ‘a’ represents ‘year.’ It must be
recognized that these units embody two assumptions
that may not, in fact, be true. The first is that corro-
sion has occurred at a constant rate throughout the
test period. This is rarely the case, since most rates of
attack tend to diminish with time, but if the duration
of the test and the actual loss in mass are also
reported, the user of the data can take this into
account. The second probable error in a mass loss/
unit area unit is that it implies that corrosion has
proceeded uniformly over the whole surface. These
units, therefore, will give the wrong impression as far
as the probable depth of attack is concerned, if cor-
rosion has occurred at only a few spots on the surface
of the specimen. Obviously, the mdd and gma units
have limited significance when corrosion has taken
the form of scattered pits or has been confined to the
crevices where the specimen was supported. This
should be covered by appended notes describing the
nature and location of the corrosion represented and
should be supplemented by data on the actual depths
of the pitting or crevice attack. Here, again, the report
should include data on the actual mass losses and
duration of exposure.

Expression of mass loss in terms of a percentage
of the original mass of a test-piece is usually

meaningless except for comparing specimens of the
same size and shape, since it does not take into
account the important relationship between surface
and mass.

As indicated, it is necessary to measure and report
the depths of any pitting or other localized corrosion,
such as in crevices, that may have occurred. It is also
useful to provide information on the frequency of
occurrence, distribution, and shape of pits, since
these features are likely to have practical significance.
Champion1 has produced charts in which the number
of pits/unit area, the size of pits, the depth of pitting,
cracking, and general attack can each be rated by the
numbers 1–7. Where the number of pits is very large,
it is obviously impracticable to measure the depths of
all of them. Consequently, the practice of choosing 10
of the deepest pits and reporting their average depth
and that of the deepest of them has developed. All
surfaces of the specimen should be examined in
selecting the 10 deepest pits.

There are several ways of measuring pit depths,
but in all cases these measurements are facilitated if
corrosion products are first removed (see Appendix A).
If the pits are large enough, their depths may be
measured directly with a pointed micrometer or with
an indicating needle-point depth gauge. Otherwise,
they may be measured optically with a microscope
by focusing in turn on the surface of the specimen
and, on the bottom of the pit using a calibrated wheel
on the fine-focus adjustment rack for this focusing
operation. In some instances, the small dimensions or
shapes of pits may require metallographic examination
of a cross-section for a precise measurement of depth.
Such metallographic examination may also be useful
in detecting an association of pitting with a structural
feature of the metal.

Since it is often difficult to visualize the extent of
attack in terms of depth from such mass-loss units as
mdd, it is common practice to convert these mdd
figures into others to indicate depth of penetration,
for example, millimeter per year or mils per year
(mpy), where 1mil¼ 0.001 in. Such calculations suffer
from the same defects as the mdd figures in that they
take into account neither changes in corrosion rates
with time nor nonuniform distribution of corrosion.
However, since such conversions are often made, it is
desirable for the initial reporter of the test results to
make the calculations accurately and to report corro-
sion rates in both mdd and mmyear�1 or similar units.

The basic formula for making such calculation is:

mdd� 0:0365=r ¼ mm year�1
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where r is the density of the metal (g cm�3). Some
values showing the relationship between mdd, and
mpy and mmyear�1 are given in Table 1.

Losses in mass will also not disclose the extent of
deterioration that may result from the distribution of
a very small amount of attack concentrated along
grain boundaries or in transgranular paths (as in
some cases of stress-corrosion cracking). In such
instances, an apparently trivial or even undetectable
loss in mass may be associated with a practically
complete loss of the strength or ductility of the cor-
roded metal. Where this may be suspected, or in
any doubtful cases, the mass-loss determinations
must be supplemented by other means of detecting

this sort of damage, including simple bend tests
followed by visual or metallographic examination to
disclose surface cracking, quantitative tension tests,
and direct metallographic examination of cross-
sections. Changes in electrical resistance have been
used as a measure of intergranular attack.9 Because
of the nature of such resistance determinations,10,11

they have been more useful for comparing specimens
of a particular kind and size than as a basis for quanti-
tative expression of rates of attack.

The characteristic mode of corrosion of some
alloys may be the formation, as a corrosion product,
of a redeposited layer of one of the alloy constituents,
as in the case of the brasses that dezincify, or of a
residue of one of the components, as in the case of the
graphitic corrosion of cast iron. Particularly in the
case of the dezincified brass, the adherent copper is
not likely to be removed with the other corrosion
products, and therefore, the mass-loss determination
will not disclose the total amount of brass that has
been corroded. This is especially important because
the copper layer has very little strength and ductility
and the extent of weakening of the alloy will not be
indicated by the mass loss. In these cases, also, the
mass-loss determinations must be supplemented by,
or replaced by, mechanical tests or metallographic
examination, or both, to reveal the true extent of
damage by corrosion. Difficulties in obtaining accu-
rate mass losses of heavily graphitized specimens have
been reported.12

Whenever changes in mechanical properties, such
as performance in tension tests, fatigue tests, and
impact tests, are to be used as a measure of corrosion
damage, it is obviously necessary to provide test data
on the relevant properties of the uncorroded metal.
When tests extend over long periods during which
the alloys being tested may be subject to changes in
mechanical properties due to ageing effects, entirely
aside from corrosion, it will be necessary to provide
sets of specimens that may be subjected to similar
ageing in a noncorrosive environment so that by
direct comparison with corroded specimens of the
same age the changes due to corrosion can be sepa-
rated from those due to ageing. Preferably the control
specimens should be stored so that they will be sub-
jected to the same thermal experience as the speci-
mens undergoing corrosion. This is usually very
difficult to accomplish while maintaining the control
specimens completely protected from corrosion.

In calculating the strength properties of the cor-
roded specimens and comparing them with those of
the uncorroded control specimens after appropriate

Table 1 Relationship between corrosion rate in mg

dm�2 d�1 (mdd) and penetration in mpy and mm y�1

Material Density
(g cm�3)

Penetration
equivalent to a
corrosion rate of
1mdd

mpy mm year�1

� 102

Aluminum 2S 2.72 0.528 1.342

Ambrac (Cu-6.5Si) 8.86 0.162 0.412
Brass (admiralty) 8.54 0.168 0.427

Brass (red) 8.75 0.164 0.416

Brass (yellow) 8.47 0.170 0.432

Bronze, phosphor
(5% Sn)

8.86 0.162 0.412

Bronze (silicon) 8.54 0.168 0.427

Bronze, cast
(85–5–5–5)

8.70 0.165 0.419

Cast iron 7.20 0.200 0.508

Copper 8.92 0.161 0.409

Cu-30Ni 8.95 0.161 0.409
Hastelloy A 8.80 0.163 0.414

Hastelloy B 9.24 0.155 0.394

Hastelloy C 8.94 0.161 0.409

Inconel 600 8.42 0.171 0.434
Iron–silicon alloy 7.0 0.205 0.521

Lead (chemical) 11.35 0.127 0.323

Monel 8.84 0.163 0.414
Nickel 8.89 0.162 0.412

Nickel silver

(18% Ni)

8.75 0.164 0.417

Ni-resist 7.48 0.192 0.488
Silver 10.50 0.137 0.348

Stainless steel

Type 304

7.92 0.181 0.462

Stainless steel
Type 430

7.61 0.189 0.480

Steel (mild) 7.86 0.183 0.465

Tin 7.29 0.197 0.500

Zinc 7.15 0.201 0.510
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mechanical tests, it will be necessary to take into
account the actual area of the cross-section of the
corroded metal and report results on this basis
instead of, or as well as, on the basis of the original
cross-section before exposure, such as would be
represented by the uncorroded control specimens.

In view of possible or probable variations in
mechanical properties among different specimens of
the same metal cut from different sheets or other
pieces, or even from different sections of the same
sheet or piece, it is necessary to pay careful attention
to the initial sampling of stock to be used for control,
as well as exposure, specimens. An interesting case in
which several of these considerations were involved
was provided by the long-time atmospheric exposure
tests of nonferrous metals carried out by Subcommit-
tee VI of ASTM Committee B-3 on Corrosion of
Non-Ferrous Metals and Alloys13 in which changes
in tensile properties were used as one of the means of
measuring the extent of corrosion.

Tests carried out for particular purposes maymake
use of other special means to measure the progress of
corrosion. For example, changes in the reflectivity of
polished surfaces14,15 have been used as a sensitive
means of following changes in the very early stages of
corrosion in laboratory studies. A similar technique
has been applied on a practical scale in connection
with the direct evaluation of the relative merits of
different alloys as used for mirrors in searchlights
exposed to corrosive natural atmospheres.

Kruger,16 at the then US National Bureau
of Standards, used an ellipsometer to follow the
growth of very thin corrosion-product films (oxides)
during the initial stages of corrosion. This requires a
knowledge of the composition of the oxide and its
refractive index.

In some cases, the principal interest is in the possi-
bility of undesired contamination or other alteration
of an environment rather than in the rate of destruc-
tion of the metals being tested. Here, in addition to
paying attention to the usual factors that influence
rates of corrosion, it is also necessary to consider the
ratio of the area of the test specimen to the volume or
mass of test solution, and the time of contact. All of
these factors may be quite different in a test fromwhat
would be obtained in a practical case, and any distor-
tions of the test in these ways must be taken into
account in planning the test and in interpreting the
results.

In cases such as this, the possible contamination of
the solution by corrosion products may be estimated
from the loss in mass of the test specimen. This,

however, does not make any distinction between solu-
ble and insoluble corrosion products, which may have
different effects and which can be studied best by
chemical analysis of the test solution and the materials
filtered from it. Similarly, chemical analysis may be
required to detect any other changes in the composi-
tion of the test solution that may be of interest.

Particularly in theoretical studies of corrosion
processes, it has been useful to measure the pro-
gress of corrosion in terms of the rate or extent of
consumption of oxygen in the corrosion reactions.
This technique has been very useful in following
the progress of wet corrosion or of oxidation in its
initial stages.17

Somewhat along the same lines is the measure-
ment of the volume of hydrogen generated as corro-
sion proceeds.18,19 This technique has been used not
only in theoretical studies, but also as a means of
comparing some corrosion-resisting characteristics
of different lots of steel that seem to affect their
behavior when used as a base metal for tin cans.20–22

The polarograph has been found to be a very
useful tool for following the progress of corrosion,
especially in its early stages, by measuring minute
changes in the composition of the solution, as in the
consumption of some constituent, such as oxygen, or
by the accumulation of metal salts or other reaction
products, such as hydrogen peroxide.23

An electrical resistance method that directly mea-
sures loss of metal from a probe installed in the
corrosive system under study is described as follows.
It is reported that corrosion equivalent to a thickness
loss of as little as 2.5 � 10�7 cm can be detected.24,25

This technique is most useful as a means of monitor-
ing steps taken to reduce corrosion, for example, by
inhibitors, or to detect changes in the corrosivity of
process streams. Electrical methods of determining
corrosion rates are considered subsequently.

Temperature effects may also be used in test
methods, notably for assessing the effects of inhibi-
tors in acid solutions. The technique is based on the
one first proposed by Mylius,26 which records the
temperature–time behavior associated with the exo-
thermic reaction resulting from the initial contact of
a metal with a corrosive acid solution. The effective-
ness of inhibitors may then be determined from their
effects on the temperature–time behavior.27

2.34.2.9 Removal of Corrosion Products

An ideal method for removing corrosion products
would be one that would remove them completely
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without causing any further corrosion or other dete-
rioration of a test specimen in the process. Procedures
that achieve this ideal or approach it very closely have
been developed for many of the common alloys.

There are numerous satisfactory methods of clean-
ing corroded specimens, but whatever the method, its
effect in removing base metal should be determined
for each material28–30 taking into account possible
differences between the behavior of ‘as-new’ and cor-
roded base metal (see Appendix A). The various meth-
ods may be classified as follows:

1. Mechanical treatment:
a. scrubbing with bristle brush,
b. scraping,
c. wire brushing,
d. grit, shot, sand blasting;

2. Chemical treatments:
a. organic solvents,
b. chemical reagents;

3. Electrolytic treatments as cathode in solutions of
the following:
a. sulfuric acid, usually inhibited,
b. citric acid,
c. potassium cyanide,
d. sodium hydroxide.

Further details of removing corrosion products are
given in Appendix A.

2.34.3 Laboratory Corrosion Tests

2.34.3.1 Total-Immersion Tests

The total-immersion corrosion test is most adaptable
to rigorous control of the important factors that
influence results. This control may be achieved in
different ways and it is unnecessary and undesirable
to seek a standardized method or apparatus for uni-
versal use. All that is required is a recognition of what
is essential, as covered, for example, by the ASTM
procedure G 31. This represents a code of minimum
requirements without insisting on the use of any
particular kind of apparatus or specifying the exact
conditions of aeration, temperature or velocity to be
used. Since different metals respond differently to
effects of aeration, temperature and velocity, the
setting up of standard test conditions in terms of
these factors would be inappropriate. Depending on
the environment, such standardized testing condi-
tions would favor maximum corrosion of some mate-
rials and minimum corrosion of others and thus lead
to gross errors in indicating any general order of

merit applicable under conditions differing from
those of a standardized test.

In some instances, it may be possible, although it is
usually very difficult, to undertake laboratory corro-
sion tests under conditions that will be the same as
those encountered in some practical application and
thus to secure some directly applicable data. More
often, the conditions of service are so variable or so
difficult to appraise accurately and duplicate in the
laboratory that it is impractical and probably unwise
to attempt to do so. A better procedure is to examine
the individual effects of the several controlling fac-
tors by varying them one at a time so as to provide a
picture of their influence on the behavior of the
materials of interest in the corrosive medium being
investigated. This information will be helpful in
deciding whether the conditions of a particular use
are favorable or unfavorable to the materials being
considered. It will also serve as a guide to account for
behavior in service and to suggest changes in the
operating conditions that may be expected to reduce
corrosion of a material being used.

In many cases, and particularly in aqueous solution,
the most important controlling factors will be solution
composition, temperature, aeration, and velocity.

2.34.3.1.1 Solution composition
When designing tests to determine the effects of solu-
tion composition on corrosion, it is important
to understand the nature of the controlling pro-
cess. In the case of many metals and alloys, the rate-
determining step will be the supply of cathodic
reactant to the metal surface. This is particularly
true in neutral solutions where corrosion will often
be under oxygen diffusion control. Thus, tests in
stagnant (unstirred, quiescent) conditions may be
inappropriate, since the effects of solution composi-
tion will be insignificant compared with the oxygen
diffusion effect. In stagnant conditions, corrosion rates
of mild steel in, for example, sodium chloride, sodium
sulfate and other salt solutions will be effectively the
same over a range of concentrations. The effects of
anion type and concentration begin to be shown only
with movement of the solution, that is, when oxygen
access to the metal surface is facilitated to the point
where it may be no longer rate controlling. Specific
effects of anions in stagnant solutionswill, however, be
found when the anion has oxidizing properties, as in
the case of nitrate and in systems where the dominant
cathodic reaction is hydrogen evolution.

Care must therefore be taken in designing tests to
study the effects of solution composition since
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different results will be obtained depending on the
degree of aeration and/or movement of the solution.

Variations in solution composition throughout a
test should be monitored and, if appropriate, cor-
rected. Variations may occur as a result of reactions
of one or more of the constituents of the solution with
the test specimen, the atmosphere or the test vessel.
Thus, it is important that the composition of the
testing solution is what it is supposed to be. Carefully
made-up solutions of pure chemicals may not act in
the same way as nominally similar solutions encoun-
tered in practice, which may, and usually do, contain
other compounds or impurities that may have major
effects on corrosion. This applies particularly to ‘arti-
ficial’ seawater, which is usually less corrosive than
natural seawater. This subject is discussed in detail
in a Special Technical Publication of ASTM,31 and
tests with natural, transported, and artificial seawater
have been described.32 Suspected impurities may be
added to the pure solutions in appropriate concen-
trations or, better still, the testing solutions may
be taken directly from plant processes whenever this
is practical.

It should also be pointed out that in exploring the
effects of the concentration of a particular acid or
other chemical on its corrosivity, it is necessary to
cover the full possible variation of concentrations
thoroughly, since it frequently happens that particu-
lar ranges of concentration are especially corrosive to
some metals. This extends to the highest degrees of
concentration where sometimes the complete elimi-
nation of water may increase corrosion a great deal –
as in the case of aluminum in acetic acid. On the
other hand, the presence of a trace of water may make
other chemicals much more corrosive – as in the case
of bromine and other halogens.

It should be noted, also, that exposing a specimen
to a solution of some chemical while it is being
concentrated by evaporation practically to dryness
will not suffice to explore the effects of the complete
range of concentration, simply because the period in
which any particular concentration range exists is not
likely to be long enough to permit any especially
corrosive effects to be detected in the overall result.

2.34.3.1.2 Temperature control

Of the factors mentioned, temperature is probably the
easiest to control; this can be accomplished by means
of a thermostat or by operating at the boiling point of
the testing solution with an appropriate reflux con-
denser to maintain the solution at a constant concen-
tration. Control to �1 �C is not hard to accomplish.

The need for temperature cycling should be taken
into account when designing or conducting tests. The
nature of the test vessel should be considered for tests
in aqueous solutions at temperatures above about
60 �C since soluble constituents of the test vessel
material can inhibit or accelerate the corrosion pro-
cess. An inhibiting effect of soluble species from glass,
notably silica, on the behavior of steel in hot water
has been shown.33 Pure quartz or polymeric materials
are often more appropriate for test vessel construc-
tion. (It should also be recognized that the control of
gas concentrations becomes more difficult as temper-
ature approaches the boiling point of the solution.)

2.34.3.1.3 Aeration

Control of aeration is more difficult. Aeration here
means the amount of oxygen supplied either as such
or, more commonly, in air. In some situations, it may
not require a large amount of air bubbled through a
solution to accommodate even a modest rate of cor-
rosion of a small test-piece. Figure 2 shows the
relationship between the rate of supply of air used
for aeration and the rate of corrosion of Monel alloy
in 5% sulfuric acid.

To facilitate rapid solution of oxygen from air
bubbles it is desirable to make these as small as possi-
ble, for example, by having the air enter through a
porous thimble or sintered glass disc. Much less satis-
factory results are secured by simply letting air escape
into the solution from a tube drawn to a fine tip.

It is also undesirable to permit air bubbles to
impinge directly on the test-pieces. This can be
avoided by placing the aerator inside a chimney.

When it is desired to study effects of various
degrees of aeration, it is better to do this by varying
the oxygen content of the saturating gas (e.g., by
using controlled mixtures of oxygen and nitrogen)
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introduced at a constant and adequate rate than by
attempting to vary the rate of admission of a gas (such
as air) of constant composition. This extends as well
to zero aeration, which can best be accomplished by
saturating the test solution with deoxygenated nitro-
gen or other inert gas. It is unwise to assume that,
because no air is purposely added, oxygen has been
excluded from a test solution in a vessel open to air.
Such a practice provides a low oxygen availability
that is not sufficiently under control to ensure repro-
ducible results.3

2.34.3.1.4 Velocity

Controlled flow conditions can be achieved either by
having the test-piece move through a notionally sta-
tionary liquid or by having a moving liquid come into
contact with a stationary test-piece. Occasionally
tests may involve both types of exposure. Details of
test procedures are presented elsewhere.

The achievement of zero velocity in a test set-up
is about as difficult as the accurate control of some
high velocity. It is a common mistake to assume
that by not making any attempt to move either the
specimen or the testing liquid, the relative velocity
between them will be zero. This neglects such effects
as convection currents and the agitation due to the
effects of corrosion products streaming under the
influence of gravity. The most common difficulty
arising from this situation is that these uncontrolled
effects in tests made under presumably quiet or stag-
nant conditions make it very difficult to secure repro-
ducible results from test to test. Therefore, even when
there is no practical interest in the effects of any
appreciable velocity, it is desirable to provide for
some controlled movement of either the specimens or
the solution at some velocity such as 7.5 cm s�1, readily
achieved with a vertical circular-path machine.

Equipment of this type in which the specimens are
moved in a vertical circular path with all portions of
the surface of a specimen moving at the same speed
has been used in instances where such moderate test
velocities are required. Statistical analysis of data
from tests with an apparatus by Wesley4 has demon-
strated satisfactory reproducibility of results not only
among specimens in a particular test, but also from
test to test undertaken at different times.

Where effects of much higher velocities are to be
studied, various devices have been used to move test-
pieces through the testing solution at high velocity.

One procedure is to use test specimens in the form
of discs, which can be rotated at the desired speed
while either wholly or partly immersed in the testing

solution, and Freeman and Tracy described a device
of this sort in a contribution to the ASTM Sympo-
sium on Corrosion Testing Procedures.28 With their
apparatus the specimen discs were mounted on hori-
zontal shafts and were partially immersed in the
testing solution.

A similar method of test was used at the Interna-
tional Nickel Company’s Corrosion Laboratory at
North Carolina. The specimen discs are mounted
on insulated vertical spindles and submerged in sea-
water, which is supplied continuously to the tank in
which the specimens are immersed. The maximum
peripheral speed of the spinning disc is about
760 cm s�1, and the characteristic pattern of attack
is shown in Figure 3(a). Studies of variation of depth
of attack with velocity indicate that at low velocities
(up to about 450 cm s�1) alloys such as Admiralty
brass, Cu–10Ni and cupronickel alloys containing
iron maintain their protective film with a consequent
small and similar depth of attack for the different
alloys. At higher velocities the rate increases due to
breakdown of the film.

(a)

(b)

Figure 3 (a) Distribution of corrosion on surfaces of
rotating disc specimens and (b) assembly of specimens

attached to rotating discs.

Corrosion Testing and Determination of Corrosion Rates 1457

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Tests of this sort indicate a sort of critical velocity
for each material that marks the boundary between
the maintenance and loss of protective films. These
apparently ‘critical’ velocities must be considered as
relative and only applicable to the conditions of test
in which they are measured. Because of the complex
effects associated with the differences in velocity
from point to point on such rotating specimens, the
apparent ‘critical velocity’ obtained in a given test
may be quite different from what might be indicated
by another test in which the same velocity is achieved
in some other way – as by moving the liquid past a
stationary specimen at a uniform velocity from point
to point. The apparent ‘critical velocity’ indicated by
this latter method of test will likely be higher for
many materials than that shown by the spinning
disc test. Thus, the establishment of critical velocities
by a particular method of test will afford only quali-
tative data regarding the relative abilities of a number
of materials to resist the destructive effects of high
velocity. Furthermore, the critical velocity at which
severe attack commences has been found to depend on
the diameter of the disc so that no quantitative signifi-
cance can be attached to it. This restriction extends as
well to tests with iron discs, where attack is concen-
trated at the centre of the disc rather than at the
periphery, irrespective of its diameter. (Small varia-
tions in solution composition may also affect the value
of any critical velocity. In laboratory tests using recir-
culating artificial seawater the presence of dissolved
copper from copper alloy test-pieces has been shown
to affect the critical velocity for such materials.)34

Somewhat similar tests may be made by attaching
specimens to discs that can be rotated at some desired
velocity in the testing medium. A machine of this sort
that is used extensively in studying corrosion of
metals by seawater at high velocity was developed
by the staff of the US Naval Engineering Experiment
Station at Annapolis, Maryland.35 A typical assembly
of discs and specimens is shown in Figure 3(b).

The action of the rotating discs with their attached
specimens causes violent agitation of the liquid in the
tank. Depending on the height of liquid above the
specimens, as determined by the location of the over-
flow pipe, there may be considerable whipping of
air bubbles into the liquid or none at all, as desired.
The heat of agitation causes the temperature to rise.
This may be controlled readily by adjusting the
amount of fresh cold liquid, for example seawater,
allowed to pass into the tank and out through the
overflow pipe. It is not difficult to hold the tempera-
ture within 1–2 �C of the desired value.

The use of rotating discs to carry test specimens
has been extended to studies of protective coatings in
what are considered to be ‘accelerated’ tests of such
coatings for service underwater.36

Velocity effects involving a high differential in
velocity between adjacent areas are achieved simply
by exposing a test specimen to the action of a
submerged jet. This sort of test has been very popular
and very useful in studying impingement attack or
erosion of condenser tube alloys. It was introduced
originally by Bengough and May37 and later modifi-
cations were described subsequently by May and
Stacpoole.38 The appearances of typical specimens
from this test are shown in Figure 4. In this test the
dimensions of test specimens should be standardized,
since the depth of attack has been found to be influ-
enced by the extent of the immersed area of the
specimen that is outside the impingement zone.

Along the same general lines is an apparatus
employed by Brownsdon and Bannister39 in which a
stream of air at high velocity is directed against the
surface of a submerged test specimen.

A straightforward way to study velocity effects is
to force the testing liquid through tubular specimens,
which may be arranged to form model piping systems
for studying the peculiar corrosion that may re-
sult from severe turbulence effects downstream of
valves, reducers, branch connections, elbows, and
other fittings. In such systems the rates of flow can be
measured by suitable orifice meters and regulated by
control valves. A somewhat similar technique applied
to condenser-tube alloys is to test them as installed in
model tube-bundle assemblies.40 Butler and Ison have
described a laboratory test rig for studying the effects
of flowing water on steel pipework.41

Othermethods involve holding specimens in suitable
fixtures so that they form the walls of channels through
which the test solution can be passed at controlled rates
of flow. Such devices have been used at the Harbor
Island Test Station in North Carolina primarily for
studying the electrode potential and polarization char-
acteristics of metals and alloys, but they are also suitable
for observing effects of velocity on corrosion. This is
illustrated in Figure 5 in which the specimen and Pt
electrode are of the same size and are placed parallel to
one another in the holder. When required potentials are
measured by inserting a capillary through the hole in the
Pt, it is removed to avoid shielding effect.

Effects of velocity are sometimes aggravated by
the presence of abrasive solids in suspension, which
increases deterioration by straight mechanical abra-
sion as well as accelerating corrosion by continually

1458 Experimental Techniques for Evaluating Corrosion

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



exposing fresh surfaces to attack. Such attack is
especially serious with pumps, agitators, and piping
systems. Special apparatus has been designed to
measure the performance of materials under
such conditions, as described, for example, by
Fontana.42

Special devices have been used to study erosion-
corrosion by boiler water moving at high velocity, and
an example is the method used by Wagner et al.43

Where high rates of flow are desired with a small
volume of testing liquid, a specimen may be
mounted in the form of a tube inside a large glass
tube and a small mass of liquid may be forced to flow
through the restricted annular space between the
two tubes. Such a method was used successfully in
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A Arsenical 70/30

 brass
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 admiralty brass
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 aluminum brass

Cu 10Ni

Cu–30Ni–1Fe 1Mn

Cu–30Ni–2Fe 2Mn
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B

C

D

E

F

G
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after 1000 h
(g)
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impingement pit
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Appearance

0.262

0.422
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0.019
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1
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<1

<1

9
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 surrounding area darkly
 stained
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 opposite jet
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 beneath brown tubercles
 of corrosion products.
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 next to sample holder.
 No measurable attack
 opposite jet

No measurable attack
 opposite jet

No measurable attack
 opposite jet

Pitted opposite jet

Materials conform to BS 2871 and ASTM B111

Figure 4 (Top) Pattern of corrosion of jet-impingement test specimens and (bottom) sample test data and results.
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Figure 5 Components of apparatus in which specimens

form walls of channel for test solution.
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studying corrosion by milk where the volume of
milk was small, the required movement being
achieved simply by the use of an air lift to return
the milk to an overhead reservoir from which it
flowed by gravity through the test set up.44 Veloci-
ties as high as 0.6 m s�1 were studied in this way.

2.34.3.1.5 Volume of testing solution
If exhaustion of corrosive constituents that may be
present in minute concentrations and the accumula-
tion of reaction products which may either accelerate
or stifle further attack are to be avoided, the volume
or mass of testing solution must be sufficiently large
to avoid effects caused by these factors. In laboratory
tests, however, practical considerations limit the vol-
ume of testing solution that can be provided for.
A minimum of 250ml of testing solution for each
6.3 cm2 of specimen area is suggested in NACE
TM0169.

2.34.3.1.6 Support of specimens

Since crevices set up where specimens are in contact
with their supports and may become the seats of
accelerated corrosion by concentration cell effects,
special attention should be given to this detail in
setting up tests. The area screened by the supporting
members should be kept to a minimum, for example,
bymaking contact at a point or along a line rather than
over any appreciable area. In some instances it may be
desirable to apply some protective coating to the areas
that are in contact with the supporting members. In
any event, any corrosion that has occurred in the area
of the supports should be taken into account in
appraising and reporting the results of a test.

Somewhat along the same lines are techniques
that have been employed to avoid edge effects by
having the specimen come into contact only with a
pool of testing solution, which does not cover its
complete surface – as described, for example, by
Brennert.45 A more elaborate technique in which
the pool of testing solution was circulated by thermal
currents was described by Smith.46

2.34.3.2 Alternating-Immersion Tests

Onemeans of ensuring aeration of a testing solution in
contact with a specimen is provided by an alternating-
immersion corrosion test in which the specimen is
alternately immersed in a solution and withdrawn
from it in some predetermined cycle. This procedure
also has the effect of allowing the test solution that
clings to the specimen to become concentrated by
evaporation while the specimen is out of the liquid,

and in addition it permits corrosion products to
remain and reach greater concentrations and undergo
more chemical changes in immediate contact with the
metal than can occur in continuous-immersion tests.
In these ways, an alternating-immersion test may
simulate certain circumstances of practical corrosion
better than a continuous-immersion test and may,
therefore, be preferred.

Since the conditions of this test can be standar-
dized fairly readily, it has also been used as a routine
test in comparing different alloys of the same general
kind in the course of studies of effects of composition
on properties, as, for example, in the researches by
Hanawalt et al. on the corrosion of magnesium.47

The ASTM have established a recommended pro-
cedure for alternating-immersion stress corrosion
tests in 3.5% NaCl solution (ASTM G 44).

The alternating immersion may be accomplished
either by moving specimens held in a suitable sus-
pension rack into and out of containers holding the
test solution, by leaving the specimens fixed and
raising and lowering the solution containers around
them so as to immerse them or leave them suspended
above the solution, or by using a combination of
pump and siphon to move the solution between two
reservoirs.

To favor reproducibility of results, the cycles of
immersion and withdrawal must be kept the same
from test to test. It is necessary to control the tem-
perature and humidity of the atmosphere surround-
ing the test setup as these affect the rate of
evaporation of the solution and of drying of the speci-
mens when they are out of the solution. It is also
necessary to provide for replenishing losses of water
from the test solution resulting from evaporation.

2.34.3.3 Water-Line Tests

Materials may be subject to intense localized attack at
the liquid level when they are partially immersed in
a solution under conditions where the water line
remains at a fixed position for long periods. This
attack may be the result of concentration cell effects
complicated by differences in the nature and adher-
ence of corrosion-product films as they form in the
water-line region as compared with those that form
above or below this region.

The testing technique is very simple since it
involves no more than providing means of supporting
a specimen or specimens in a fixed position of partial
immersion, and of maintaining the liquid level con-
stant by the continuous addition of distilled water to

1460 Experimental Techniques for Evaluating Corrosion

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



make up for evaporation losses. For maximum repro-
ducibility of results, the dimensions of the specimens,
and especially the ratio of areas above and below the
liquid level, should be held constant, as should be the
depth of immersion.

2.34.3.4 Heat-Flux Effects

When heat flows into or out of a fluid through a
containing wall, the wall surface reaches a temperature
that differs from that of the bulk of the fluid. The wall’s
corrosion resistance at this temperature may be signif-
icantly different from its resistance at the bulk-fluid
temperature. Tubes or tank walls heated by steam or
direct flame have failed in service in which similar
materials, not so heated, performed acceptably.

The name ‘hot wall effect’ was given to this phe-
nomenon by Benedicks48 who observed separation of
dissolved gas from aerated water in boiler tubes. The
metal wall was insulated from the cooler boiler water
by the gas, its temperature rose substantially, and the
more severe corrosion took the form of pitting. It was
recognized subsequently that even without such gas
formation, a hot-wall effect resulted when heat flowed
through a wall into a fluid. The temperature difference
that had to exist in order for heat to flow was increased
by the insulating effect of the thin film of almost
stagnant fluid at the wall surface. This film is thinned
by rapid flow of a fluid through a tube, but is not
eliminated at any finite velocity. Boiling of a liquid,
by either bubble nucleation or coverage of the heating
surface by a vapor film, increases the skin temperature
further; the second mechanism provides much more
severe insulation and greater temperature rise.49

High rates of heat flow through heat-transfer
surfaces in atomic energy installations studied by
Groves made him develop an appropriate corrosion
test method.50 In this, a small sheet specimen in
contact with a hot liquid, usually boiling, is heated
externally so that its surface reaches the desired
test temperature. The surface or skin temperature
is close to the temperature at mid-thickness, which
is measured by a thermocouple inserted in a drilled
hole. The heating source is an electric soldering iron
in which the tip is replaced by a flat-surfaced metal
block. The voltage to the heat source is controlled by
a variable transformer. Supplementary heating may
be provided to the liquid in the test vessel by winding
the liquid container with resistance wire, or by an
immersion heater (Figure 6).

A similar unit, modified in details such as location
of condenser, use of an agitator, and shape of the

vessel, was used by Fisher and Whitney.51 Further
substantial modifications to permit interface location
of specimens, cooling of specimens and operation under
applied pressure, have been described by Fisher.52

Earlier laboratory test methods tried by Fisher and
Whitney51 included exposure of specimens heated by
their own electrical resistance and of tubular specimens
containing a pencil-type resistance-wire heater in a
quartz tube.

To investigate corrosion in heated crevices filled
with wetted paste a sandwich test assembly was
designed by Gleekman and Swandby347 simulating a
slotted cylindrical steam-heated drier. Two plates are
bolted together, the lower being heated by an electric
hot plate.

It has been concluded from data reported in
these studies that the skin temperature is the major
controlling factor in corrosion, not the rate of heat flow
through the metal.51 It has also been concluded, how-
ever, that corrosion rates at a given mid-specimen
temperature do depend on the presence or absence
of thermal flux.53 The difference between tempera-
tures at skin and mid-specimen positions may account
for this discrepancy.

Nichrome
immersion
heater

Condenser

Thermocouple
well

External
heating

coil
Corrosive
solution

Sample

Heating block Soldering iron
(heater for sample)

Figure 6 Device for studying hot wall effects.
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Heat-flux corrosion rates can also be determined
in plant tests using steam-heated tubular specimens
which are weighed or callipered.

In addition to the direct effect of film tempera-
ture on corrosion rate, an indirect effect has been
observed in the heating of some foods and chemicals,
in which insulating solid corrosion films on different
metals. By raising the metal surface temperature,
these films may, when pervious, lead to further
corrosion.

Apparatus and procedures for testing the corro-
sion resistance of alloys in brines at temperatures up
to 120–150 �C are described by Hart.54

Testing procedures for corrosion inhibitors in heat
flux conditions are discussed later.

2.34.3.5 Composition of Testing Solution

Changes in corrosivity with time may be observed by
exposing fresh specimens to a solution that has already
been used for testing. Where such changes are known
to occur, or are suspected, it will be necessary to
arrange for replacement of the testing solution after
appropriate intervals or replenishment of constituents
that may be consumed in the corrosion processes.

2.34.4 Electrochemical
Measurements (General)

In view of the electrochemical nature of corrosion it
is not surprising that measurements of the electrical
properties of the interface metal–solution (electric
double layer) are used extensively in fundamental
studies of the mechanism of corrosion, in corrosion
testing and in monitoring the control in service. In
the context of this section, electrical measurements in
the laboratory are used to assess the corrosion behav-
ior of metals and alloys in service and to avoid the
more tedious and prolonged field testing. Determina-
tions of the corrosion rate, susceptibility of a metal to
bimetallic corrosion, pitting, intergranular attack,
stress-corrosion cracking, etc. are examples of corro-
sion phenomena that are studied in the laboratory by
means of electrochemical methods in order to antici-
pate behavior in service.

Progress in this field has been made possible with
increase in knowledge of the detailed mechanism of
corrosion and by the developments that have taken
place in instrumentation. The widespread use of
potentiostatic control and the availability of a range
of commercial potentiostats have given a tremendous

impetus to electrochemical testing, and have per-
haps led to the unfortunate belief that corrosion
testing in the laboratory and in the field can be
replaced completely by electrochemical measure-
ments in the laboratory under conditions of con-
trolled potential. Indeed, La Que55 in 1969 was
prompted to express concern about the proliferation
of publications describing electrochemical techni-
ques for corrosion testing and to advise caution
regarding the extrapolation of results obtained in
the laboratory with a potentiostat for the perfor-
mance of metals in service.

Although important contributions in the use of
electrical measurements in testing have been made
by numerous workers, it is appropriate here to refer
to the work of Stern and his coworkers56,57 who have
developed the important concept of linear polariza-
tion, which led to a rapid electrochemical method for
determining corrosion rates, both in the laboratory
and in plant. Pourbaix58 and his coworkers on the basis
of a purely thermodynamic approach to corrosion
constructed potential–pH diagrams for the majority
of metal–H2O systems, and by means of a combined
thermodynamic and kinetic approach developed a
method of predicting the conditions under which a
metal will (a) corrode uniformly, (b) pit, (c) passivate,
or (d) remain immune. Laboratory tests for crevice
corrosion and pitting, in which electrochemical mea-
surements are used, are discussed later.

2.34.4.1 Techniques

Electrochemical methods of testing involve the deter-
mination of specific properties of the electrical double
layer formed when a metal is placed in contact with a
solution, and these can be summarized as follows.

1. The potential difference across the electric double
layer Dc. This cannot be determined in absolute
terms but must be definedwith reference to another
charged interface, that is, a reference electrode. In
the case of a corroding metal, the potential is the
corrosion potential which arises from the mutual
polarization of the anodic and cathodic reactions
constituting the overall corrosion reaction.

2. The reaction rate per unit area, expressed as the
current density i. For a corroding metal the partial
anodic and cathodic current densities cannot be
determined directly by means of an ammeter
unless the anodic and cathodic areas can be sepa-
rated physically, for example, as in a bimetallic
couple. If the metal is polarized a net current ic
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for cathodic polarization, and ia for anodic polari-
zation, will be obtained and can be measured by
means of an ammeter.

3. The capacitance. The electrical double layer may
be regarded as a resistance and capacitance
in parallel, and measurements of the electrical
impedance by the imposition of an alternating
potential of known frequency can provide infor-
mation on the nature of a surface. Electrochemical
impedance spectroscopy is now well established as
a powerful technique for investigating electro-
chemical and corrosion systems.

The most commonly used measurements are as
follows:

1. determination of the steady-state corrosion poten-
tial Ecorr;

2. determination of the variation of Ecorr with time;
3. determination of the E�i relationships during polar-

ization at constant current density (galvanostatic),
the potential being the variable;

4. determination of the E�i relationships during
polarization at constant potential (potentiostatic),
the current being the variable;

5. determination of the electrochemical impedance
under alternating potential conditions as a func-
tion of frequency;

6. determination of electrochemical noise: fluc-
tuations of the free potential or fluctuations
of the current when a constant potential is
maintained.

2.34.4.2 Instruments

The techniques and instruments used may be classi-
fied as follows:

1. Potential measurements: a reference electrode and a
potentiometer or electrometer that require only a
small current to give a measurement of e.m.f. and
thus minimize polarization of the electrodes.

2. Current measurements: milliammeters or the mea-
surements of the IR drop across a conductor of
known resistance.

3. Galvanostatic polarization: constant direct current
power units, or banks of accumulators or dry
cells used in conjunction with a variable resistance.

4. Potentiostatic polarization: potentiostats with varying
output currents.

5. Determination of impedance: dedicated instruments
for the measurement of impedance as a function
of frequency.

Impedance measurements, originally used in funda-
mental studies of anodic oxidation, have great power
for deriving corrosion rates and information about
reaction mechanisms for processes that occur at a
corroding surface using readily available instrumen-
tation. Armstrong et al.59 have used impedance mea-
surements for studying the active–passive transition
of chromium and Epelboin et al.60 describe its use for
determining the instantaneous corrosion rate of a
metal. Sathyaharayana61 has described a method
using Faradaic rectification to determine the instan-
taneous corrosion rate, in which no reference elec-
trode is required; the electrodes consist of the metal
under study and a counter electrode of a large area of
the same metal. Macdonald62 in a review of electro-
chemical impedance spectroscopy has highlighted
the enormous advantage it offers over other elec-
trochemical methods of being able to evaluate the
validity of the data using the Kramers–Kronig trans-
forms. While the use of impedance techniques is usu-
ally restricted to homogenous corrosion situations,
applications to localized corrosion have been reported.
These included pitting,63–65 abrasion,66 other types of
corrosion67–69 and stress-corrosion cracking.70 The
potentiostatic technique has a number of variations
and the potential may be increased or decreased incre-
mentally, changed continuously at a predetermined
rate (potential sweep) or applied as pulses of very
short duration.

The application of a stochastic approach to the
study of pitting was pioneered by Sato.71 Shibata and
Takeyama72 then developed stochastic theory to
study the statistical variation of the pitting potential
determined by the potential sweep method. Subse-
quently, Williams and his coworkers73–75 described
how electrochemical noise (current fluctuations in
systems under potentiostatic control or potential
fluctuations at the corrosion potential) can be ana-
lyzed to provide information on the initiation and
propagation of pitting corrosion on stainless steels.
In a review Gabrielli et al.76 discuss published
results for both stable pitting, where statistical
counting is the major technique of investigation,
and unstable pitting during the prepitting stage,
where the techniques that can be applied include
statistical counting, ensemble averages, and spectral
analysis.

2.34.4.3 Electrochemical Cells

Since the single potential of a metal cannot be
measured, it is necessary to use a suitable reference
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electrode such as the Hg/Hg2Cl2/KCl electrode or
the Ag/AgCl/KCl electrode, and although potentials
are commonly expressedwith reference to the standard
hydrogen electrode (SHE), the use of this electrode in
practice is confined to fundamental studies rather than
testing. Details of the preparation of reference electro-
des, salt bridges, capillaries, etc. are given in the book
by Ives and Janz77 and elsewhere.78–81

Measurements of the corrosion potential of a single
metal corroding uniformly do not involve an IR drop,
but similar considerations do not apply when themetal
is polarized by an external e.m.f., and under these
circumstances the IR drop must be minimized by
using a Luggin capillary placed close to the surface of
the electrode. Even so, the IR drop is not completely
eliminated by this method, and a further error is intro-
duced by the capillary shielding the surface from the
current flow with a consequent decrease in current
density. At high current density this error due to the
IR drop can conceal the Tafel region by distorting the
measured overpotentials, a difficulty that can be over-
come by determining the resistance of the solution at
the capillary tip and by making an appropriate correc-
tion for each value of the current density. Alternatively,
electronic feedback circuits may be employed for auto-
matic compensation of the IR drop, and this method is
attractive if rapid variations in overpotential are being
studied.82–85 Other methods include using a Piontelli
capillary86,87 or a rearside capillary88 (Figure 7). How-
ever, in testing in electrolyte solutions of low resistivity
these errors are normally small, and the conventional
Luggin capillary is used in conjunction with a salt
bridge and reference electrode.

For polarization studies, the cell must make pro-
vision for the metal electrode under study, an auxil-
iary or counter electrode, and a Luggin capillary.
Provision must also be made for introducing a gas
such as oxygen-free nitrogen or argon, which serves
to remove dissolved oxygen and to prevent its intro-
duction during the test (or to introduce it if required
at predetermined partial pressures) and to agitate the
solution; additional agitation if required can be
obtained by means of a stirrer (electric or magnetic).

Figure 8 shows the design of an all-glass cell,
which has been listed as the standard polarization
cell in the ASTM Recommended Practice G 5,
which makes provision for the essential requirements
listed earlier; this cell is typical of those used for
fundamental studies and for testing, although details
of design may vary.

The metal electrode to be studied must be care-
fully prepared, attached to an electrical lead and
mounted so that a known surface area of one face is

presented to the solution. Several procedures such as
mounting in a cold curing epoxy or polyester resin or
inserting into a close-fitting holder of PTFE are used.
In the case of metal–solution systems that have a
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KCl Hg2Cl2

Electrode

Electrode

Electrode
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Electrode

Capillary Salt bridge
solution
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Lead to electrometer

Pt wire
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Solution
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(a)

(b)
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Figure 7 Reference electrodes and capillaries.
(a) Reference electrode, salt bridge and Luggin capillary,

(b) calomel electrode, (c) frontal types of capillaries and

positions, and (d) rearside capillaries. Reproduced from von

Fraunhofer J. A.; Banks, C. A. Potentiostat and Its
Applications; Butterworths: London, 1972.
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Figure 8 All-glass cell for studies of polarization of metal
electrodes. Reproduced from ASTM G 5–94 (2004).
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propensity for pitting, care must be taken to avoid a
crevice at the interface between metal specimen and
the mounting material (discussion of approaches
to the solution of this problem is provided elsewhere).
In view of the widespread use of the cell shown in
Figure 8 suitable electrode holders, based on the use
of a compression gasket of PTFE or a similar inert
polymer, have been designed for bulk metal

specimens,89,90 wires,91 tubes,92 sheets and foil,93 and
for high temperature high-pressure assemblies.94

Examples of methods of mounting specimens to give
a defined area of surface are shown in Figure 9.88

Various types of reference electrodes are available
of which the saturated calomel electrode (SCE), the
silver–silver chloride electrode and the copper–
copper sulphate electrode are the most widely used
in corrosion testing and monitoring. It is appropriate,
however, to point out here that the saturated calomel
electrode (SCE), the silver–silver chloride electrode
and the copper–copper sulfate electrode are the most
widely used in corrosion testing and monitoring.

To avoid contamination of the solution under
study, and to minimize the liquid-junction potential,
it is usual to use a salt bridge, but in many cases this
can be dispensed with; thus, if corrosion in a chloride-
containing solution is being studied a Ag/AgCl elec-
trode immersed directly in the solution could be
used; similarly a Pb/PbO2 electrode could be used
for studies of corrosion in H2SO4.

2.34.4.4 Measurements of the Corrosion
Potential

Pourbaix58 has provided a survey of potential mea-
surements in relation to the thermodynamics and
kinetics of corrosion, and an example of how they
can be used to assess the pitting propensity of copper
in water.

The determination of the corrosion potential of the
twometals constituting a bimetallic couple will provide
information on which one of the two will be predomi-
nantly anodic and will suffer enhanced corrosion when
they are coupled. Similarly the effect of microscopic
heterogeneities in alloys on corrosion has been investi-
gated by measuring the corrosion potentials of selected
small areas of the surface of the metal. Smith and
Pingel95 coated the surface of the metal with a lacquer
of ethyl cellulose (deposited from a volatile solvent),
allowed it to dryand then perforated selected areaswith
a microhardness tester using a steel stylus ground to a
truncated cone, and Budd and Booth96 using a similar
technique were able to produce punctures in the film
down to 35mmdiameter. Microelectrodes for potential
measurements were described by Cleary97 who used a
Ag/AgCl/Cl-electrode with capillary tips down to
15mm; Cleary also described microglass electrodes of
approximately 30mm diameter for the determination
of pH. Doig and Edington98 used microelectrodes with
an internal diameter at the tip of about 0.2mm to
measure localized corrosion potentials in the grain
boundary regions of aged Al–Mg and Al–Cu alloys,
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Figure 9 Methods of mounting specimens. (a) Wire
soldered to metal specimen, wire being enclosed in glass

tube, (b) specimen completely encapsulated in cold-setting

resin that is ground down to expose one face; (c) specimen

clipped into machined PTFE holder; (d) Stern Makrides
pressure gasket for cylindrical specimen; and (e) pressure

gasket for sheet or foil. (d) Reproduced from Stern, M.;

Makrides, A. C. J. Electrochem. Soc. 1960, 107, 782. (e)
Reproduced from France, W. D., Jr.; J. Electrochem. Soc.

1967, 114, 818.
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and Davis99 used microelectrodes with a tip diameter
of 1mm to measure pH during stress corrosion of
aluminum alloys.

Potential–time relationships have been widely used
for studying film formation and film breakdown, as
indicated by an increase or decrease in the corrosion
potential, respectively. May100 studied the corrosion of
70/30 brass and aluminum brass in seawater and
showed how scratching the surface resulted in a sud-
den fall in potential to a more negative value followed
by a rapid rise due to reformation of the film; con-
versely, the pitting of stainless steel in chemical plant
may be detected by a sudden decrease in potential.101

Hoar and his coworkers102,103 used potential
changes to study film breakdown and repair during
the stress-corrosion cracking of austenitic stainless
steels in boiling saturated MgCl2 solution. Horst,
et al.104 have used potential measurements as a test
to predict, the stress-corrosion susceptibility of 2219
aluminum alloy products (alloys containing approxi-
mately 6% Cu and tempered to give maximum
strength and resistance to stress-corrosion cracking).
The test solution used was methanol plus carbon
tetrachloride and, it was shown that susceptible alloys
were 200–500mV more positive than nonsusceptible
alloys, and that this difference in potential was
revealed in less than 1 h. They claim that the test is
more sensitive than that in which sodium chloride
plus hydrogen peroxide is used as the test solution,
since the latter gives potential differences of only
20mV.

ASTM G 5 outlines standard methods for making
potentiostatic and potentiodynamic anodic polariza-
tion measurements and ASTMG 3 gives conventions
applicable to electrochemical measurements in cor-
rosion testing. Further information and references
are provided elsewhere.

2.34.5 Polarization Resistance

It is evident from previous considerations that the
corrosion potential Ecorr provides no information on
the corrosion rate, and it is also evident that in the
case of a corroding metal in which the anodic and
cathodic sites are inseparable (cf. bimetallic corrosion)
it is not possible to determine icorr by means of an
ammeter. The conventional method of determining
corrosion rates by mass-loss determinations is tedious
and over the years attention has been directed to the
possibility of using instantaneous electrochemical
methods. Thus, based on the Pearson derivation,105

Schwerdtfeger, et al.106,107 have examined the logarith-
mic polarization curves for ‘potential breaks’ that can
be used to evaluate the corrosion rate; however, the
method has not found general acceptance.

Skold and Larson108 in studies of the corrosion of
steel and cast iron in natural water found that a linear
relationship existed between potential and the applied
anodic and cathodic current densities, provided the
values of the latter were low. However, the recognition
of the importance of these observations is due to Stern
and his coworkers56,57 who used the term ‘linear
polarization’ to describe the linearity of the E versus
i curve in the region of Ecorr , the corrosion potential.
The slope of this linear curve, DE versus DI or DE
versus Di, is termed the polarization resistance, Rp,
since it has dimensions of ohms, and this term is
synonymous with ‘linear polarization’ in describing
the ‘Stern–Geary’ technique for evaluating corrosion
rates.

Stern and Geary56,57 on the basis of a detailed
analysis of the polarization curves of the anodic and
cathodic reactions involved in the corrosion of a
metal, and on the assumption that both reactions
were charge-transfer controlled (transport overpo-
tential negligible) and that the IR drop involved in
determining the potential was negligible, derived the
expression:

1

Rp
¼ Di

DE

� �
Ecorr

¼ 2:3
ba þ bcj j
ba bcj j

� �
icorr ½1�

where Rp is the polarization resistance determined at
potentials close to Ecorr , and ba, bc are the Tafel
constants; note that in the case of bc the negative
sign is disregarded. This equation shows that the
corrosion rate is inversely proportional to Rp (or
directly proportional to the reciprocal slope of the
DE versus Di curve) at potentials close to Ecorr (typi-
cally within 10mV), and that icorr can be evaluated
provided the Tafel constants are known. For a process
that is controlled by diffusion of the cathode reactant
(transport control) and in which the anodic process is
under activation control a similar linear relationship
applies:

1

Rp
¼ Di

DE

� �
Ecorr

¼ 2:3iL
ba
¼ 2:3icorr

ba
½2�

where iL is the limiting current density of the
cathodic reaction and it is assumed that iL¼ icorr

Stern and Weisert109 by taking arbitrary values of
the Tafel constants showed that corrosion rates
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determined by the polarization resistance techniques
are in good agreement with corrosion rates obtained
by mass loss methods.

The importance of the method in corrosion test-
ing and research has stimulated other work, and since
the appearance of Stern’s papers there have been a
number of publications many of which question the
validity of the concept of linear polarization. The
derivation of linearity polarization is based on an
approximation involving the difference of two expo-
nential terms, and a number of papers that have
attempted to define the range of validity of polari-
zation resistance measurements have appeared.
Barnartt110,111 derived an analytical expression for
the deviations from linearity and concluded that it
varied widely between different systems. Leroy,112

using mathematical and graphical methods, con-
cluded that linearity was sufficient for the technique
to be valid in many practical corrosion systems. Most
authors emphasize the importance of making polari-
zation resistance measurements at both positive and
negative overpotentials.

Oldham and Mansfeld113 approached the problem
of linearity in a different way and their derivation
avoids the approximation used by Stern and Geary.
They conclude that although linearity is frequently
achieved, this is due to three possible causes: (a)
ohmic control due to the IR drop rather than control
according to linear polarization, (b) the similarity of
the values of ba and bc, and (c) a predisposition by the
experimenter to assume that the DE versus Di curves
near Ecorr must be linear. In a later paper Oldham and
Mansfeld114 showed that linearity of the DE versus Di
curve is not essential and that icorr can be evaluated
from the slopes of the tangents of the nonlinear curve
determined at potentials of about 20–30mV more
positive and negative than Ecorr.

Hickling,115 in attempting to study the corro-
sion of steels under thin film conditions that simulate
atmospheric exposure, took into account the time-
dependence of polarization measurements, and devel-
oped a technique using galvanostatic transients.

2.34.5.1 Tafel Constants

It is evident from eqns [1] and [2] that the evaluation
of icorr from Rp determinations requires a knowledge
of the Tafel constants ba and bc, which may not be
available for the system under study and which may
change in value during the progress of the deter-
mination. The determination of the Tafel constants
from complete E versus i curves for each system

studied is time consuming, andmay not be particularly
accurate owing to resistance and mass transfer effects.
Hoar116 has criticized the method on these grounds
and has pointed out that the complete Tafel equations
for the anodic and cathodic reactions, which have to
be determined to evaluate the Tafel slopes, can be
used to calculate icorr without resorting to the polari-
zation resistance technique. Mansfeld117–120 suggests
that polarization curves obtained in the Rp region can
be fitted to various theoretical curves, preferably by
computer analysis, to give the separate value of both
ba and bc, which since they are determined simulta-
neously with the Rp values avoids the criticism that
they may change substantially during the corrosion
test. (An alternative approach uses the distortion of a
small amplitude sine wave as a means of estimating
the Tafel constants.)

The controversy that arises owing to the uncer-
tainty of the exact values of ba and bc and their varia-
tion with environmental conditions, partial control of
the anodic reaction by transport, etc. may be avoided
by substituting an empirical constant for (baþ |bc|/
ba|bc|) in eqn [1], which is evaluated by the conven-
tional mass-loss method. This approach has been
used by Makrides121 who monitors the polarization
resistance continuously, and then uses a single mass-
loss determination at the end of the test to obtain the
constant. Once the constant has been determined it
can be used throughout the tests, providing that there
is no significant change in the nature of the solution
that would lead to markedly different values of the
Tafel constants.

2.34.5.2 Applications

The method, in spite of its limitations, has a number of
significant advantages and provides amethod of rapidly
monitoring the instantaneous corrosion rates; further-
more, it has the advantage of the small changes in
potential required in the determination not disturbing
the system significantly. It is capable of measuring both
high and low corrosion rates with accuracy, andmay be
used as a laboratory tool for testing or research, or for
monitoring corrosion rates of plant.

Stern57 pointed out that the polarization resis-
tance method could be of value for determining
the effect of the changes of environment (composi-
tion, temperature, velocity) and alloy composition on
the corrosion rate and for evaluating inhibitors, and
since his original publications the method has been
widely used for a variety of studies. Thus, Legault
and Walker122 used the method for studying the
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inhibition of the corrosion of steel in chloride solu-
tions by NaNO2, and Walker and France123 extended
this approach to a study of the in situ corrosion of the
various metals in automotive-engine cooling systems.
Jones and Greene124 developed the theory of tran-
sient linear polarization to study very low corrosion
rates, such as those that occur with surgical implant
materials, and have shown how polarization resis-
tance data can be used to monitor the onset of pitting
or other forms of localized corrosion.

Wilde125 has applied the Jones d.c.-bridge tech-
nique126 to compensate for errors due to the IR drop,
and has obtained meaningful corrosion rates from
polarization resistance data in high temperature high-
purity water in nuclear reactors.

Bureau127 and others128 have tried to apply the
technique for evaluating the corrosion rate of painted
metals, and although the results are controversial, the
method has also been used successfully in the study
of canning materials and lacquered surfaces.129–131

Rowlands and Bentley132 have provided an
account of the possibilities for continuously moni-
toring corrosion rates by polarization resistance
measurements, and they also describe the develop-
ment of a commercial instrument, which uses low-
frequency square-wave current to polarize the test
specimens.

2.34.5.3 Derivation of Linear Polarization
Method for Determining Corrosion Rates

It is assumed that

1. The corrosion current icorr (it is also assumed that
the area of the metal is 1 cm2 so that Icorr = icorr)
occurs at a value within the Tafel region for the
anodic and cathodic reaction, that is, transport
overpotential is negligible.

2. Ecorr is remote from the reversible potentials of the
anodic and cathodic reactions.

3. The IR drop in measuring the polarized potential
is negligible.

Following Oldham and Mansfeld,113 but using the
symbols that have been adopted in the present
work, it is required to show that

di

dE

� �
Ecorr

¼ Z ¼ icorr
1

ba
þ 1

bc

� �
½3�

where ba, bc are the Tafel slopes of anodic and
cathodic reactions constituting the overall corrosion
reaction, that is, icorr is linearly related to the polari-
zation resistance (dE/di) at potentials close to Ecorr.

(Note that b is used to represent the Tafel slope
expressed in terms of natural logarithms, so b = 2.3b.)

At any potential E the net current is given by

i ¼  i1 � !
i1

��� ���þ  i2 � !
i2

��� ��� ½4�

where
 
i1 is the anodic current for metal dissolution

and
!
i1 is the reverse cathodic current, and

!
i2 is the

cathodic current for the reduction of the cathode
reactant (dissolved O2, H

+, H2O, etc.) and
 
i2 the

reverse current.
The rate of the anodic reaction at a potential E is

given by

 
i1 ¼ i0;1exp

E � Er;1

ba

� �
½5�

where Er,1 is the reversible potential for the anodic
dissolution reaction, ba is the Tafel slope and i0,1 is
the exchange current density. Similarly for the
cathodic reaction

!
i2 ¼ i0;2exp

Er;2 � E

bc

� �
½6�

Similar expressions may be written for the partial
reverse rates

!
i1 and

 
i2, but under the conditions

assumed here they may be neglected. Hence, substi-
tuting eqns [5] and [6] in eqn [4]:

i ¼ i0;1exp
E � Er;1

ba

� �
� i0;2 exp

Er;2 � E

bc

� �
½7�

At the corrosion potential Ecorr the net current i

becomes zero, since i

~

1 = |~i2|. Thus, the two terms
on the right-hand side of eqn [7] become equal to
one another and equal to icorr, the corrosion current
density. Thus, replacing E in eqn [7] by Ecorr gives

i ¼ i0;1exp
Ecorr � Er;1

ba

� �
� i0;2exp

Er;2 � Ecorr

bc

� �
½8�

Differentiating eqn [7] with respect to E gives

di

dE
¼ i0;1

ba
exp

E � Er;1

ba

� �
þ i0;2

bc
exp

Er;2 � E

bc

� �
½9�

which for E= Ecorr becomes

di

dE

� �
Ecorr

¼ i0;1

ba
exp

Ecorr � Er;1

ba

� �

þ i0;2

bc
exp

Er;2 � Ecorr

bc

� �
½10�
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Combining eqns [8] and [10] gives eqn [3] the Stern–
Geary equation by simple algebra. However, Oldham
and Mansfield point out that further differentiation
of eqn [9] gives

d2i

dE2
¼ i0;1

b2a
exp

E�Er;1

ba

� �
� i0;2

b2c
exp

Er;2�E

bc

� �
½11�

an equation that demonstrates that there is only one
point (a point of inflection, corresponding to a mini-
mum slope) at which the i�E curve has no curvature
and is linear. It follows that

d2i

dE2

� �
Ecorr

¼i0;1
b2a

exp
Ecorr�Er;1

ba

� �

� i0;2

b2c
exp

Er;2�Ecorr

bc

� � ½12�

and combining this equation with eqn [8] gives

d2i

dE2

� �
Ecorr

¼ icorr
1

b2a
� 1

b2c

 !
½13�

For the E versus i plot to be linear at

E� Ecorr d2i=dE2
� �

Ecorr
must be zero, but eqn [13]

shows that this will be true only if ba¼ bc. (Note
that this does not invalidate the basic Stern–Geary
equation, it merely shows that the d2E/di2 is only
zero at Ecorr if ba¼ bc, so that it could be argued that
the use of the word ‘linear’ is not strictly accurate.)

2.34.5.4 Simultaneous Determination of
Tafel Slopes and Corrosion Rates from Rp

Determinations

Mansfeld120 points out that a major limitation of the
polarization resistance is that the factor babc/2.3(baþ bc)
must be determined in order to evaluate Icorr and has
devised a procedure in which this can be achieved by a
graphical method.

The Stern–Geary equation can be written in
the form

Icorr ¼ babc

2:3 ba þ bcð Þ �
1

Rp
¼ B

Rp
½14�

where B= babc/2.3(ba + bc) and Rp = (dE/dI) at Ecorr .
Equation [14] is valid only if the relationship between
I and E can be expressed as

I ¼ Icorr exp
2:3 E � Ecorrð Þ

ba

� �	

�exp �2:3 E � Ecorrð Þ
bc

� �
 ½15�

Combining eqns [14] and [15] and rearranging gives

2:3RpI ¼ babc

baþ bc
exp

2:3DE
ba

� �
�exp �2:3DE

bc

� �	 

½16�

where DE¼ E� Ecorr Since the right-hand side of
eqn [16] depends only upon the Tafel slopes it should
be possible to evaluate ba and bc from plots of RpI
versus DE.

Figure 10(a) shows a theoretical plot of the right-
hand side of eqn [16] versus DE in which the cathodic
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Figure 10 Plots of right-hand side of equation 16 versus

DE = E � Ecorr for various combinations of Tafel slopes.

(a) bc constant at 120 mV, ba varied and (b) ba = bc = b.
Reproduced from Mansfeld, F. J. Electrochem. Soc. 1973,
120, 515.
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Tafel slope has been assumed to be constant at
120mV and the anodic Tafel slope to have the arbi-
trary slopes of 40, 60, and 120mV. It can be seen that
linearity over a range of positive and negative poten-
tials DE is achieved only when ba¼ bc and that line-
arity is confined to DE � 0 when ba and bc differ.

In Figure 10(b) it has been assumed that the Tafel
slopes are equal, that is, ba¼ bc¼ b and the modified
expression for the right-hand side of eqn [16] has been
plotted against DE for different values of b (e.g., 30, 60,
and 120mV). Comparison of Figure 10(a) and 10(b)
shows how the curvature of the plots differs at
cathodic potentials, that is, DE< 0. Thus, the kinetic
behavior of a corroding metal, as expressed by dif-
ferent combinations of Tafel slopes, can be organized
by this method of plotting curves. This theoretical
approach has been confirmed experimentally by Man-
sfeld for the system Fe/H2SO4.

Mansfeld points out that Icorr can be calculated
from the measured polarization curve by the follow-
ing four steps, which are based on eqns [14] and [15].
(With the advent of low cost computing power, and
computerized systems for the acquisition of polariza-
tion data, this process can be automated by fitting
eqn [8] (or rather a simplified form of this equation,
taking account of the fact that i0,1 and Er,1 (and i0,2 and
Er,2) can be replaced by any current–potential pair
that lies on the Tafel line, one such pair being icorr
and Ecorr for both anodic and cathodic reactions), or
a more sophisticated model of the E–i relation-
ship, to the measured data by adjusting the variable
parameters (for a recent example see Guinea, D. M.;
Moreno, B.; Chinarro, E.; Guinea, D.; Jurado, J. R. Int.
J. Hydrogen Energy 2008, 33(11), 2774–2782). Alterna-
tively the harmonic analysis and electrochemical fre-
quency modulation methods provide other approaches
to obtain this information.)

1. Determine Rp from:

@I

@E

� �
Ecorr

¼ 1

Rp

by drawing a tangent at DE=0 that is, at Ecorr.
2. Multiply the current I measured at a certain value

of DE by 2.3 Rp and plot 2.3 Rp I versus DE for
various values.

3. Determine from this plot the Tafel slopes ba and bc
by curve fitting using the theoretical curves calcu-
lated for various values of ba and bc.

4. Calculate Icorr from eqn [14] using the Rp, value
evaluated in Step 1 and the Tafel slopes deter-
mined in Step 3.

2.34.6 Tests for Bimetallic Corrosion

The extent of galvanic effects will be influenced by,
in addition to the usual factors that affect corrosion of
a single metal, the potential relationships of the
metals involved, their polarization characteristics,
the relative areas of anode and cathode, and the
internal and external resistances in the galvanic
circuit.

The results of a galvanic corrosion test on a small
scale are as a general rule no more than semiquanti-
tative. A principal reason for this is that the magni-
tude of the galvanic effect is a function of galvanic
current density which is usually determined by the
relative areas of the metals forming the couple. There
may also be major differences in circuit resistances
in tests as compared with practice – especially if
current-measuring shunts of substantial resistance
are made part of the circuit in the test. The geometric
relationship between the metals in the test will also
influence the result through effects on electrolyte
resistance and the distribution of the galvanic currents.

The simplest procedure in studying galvanic corro-
sion is a measurement of the open-circuit potential
difference between the metals in a couple in the envi-
ronment under consideration. This will at least indicate
theprobabledirectionof anygalvaniceffect, althoughno
information isprovidedon the rate.Abetter procedure is
to make similar open-circuit potential measurements
between the individual metals and some appropriate
reference electrode, which will yield the same informa-
tion and will also permit observations of any changes in
the potential of the individual metals with time that will
affect the overall potential difference in the couple. For
most practical laboratory testing, the saturated calomel
half cell is most convenient. The precision of the deter-
minations is adequateandit is easy tomaintainaconstant
concentration of potassium chloride.

The preferred potential-measuring instruments are
high-input impedance voltmeters that permit mea-
surements to bemadewithout flowof sufficient current
to polarize the electrodes during the determinations.

Open-circuit potential measurements do not indi-
cate the all important effects of continued current flow,
and much more information is derived from frequent
or continuous determinations of the magnitude of the
galvanic current. In making these measurements it is
necessary to avoid the use of instruments that will
introduce sufficient resistance to exert a controlling
effect on the magnitude of the galvanic current being
measured. Instruments (zero-resistance ammeters)
that permit current measurements to be made with
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zero resistance in the measuring circuit (see Ailor)2

are available.
In less critical cases it will suffice to include in the

circuit a low value resistance over which IR-drop
potential measurements can be made for calculation
of the current. This technique permits measurements
to be made as required without opening the circuit
even momentarily for the introduction of current-
measuring devices.

An obvious method for studying galvanic corro-
sion either with or without supplementary electrical
measurements is to compare the extent of corrosion
of coupled and uncoupled specimens exposed under
identical conditions. Such measurements may use the
same techniques for estimating corrosion damage,
such as mass-loss determinations, as have been
described in connection with ordinary corrosion tests.

A convenientmethod of carryingout such a galvanic
test in the laboratory has beendescribedbyWesley133 in
which the vertical circular-path machine is used. Each
assembly includes two pairs of dissimilar metals – one
pair coupled galvanically while the other pair is left
uncoupled to determine the normal corrosion rates
under the same environmental conditions. The type
of motion provided (specimens moving in a vertical
circular path) enables electrical connections to be
made without mercury cup or commutator and the
leads can be connected to a calibrated resistance for
currentmeasurements attached to the specimencarrier.

It is often of interest also to measure both the
external and internal resistances of the galvanic circuit
by the use of appropriate resistance-measurement
bridges or by even more elaborate techniques such as
those described by Pearson.105

It is often desirable to know something about the
probable distribution of galvanic effects in a galvanic
couple. This will be determined, of course, by the size
and shape of the different metals and how they are
placed relative to each other – whether more or less
parallel in the electrolyte, close together or far apart,
or joined along some line of contact. The distribution
from such a line of contact may be observed directly if
the test couples are exposed in this way and for long
enough for sufficient corrosion to occur for it to be
observed and measured. Alternatively, the distribution
of the galvanic currents in terms of the current density
on different portions of both the anode and cathode
surfaces may be estimated from data derived from
surveys of the potential field in the electrolyte around
the couple. Such a potential survey may be made using
a fixed and a movable reference electrode so that
equipotential lines in several planes may be measured

and plotted as was done by Copson134 using a tech-
nique originally proposed by Hoar. By analysing the
data from the potential surveys, it is possible to calcu-
late the current distribution over different areas near
and remote from the contact of the dissimilar metals.
This technique has been used by Rowe135 to study the
corrosion behavior of coated and uncoated couples.

Guidance on conducting and evaluating galvanic
corrosion tests in electrolytes is given in ASTMG 71.

2.34.7 Soil Tests

Soil corrosion does not lend itself readily to direct
study in the laboratory. However, indirect methods
involving the action of differential aeration cells
have yielded valuable information in comparing
the probable corrosivities of different soils towards
steel. The details of this technique were described
by Denison,136 Ewing,137 Schwerdtfeger,138–141 and by
Logan et al.142

The Schwerdtfeger138–141 ‘polarization break’ and
the polarization resistance methods have been stud-
ied by Jones and Lowe143 in relation to their effec-
tiveness in evaluating corrosion rates of buried
metals. A Holler bridge circuit was used to remove
IR contributions during the measurement of the
polarized potential. Jones and Lowe, on the basis of
their studies of buried steel and aluminum speci-
mens, concluded that the polarization resistance
was the most useful, and that the polarization break
had the serious limitation difficult to making it iden-
tify the breaks in the curve.

2.34.8 Accelerated Tests –
Electrolytic Tests

In view of the electrochemical nature of corrosion, it
has seemed reasonable to many investigators to
assume that suitable accelerated corrosion tests could
be made by observing the response to electrolytic
stimulation of the corrosion processes, or by attaching
particular significance to the results of quickly made
electrode potential and current measurements.

Acceleration of corrosion by electrolytic stimulation
has sometimes been found to distort normal corrosion
reactions to such an extent that the results bear no
consistent relationship to ordinary corrosion and are,
therefore, quite inconsistent and unreliable. This was
shown, for example, by a series of tests sponsored by
ASTM Committee B-3.144,145 Nevertheless, consider-
able success has been achieved with the development
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of the electrochemical potentiokinetic reactivation
(EPR) test as an accelerated method for the detection
of sensitization in austenitic stainless steels. This is
discussed subsequently in the section concerned with
intergranular attack of Cr–Ni–Fe alloys.

Measurements of open-circuit potentials relative
to a reference electrode have been assumed on occa-
sion to provide a means of rating metals as to their
relative resistance to corrosion on the basis that the
more negative the measured potential, the higher
will be the rate of corrosion, but this assumption is
obviously invalid, since it disregards polarization of
the anodic and cathodic areas. (More importantly,
it ignores the possibility of passivation, which leads
to a more positive potential, but a reduced corrosion
rate compared to active corrosion.)

Some examples of the use of potential measure-
ments in corrosion tests have been given and it is of
interest to outline here certain test procedures that are
used industrially to supplement or replace the more
tedious and prolonged laboratory and field tests. These
tests frequently rely on changing the potential as a
means of accelerating the test, and although, as empha-
sized earlier, this is capable of distorting the mecha-
nism, it is less likely to do so than a change in the
nature of the environment, an increase of temperature,
etc. The majority of these tests are used for evaluating
electrodeposits, anodized coatings, and paint films.

2.34.8.1 Electrolytic Oxalic Acid Etching
Test

This test has been developed and used by
Streicher146–149 as a screening test to be used in con-
junction with the tedious boiling nitric acid test for
assessing the susceptibility of stainless steels to inter-
granular attack as specified in ASTM A 262, and will
be considered subsequently in the section concerned
with intergranular attack of Cr–Ni–Fe alloys.

2.34.8.2 The Electrolytic Corrosion (EC)
Test

The EC test was developed by Saur and Basco150–153 for
decorative Cu (optional)þNiþCr electrodeposits.
After an appropriate area is masked off and cleaned
with a slurry of MgO, the specimen is immersed in
test solution A or B (Table 2). It is held by means of a
potentiostat at þ0.3V (versus SCE) and taken through
cycles of 1min anodically polarized, 2min unpolarized.

The extent of pitting is estimated by a special
microscopic technique, or by the attack on the

substrate using an appropriate indicator. Thus, in
the case of steel 1,10-phenanthroline hydrochloride
is added to the electrolyte (solution B) to detect the
formation of Fe2+ ions. Alternatively, the specimens
can be removed from the corrosion test solution and
placed in an indicator solution, that is, solution C for
zinc-base die castings and solution D for steels.

The test is much faster than the CASS test and is
probably more reproducible; more important is the
fact that it has been correlated with service exposure.

2.34.8.3 Impedance (Aztac) Test

The impedance test154 for anodized aluminum
(ASTM B 457) employs a 1V r.m.s. 1 kHz source
applied to a test cell in an impedance bridge; the
electrolyte solution is 3.5% NaCl. The results are
expressed as kiloohms, and while a bare Al specimen
will give a value of about 1 kO, a well scaled anodized
coating will give a value of 100 kO. The admittance
test (BS BS EN 12373-5 and BS 3987) is essentially the
same as the impedance test but uses 3.5% K2SO4

rather than 3.5% NaCl. An admittance of< 500/t mS
(where t is the thickness of the film in micrometers)
denotes good sealing. It should be noted that thickness
of the sealed coating should be specified in both tests.

2.34.9 Accelerated Tests – Simulated
Environments

2.34.9.1 Spray Tests

The most common of the spray tests is the salt-spray
or salt-fog test, which was developed originally by

Table 2 Electrolytic corrosion test: composition of test

solutions (A, B) and indicators (C, D)

Concentration

A B C D

NaNO3 (g l�1) 10 10
NaCl (g l�1) 1.3 1.0

HNO3 (conc.; g l�1) 5 5

1,10-Phenanthroline
hydrochloride (g l�1)

1.0

KCNS 3 3

Acetic acid (glacial,

ml l�1)
2 2

Quinoline (ml l�1) 8

H2O2(30%) (ml l�1) 3

Source: Saur, R. L.; Basco, R. P. Plating 1966, 53, 33.
Saur, R. L.; Basco, R. P. Plating 1966, 53, 320.
Saur, R. L.; Basco, R. P. Plating 1966, 53, 981.
Saur, R. L. Plating 1966, 54, 393.
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Capp155 in 1914 for studying the protective values of
metallic coatings on steel under conditions that he
hoped would simulate exposure to a sea-coast atmo-
sphere. Since then, the test has been used for a num-
ber of purposes, for many of which it is not well
suited.156–158

Although there is no standard size or shape of salt-
spray box, certain other features of the test have been
standardized in ASTM B 117. Various factors affect
the rate of attack and Figure 11 shows the effect of
the angle of exposure of the specimen to the salt
droplets, which fall vertically from the spray nozzle,
based on early work by May and Alexander.159 It can
be seen that maximum corrosion occurs at angles
between about 30� and 80� to the horizontal; vertical
exposures were found to give erratic results.

There may be variations from box to box, depend-
ing on differences in fog characteristics as influenced
by the design of the spray nozzles, the pressure at
which the brine enters the nozzle, and the constancy
of this pressure.160

The results will also be influenced by the concen-
tration of NaCl solution sprayed, some metals are
affected more by one concentration than another,
for example, zinc is corroded most by a concentrated
brine (20%), while iron is corroded most by a dilute
brine (3%); synthetic seawater is less corrosive to
these metals than either brine. In view of the many
other ways by which the conditions within a salt-
spray box differ from those of exposure to a natural
sea-coast environment, there seems to be no great
advantage in making-up complicated synthetic sea-
waters for use in salt-spray testing. However, tablets
for this purpose are commercially available.

Some modified brines have been used in salt-
spray boxes for particular purposes, such as the acetic
acid-modified brine developed by Nixon161 to

reproduce the type of blistering frequently encoun-
tered on chromium-plated zinc-base die castings. An
acetic acid-salt-spray test has been adopted by
ASTM (ASTM G 85) and other modifications of
the spray test covered by the same standard practice
include the cyclic acidified salt spray test, the acid-
ified synthetic seawater spray test and the SO2 salt
spray test. Corresponding tests in the BS series are
covered by BS EN 12540. In addition, the original
acetic acid-salt-spray test has been modified by
including cupric chloride in the brine. This is called
the CASS (Copper Accelerated Acetic Acid Salt-
Spray) Test; ASTM B 368 test. It is used extensively
for testing nickel–chromium coatings on steel and
zinc. The original acetic acid-salt-spray test, is mod-
ified in an important aspect by the addition of
0.25 g 1�1 of CuCl2	2H2O, to the 5% NaCl test solu-
tion, which substantially increases the corrosivity of
the solution, especially to nickel. The addition of
FeCl3 to the acetic acid-salt-spray solution, such as is
used in the Corrodkote test, was earlier noted to be
troublesome in that it tended to precipitate. For this
reason, ferric iron is not included in the CASS test
solution. Essential details162,163 include control of cab-
inet temperature at 49 �C, control of saturation tem-
perature at 57 �C, control of collection rate at
1.5� 0.5ml h�1 per 80 cm2 of specimen surface, con-
trol of pH by addition of acetic acid to 3.2� 0.1, and an
operating air pressure of 103.4� 6.9 kNm�2. Higher
pressure may be required to achieve the specified
collection rate in ‘walk-in’ cabinets.

It has been shown that chromium is virtually
unattacked by the CASS test solution.164 Nickel, on
the other hand, is corroded at a substantial rate (about
0.072mmyear�1), the presence of the copper ions
tending to maintain the nickel in an active
state.164,165 Thus, in the CASS test (and in the Cor-
rodkote test as well) accelerated galvanic corrosion of
the nickel occurs at any discontinuity in the chro-
mium layer. Good correlation between the results of
the CASS test and the performance of plated parts in
service has been reported.164

2.34.9.2 Corrodkote Test162,166

This is a refinement of an earlier test in which melted
street slush together with its contained dirt, salts, etc.
was splashed upon plated parts by means of a rotating
paddle wheel. Parts soiled in this manner were then
exposed to a warm, humid atmosphere. The results
were striking and significant in that they closely par-
alleled service experience. The ‘paddle-wheel test’ was
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intended to simulate the conditions to which plated
parts on automobiles are subjected when cars are
garaged, unwashed, after being driven over salted
slush-covered city streets on typical winter days. Plat-
ings of inadequate thickness and quality have fre-
quently been observed to show signs of failure after
only a few weeks’ or even a few days’ use under such
circumstances. Despite certain limitations, good corre-
lation has been reported between the results of the
Corrodkote test and service performance of plated
components,133 and it is now included in ASTM
B 380 and BS EN 12540 and ISO 4541. Reagents for
use in this test are prepared as follows.

1. The cupric nitrate reagent contains 2.5 g
CuNO3	3H2O, dissolved in 500ml distilled water.

2. The ferric chloride reagent contains 2.5 g
FeCl3	6H2O, dissolved in 500ml distilled water.
This reagent should not be kept longer than 2weeks.

3. The ammonium chloride reagent contains 50 g
NH4Cl, dissolved in 500ml distilled water.

4. The Corrodkote slurry is prepared by mixing 7ml
of the cupric nitrate reagent, 33ml of the ferric
chloride reagent, and 10ml of the ammonium chlo-
ride reagent with 30 g of kaolin to form a homoge-
neous slurry, which is sufficient to cover about
2.79m2 of plated surface. A fresh batch of slurry
should be made up each day.

5. The surfaces to be tested should be coated with the
slurry by brushing in circular motion, finishing with
brush strokes in one direction. The coating should
then be allowed to dry for 1 h, after which the coated
specimen should be put into a noncondensing
humidity cabinet at 38 �C and from 90 to 95%
RH. After 20 h in the cabinet the specimen should
be removed for inspection. Zinc die castings should
be cleaned with running water and dried before
inspection. Steel specimens should be examined
before cleaning and the number of rust spots
counted. Since most of the rust will come off with
the Corrodkote coating, it may be difficult to distin-
guish between surface pits and pin holes reaching
the basis metal after cleaning. Steel parts may be
returned to a condensing humidity cabinet for 24 h
or to a salt-spray cabinet for 4 h. Either supplemen-
tary exposure will bring out rust spots again.

One cycle of the Corrodkote test will reliably reveal
coatings that will not endure one winter’s normal use
in a typical city that uses salt to deice its streets.
In contrast, several cycles of the Corrodkote test
are generally required to ‘fail’ coatings which will
withstand one or more such winter’s use.

In this connection, there is some indication that
while the Corrodkote test can be depended upon to
reveal coatings of unsatisfactory durability, there has
been some question of its ability to distinguish
between, or to predict the relative protective value
or length of useful life of different coating systems in
the very good or excellent durability range.

Also of questionable significance is the practice of
shortening the Corrodkote cycle, to say 4 h, for the
purpose of evaluating the durability of relatively thin
coatings intended for use under comparatively mild
conditions such as indoors or the interiors of auto-
mobiles, since by far the greatest amount of corrosion
(of the nickel) appears to occur during the early part
of the Corrodkote humidity cycle. Good correlation
between the Corrodkote test and service perfor-
mance has been obtained by Bigge.166

2.34.9.3 Sulfur Dioxide Tests

Historically, two tests in which sulfur dioxide is the
principal corroding agent have been used, that is, the
BNFMRA sulfur dioxide test167,168 and the Kesternich
test.169 These tests were investigated by the American
Electroplaters’ Society Research Project 15 Committee
early in its search for an acceptable accelerated corro-
sion test. They were soon abandoned, however, largely
because the types of corrosion failures developed did
not resemble those that occurred in actual service.
Furthermore, the extreme corrosivity of the test envi-
ronment to nickel (some 8.38mmyear�1) appeared to
place an undue premium on the integrity of the over-
lying chromium deposit, which is virtually unattacked
in the test. Thus, coatings that were substandard in
respect of nickel or copper–nickel thicknesses might
easily pass the test provided the chromium topcoat was
completely continuous and remained so for the dura-
tion of the test. Conversely, coatings of provenmerit on
the basis of service experience, such as 0.039mm of
semibright plus bright nickel (duplex)with 0.00025mm
of conventional chromium, could be expected to fail in
these SO2 tests relatively quickly at any discontinuities
in the chromium. In this connection, it iswell to keep in
mind that, even though the chromium may be non-
porous initially, it can hardly be expected to remain so
in service on an automobile for example, where it is
subject to impact from sand, gravel, etc.

The BNFMRA test was used in Europe for testing
NiþCr coatings, but since 1970 it has been omitted
from revisions of BS 1224. The test was also used to
ensure the quality of anodic coatings on aluminum,
but in the current British Standard (BS EN 12373) the
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acetic acid salt spray test or the copper-accelerated salt
spray test are specified for corrosion testing (BS EN
ISO 9227). In the United Kingdom, the Kesternich
test, which has obtained the status of an ISO Standard
(ISO 6988), is only specified for checking the extent of
porosity in tin (BS 1872), tin/lead (BS 6137) and tin/
nickel (BS 3597) coatings. In the United States,
another version with a much more aggressive atmo-
sphere is used to detect porosity in gold coatings on
copper, nickel or silver (ASTM B 735) but the equiva-
lent British Standard (BS EN ISO 27874) specifies
electrographic tests for this purpose.

Sulfur dioxide is not included as a corrosion test
medium in the current ISO Standard for electrodepos-
ited coatings of nickel+ chromium and of copper+
chromium (ISO 1456). However, one important use of
sulfur dioxide atmospheres as a controlled accelerated
test has been for electrical (and, particularly, electronic)
contacting surfaces. In this case, the concentration of
SO2 is much less than for the Kesternich test and the
time of testing is much longer (IEC 60068-2-49).

Because moist air containing sulfur dioxide quickly
produces easily visible corrosion on many metals in a
form resembling those that occur in industrial envir-
onments, ASTM have issued a Standard Practice for
conducting tests in moist SO2 (G 87). This suggests
that such tests are well suited to detect pores or other
sources of weakness in protective coatings and defi-
ciencies in corrosion resistance associated with unsuit-
able alloy composition or treatments. However, it is
stressed that the results obtained should only be taken
as a general guide to the relative corrosion resistance
of these materials in moist SO2 service.

2.34.9.4 General Considerations of Spray
and SO2 Tests

The salt-spray test has seemed to yield the most
consistent results when used to establish the relative
merits of different aluminum alloys in resisting attack
by marine atmospheres. The best results have been
secured when the spray has been interrupted for
many hours each day.170

Salt-spray boxes are also used for studying the
deterioration and protective value of organic coat-
ings, although this test is of doubtful value for
such purposes, since it fails to include many factors,
for example, sunlight, which affects the life of such
coatings. Methods of testing organic coatings are dis-
cussed elsewhere. The variable responses of different
metals and coatings to the conditions that can be set
up in salt-spray boxes, as well as to the conditions that

exist in natural atmospheres, make it impossible to
determine the equivalent in some natural atmosphere
of say an hour in a salt-spray box.

For additional information on some of the features
of the salt-spray test and its limitations in respect of
certain purposes for which it may be used, reference
should be made to the book Corrosion Testing for
Metal Finishing171 prepared by the Institute of Metal
Finishing.

There have been several attempts to develop
rather elaborate testing machines in which specimens
may be subjected to various sprays of fogs with cycles
of condensation, heating, and drying. The object has
been to reproduce the conditions encountered by
metals exposed in polluted industrial atmospheres.
Such devices have been experimented with in the
United Kingdom172 and the United States.173 While
it is sometimes possible for such tests to rate steels in
a rough order of resistance to atmospheric corrosion,
it should be appreciated that the nature of rust
formed may differ from that obtained during actual
exposure. It is only in rare cases that the resistance to
attack by the sprays is analogous to their resistance in
the natural atmosphere, which the tests seek to simu-
late. Such parallelism is not common enough to make
these tests very reliable.174

Dennis and Such175 point out that the BNFMRA
SO2 test was really a means of detecting discontinu-
ities in the chromium layer of a Cr+Ni coating
system and it therefore gave unfavorable results
when used for testing microcracked or microporous
Cr, since the Cr was rapidly undermined, with con-
sequent flaking. Conversely, the test exaggerates the
beneficial effect of crack-free Cr. The test also fails to
indicate the improved corrosion resistance of duplex
Ni when compared with bright Ni. A critical account
of laboratory corrosion testing methods for Ni–Cr
coatings is given by Dennis and Such.176

2.34.9.5 Accelerated Tests for Weathering
Steels

Interest in weathering steels has stimulated work on
accelerated laboratory tests that can be used to investi-
gate the effect of alloy composition on performance. It
is well established that a wetting and drying cycle
should be an integral part of any laboratory test in
which the characteristic properties of weathering steels
are revealed,177 andBromley, Kilcullen, and Stanners178

have designed a test rig (Figure 12) that provides
results that can be correlated with actual atmospheric
exposure data. The rig has been designed to investigate
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a wide range of alloying elements in a development
program on slow-weathering steels for which it was
essential to have a rapid, reliable and reproducible
test that incorporated the specific atmospheric factors
responsible for rust formation.

The results obtained with this equipment show
that the corrosion rate in the rig is about four times
that encountered in an industrial UK atmosphere.
This acceleration, however, is not achieved by accent-
uating any of the environmental factors, but rather by
holding them near the worst natural conditions for as
long as possible. The procedure used ensures that the
rust film is completely dried for short periods, thus
simulating the conditions that bring out the beneficial
effects of protective rust films on the steels under
study.

The use of electrochemical tests for rapid assess-
ment of the performance of these steels has attracted
interest, and Pourbaix179 has devised an apparatus in
which potential measurements are used to evaluate
the protective nature of corrosion products formed
on low-alloy steels, such as the weathering steels,
during periodic wetting and drying. The apparatus
(Figure 13) consists of a glass tank containing an
appropriate electrolyte, such as a natural or artificial
water. Two specimens of the metal or alloy under
study are attached to a spindle that rotates slowly

(about 1 rev h�1) so that the specimen is immersed
in the solution for approximately half the time
and exposed to the atmosphere for the remaining
time. An electric lamp is placed above the tank so
that the specimens remain wet for a time after with-
drawal from the solution, but are completely dried
during the cycle. Measurement of the potentials of
the specimens at the beginning and end of the immer-
sion period is effected by means of the commutators,
which are attached to the spindle but electrically
insulated from it, and a reference electrode. The e.m.f.
taken from the terminals can be fed to a multipoint
recorder so that a recording of the E–time relationship
may be obtained for each specimen. The solution can
be made to circulate slowly by allowing it to drip from a
feed and overflow via a siphon. In a variation of the
apparatus, a Luggin capillary is attached to the sample
so that the potentials can be measured during the
period when the specimen has emerged from the solu-
tion but is still wet.

Figure 14 shows results obtained from the appa-
ratus for different steels some of which (nos. 1, 2, 3,
and 7) form a protective patina for corrosion pro-
ducts, while others (nos. 4, 5, and 6) form patinas that
are nonprotective; the criterion adopted is that the
more positive the potential the more protective is the
rust patina.179

Legault et al.180,181 have used open-circuit potential
versus time measurements and cathodic reduction of
rust patinas for the rapid laboratory evaluation of the
performance of low-alloy weathering steels. The steel
specimens are first exposed for 48 h to the vapor of an
0.001mol dm�3 sodiumbisulfite solutionmaintained at
54 �C (humid SO2-containing atmosphere) to stimulate
corrosion under atmospheric conditions. They are then
subjected to two types of test: (a) open-circuit potential–
time tests for periods up to 3000 s in either distilled

Reference
electrode Terminals

Feed

First metal
specimen

Drying lamp

Commutator
Spindle

Siphon

Second metal
specimen

Glass tank

Figure 13 Equipment for studying patina formation on

low alloy steels. Reproduced from Pourbaix, M. CEBELCOR

RT; 1969, 160.

(a)

(b)

Figure 12 Rig used for laboratory evaluation of

weathering steels. (a) General layout showing unimmersed
and immersed positions and (b) detailed view of central

position of cabinet. Reproduced from Bromley, A. F.;

Kilcullen, M. B.; Stanners, J. F. In 5th European Congress of

Corrosion, Paris, September 1973.
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water or 0.1mol dm�3 Na2SO4 and (b) cathodic reduc-
tion in 0.1mol dm�3 Na2SO4 at 1mAcm�2 c.d. In the
cathodic reduction experiments, which provide a
means of evaluating the degree of rusting,182 both the
potential and time are recorded, the onset of hydrogen
evolution at constant potential being taken as the end
point and giving the oxide-reduction time.

In order to evaluate the tests, determinations were
carried out on the steels that had been exposed to the
atmosphere for 1, 2, 3, 4, and 6-month periods. It was
established that the initial open-circuit potential and
the decrease in potential (more negative) with time
varied with the nature of the steel and the time of
exposure to the atmosphere, and the maximum nega-
tive potential was taken as a measure of corrosion

resistance; the more negative the potential the lower
the resistance of the alloy. In the case of three alloy
steels that differed only in copper content it was found
that the open-circuit potential was related to the cor-
rosion rate as assessed by conventional weight loss.

A relationship was also established between the
oxide-reduction time and time of exposure, and the
results for a mild steel and a 1Cu–3Ni weathering steel
were similar to those obtained by mass loss. The
authors give various expressions that relate oxide-
reduction time (min) with corrosion rate (mmyear�1),
and claim that a short exposure to a laboratory SO2

atmosphere followed by determining the E versus time
and oxide-reduction time provides a rapid method of
evaluating weathering steels.
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2.34.10 Intergranular Attack of
Cr–Ni–Fe Alloys

Early in the history of stainless steels it was
recognized that they were highly susceptible to inter-
granular attack resulting from the precipitation of
Cr–Fe carbides with the consequent depletion in
the chromium content at grain boundaries when the
alloy was heated in a specific range of temperature.
It was necessary, therefore, to develop methods of
testing that would detect susceptibility to intergran-
ular attack as influenced by variations in processing
and/or composition. As will be seen, most reagents
used for these tests are highly aggressive, and it is
important to note that an alloy found to be suscepti-
ble during testing will not necessarily be attacked
intergranularly under the milder environmental con-
ditions that may prevail in service.

Brown183 has pointed out that Du Pont used evalu-
ation tests for (a) as-received unstabilized alloys con-
taining more than 0.03% C to check the effectiveness
of the final heat treatment and (b) stabilized or special
low-carbon grades after a sensitizing treatment (1 h at
677 �C) to determine whether susceptibility might
develop during a subsequent welding operation.

Intergranular corrosion of Fe–Ni–Cr alloys has
been the subject of a comprehensive review by
Cowan and Tedmon184 who summarized the various
tests used for determining susceptibility (Table 3).

Of these tests, nos. 1–5, which are regarded as
reliable test procedures by the ASTM, have been
incorporated into ASTM A 262 ‘Standard Practices
for Detecting Susceptibility to Intergranular Attack
in Austenitic Stainless Steels’ as follows:

Practice A – 10% oxalic acid, electrolytic etching
at ambient temperatures;
Practice B – Boiling 50% H2SO4+ 25 g 1�1

Fe2(SO4)3;
Practice C – Boiling HNO3;
Practice D – 10% HNO3+ 3% HF at 70 �C;
Practice E – Boiling 16 wt% H2SO4+ 5.7%
CuSO4+metallic copper.

It should be noted that although ASTM A 262 pro-
vides details of test procedures, no information is given
on typical corrosion rates or acceptable limits for
various heat-treated alloys, which are regarded as out-
side the province of a specification that describes test
procedures. Table 4, taken from a paper by Brown,183

shows the maximum acceptable evaluation test rates
specified by the Du Pont Company for various alloys

tested by the acid ferric sulfate test and by the Huey
test. It should be noted that evaluation tests are speci-
fied by Du Pont when it is known or suspected that the
environmental conditions in service are conducive to
intergranular attack of susceptible material.

All the reagents used in Practice B to E have a
high redox potential and Cowan and Tedmon184 have
presented schematic E–log i curves (Figure 15)
showing the range of potentials of the various tests
and the relative rates of attack on the matrix
(Fe–18Cr–10Ni) and the chromium-depleted alloy
at the grains boundaries, which has been assumed for
this purpose to have a composition Fe–10Cr–10Ni, in a
hot reducing acid. Although this diagram cannot show
the effect of alloy composition, nature of test solution,
conditions of test, etc. on intergranular attack, it serves
to illustrate the electrochemical principles involved in
the test procedures, all of which are based on reagents
that attack the intergranular sensitized areas at a higher
rate than the matrix; this may lead to the dislodgement
of whole grains with a consequent high mass loss.

2.34.10.1 Boiling HNO3 Test

This test, which is commonly referred to as the Huey
test, was first described and used by Huey185 in 1930,
and since that time it has had wide application, par-
ticularly in the United States. The test consists of
exposing the specimens (20–30 cm2) to fresh boiling
65% HNO3 (constant boiling mixture) for five suc-
cessive periods of 48 h each under a reflux condenser.
The specimens are cleaned and weighed after each
period, and the corrosion rate (as a rate of penetra-
tion) is calculated for each period of test and for the
average over the five periods; corrosion rates are
expressed as millimeter per year. The reason for
this procedure is the fact that Cr(VI) ions, produced
from the oxidation of Cr2+ and Cr3+ by the HNO3, if
allowed to accumulate in the HNO3 markedly
increase its aggressiveness so that severe intergranu-
lar attack with grain dislodgement can occur even
with solution-annealed steel free from precipitated
carbides; hence, the necessity for the periodic chang-
ing of the solution and for a minimum ratio of solu-
tion volume to area of specimen (at least 20ml
HNO3/cm

2 of stainless steel). Brown183 points out
that during a normal test the Cr(VI) content will not
reach a level where an acceleration in rate occurs
unless the specimen is in the sensitized condition,
and under these circumstances the presence of Cr
(VI) is an advantage in discriminating between sensi-
tized and unsensitized material.
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Table 3 Summary of chemical tests used for the determination of susceptibility to intergranular corrosion of iron–nickel–chromium alloys (Data from Cowan and Tedmon)

Test name Usual solution
composition

Test procedure Quantitative measure Potential range
(V vs. SHE)

Species selectivity
attacked

1. Nitric acid testa 65wt% HNO3 Five 48-h exposures to
boiling solution;

refreshed after period

Average mass loss per unit area of five
testing periods

þ0.99 to þ1.20 1. Chromium-depleted
areas

2. s-phase
3. Chromium carbide

2. Acid ferric
sulfate

(Streichet)

testb,c

50wt% H2SO4 þ 25g l�1

ferric sulfate
120 h exposure to boiling
solution

Mass loss per unit area þ0.7 to þ0.9 1. Chromium-depleted
areas

2. s-phase in some

alloys

3. Acid copper

sulfate testb,d
16wt% H2SO4

þ 100g l�1 CuSO4

(þ metallic copper)

72 h exposure to boiling

solution

1. Appearance of sample upon bending þ0.30 to þ0.58 Chromium-depleted

area2. Electrical resistivity change

3. Change in tensile properties
4. Oxalic acid

etchb
100g H2C2O4	2H2O þ
900ml H2O

Anodically etched at

1A/cm2 for 1.5min

1. Geometry of attack on polished

surface at � 250 or � 500

þ1.70 to þ2.00 or

greater

Various carbides

5. Nitric-

hydrofluorice

acid test

10% HNO3 þ 3% HF 4h exposure to 70 �C
solution

Comparison of ratio of mass loss of

laboratory annealed and as-received
samples of same material

Corrosion potential of

304 steel ¼ þ0.14 to
þ 0.54

1. Chromium-depleted

areas
2. Not for s-phase
3. Used only for Mo-

bearing steels
6. Hydrochloric

acid teste
10% HCl 24h in boiling solution 1. Appearance of sample after bending

around mandril

2. Mass loss per unit area

(a) Redox potential ¼
þ 0.32

1. Alloy-depleted area

2. Not for s-phase
(b) Corrosion potential

¼ � 0.2 � 0.1
7. Nitric acid Cr6þ

testf
5N H2SO4 þ 0.5 N

KCr2O2

Boiling with solution

renewed every 2–4h

for up to 100 h

1. Mass loss per unit area

2. Electrical resistivity

(a) Redox potential ¼
þ1.37

Solute segregation to

grain boundaries

3. Metaflographic examination (b) Corrosion potential

of 304 steel ¼ þ1.21
aData after Cowan and Tedman.184
bA262-02a (2008) and Practice G 28-02 (2008).
cM. A. Streicher, ASTM Bulletin No. 229, 77–86 (1958) G28-1985.
dA262-02a (2008).
eD. Warren, ASTM Bulletin No. 230, 45–56 (1958).
fJ. S. Armiju, Corrosion, 24 (1968).
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Maximum corrosion rates used by Du Pont for
various alloys are given in Table 4, and most users of
the test consider average corrosion rates of 0.46–0.61
and 0.76mmyear�1 to represent the upper limits for
satisfactory resistance for wrought austenitic alloys
and cast austenitic alloys, respectively. Streicher148

considers that if the corrosion rate for each period
increases over that for the previous period the alloy is
susceptible.

The mechanism of the corrosion reaction is not
clear, particularly in view of the changes in composi-
tion of the HNO3 that take place during the 48 h
period of the test. Streicher148 reports that the cor-
rosion potential of the steel ranges from 1.00 to
1.20V (versus SHE) during the test owing to the
accumulation of Cr(VI), and it can be seen from
Figure 15 that the sensitized areas will have a higher
corrosion rate than the matrix throughout this poten-
tial range, although they will become similar at the
higher potentials. The high corrosion rates obtained in
the test are due partly to intergranular attack and
partly to the undermining and dislodgement of grains.

Stainless steels and Ni-base alloys containing Mo,
such as Type 316L (0.03% C max.) and Hastelloy C,
are found to give very high corrosion rates in the
HNO3 test even when they are immune to intergran-
ular attack when subjected to other tests that reveal
sensitization due to chromium-depleted zones; fur-
thermore, such alloys even after being subjected to a

sensitizing heat-treatment do not give rise to inter-
granular attack in most conditions of service. This
high corrosion rate is considered to be due to the
formation of a submicroscopic s-phase, and although
positive proof is not available, its presence is substan-
tiated by the fact that the phase becomes identifiable
after longer periods of sensitizing temperatures,
although in this form it has little effect on the corro-
sion rate. It would appear that the s-phase dissolves
rapidly during the HNO3 test, and since it has a high
chromium content, the solution becomes enriched in
Cr(VI) with a consequent increase in the corrosion
rate of the alloy. It follows that the test is unsuitable
for evaluating the behavior of stainless steels that may
precipitate s-phase, unless the alloy is to be used in
service for nitric acid plant.

Henthorne,186 in considering the corrosion testing
of weldments, points out that the test will also give
high rates due to (a) end-grain attack, which is partic-
ularly prevalent in resulfurized or heavily cold-worked
material and (b) dissolution of Ti(C, N) such as occurs
in Type 321 weldments and leads to knife-line attack.
Since most service conditions do not cause attack on
the alloy in these conditions the test can be misleading.

Thus, under the circumstances already outlined,
the test can be misleadingly severe, but it is

Table 4 Maximum acceptable evaluation test rates
specified by Du Pont for services where susceptible mate-

rial would be intergranularly attacked

Type Condition Max. corrosion rate
(mm year�1)

120h acid Fe2(SO4)3 test (ASTM A.262, Practice B)

304 As received 1.22
304L 20min at 677 �C 1.22

316 As received 1.22

316L 20min at 677 �C 1.22

317L 20min at 677 �C 1.22
CF-8 As received 1.22

CF-8M As received 1.22

240h HNO3 test (ASTM A-262, Practice C)

304 As received 0.457
304L 20min at 677 �C 0.305

304L 1 h at 677 �C 0.610

309S As received 0.305

316 As received 0.457
347 1 h at 677 �C 0.610

CF-8 As received 0.610

CF-8M As received 0.762

Source: Brown, M. H. Corrosion 1974, 30, 1.
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Figure 15 Schematic representation of ranges of

corrosion potential expected from various chemical tests for

sensitization in relation to the anodic dissolution kinetics of
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Fe–10Cr–10Ni) material in a hot, reducing acid. Reproduced
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particularly valuable for evaluating alloys for use
in HNO3 or in other strongly oxidizing acid solutions
to ensure that they have received the correct heat
treatment and have an appropriate composition,
that is, a low carbon content or the correct ratio of
(Ti or Nb)/C.

2.34.10.2 Boiling H2SO4+CuSO4 Tests

The use of boiling H2SO4+CuSO4 for detecting
intergranular sensitivity was first described by
Strauss, et al.187 in 1930, and is frequently referred
to as the Strauss test, although the conditions of the
test have been modified; whereas the Huey test is
most widely used in the United States the Strauss test
has been the preferred test in Europe. The test is mild
compared to the Huey test and intergranular attack
takes place with little grain dislodgement.

The use of metallic copper chips placed in contact
with the steel to speed up the test and thus decrease
the time of testing was first described by Rocha,188

and subsequent work by Streicher148 showed that its
presence significantly increased the rate of intergran-
ular attack even when it was not in contact with the
steel. Approximate mass losses for a sensitized Type
316 stainless steel during a 240 h testing in boiling
H2SO4+CuSO4 are as follows:

No metallic copper present 0.1 g dm�2;
Metallic copper present but not in contact with
the steel 1.0 g dm�2;
Metallic copper in contact with steel 4.0 g dm�2.

As used in Germany the composition of the solu-
tion is 110 g CuSO4	5H2O, 100ml H2SO4 (spec. grav.
1.84) and 1 l of water, the test being conducted for
168 h in the boiling solution. The ASTM Tentative
Procedure A393–63T specified a similar composition
containing 100 g CuSO4	5H2O, 100ml H2SO4 (spec.
grav. 1.84) with water added to make a total volume of
1 l. The test time was 72 h, and with the high carbon
contents of the earlier steels this was adequate for
detecting susceptibility. However, with the decrease
in the carbon contents of stainless steels a more
prolonged boiling time was found to be necessary,
and Scharfstein and Eisenbrown189 showed that a
Type 304 stainless steel containing 0.068% C would
pass the 72-h Strauss test even after a sensitizing
treatment of up to 4 h at 677 �C. For this reason,
A393–63T has been discontinued and in ASTM
A 262 Practice E, the specimens are placed in contact
with metallic copper chips to increase the rate of
intergranular attack.148,183 This test is of comparable

sensitivity to the other tests, and is far more discrimi-
nating than the older tentative standard; furthermore,
it is more severe so that the testing time is decreased
from 72 to 24 h. This test has been incorporated in the
international standard ISO 3651-2.

Figure 15 shows that the corrosion potential
of stainless steel in the H2SO4+CuSO4 test lies in
the range 0.30–0.58 V, and that while the corro-
sion rate of the unsensitized alloy is approximately
10�1 mA cm�2, that of the sensitized material is
10 mA cm�2; for heavily sensitized material the
ratio of rates184 of sensitized:unsensitized alloy
may be as high as 105:1. This large difference in
rates leads to rapid attack, which is confined to the
depleted zone having a thickness of the order of 1mm,
and under these circumstances there will be little grain
dislodgement. Thus, the mass change will be so small
that it cannot be used as a criterion of susceptibility.
For this reason assessment of intergranular attack
is normally carried out (ASTM 262 Practice E) by
bending the specimen around a mandrel through 180�

and inspecting the bend surface for cracks. Measure-
ments of changes in electrical resistivity146 and in
ultimate tensile strength190 are used as quantitative
methods of assessment, but according to Ebling and
Scheil191 they are not as discriminating as the qualita-
tive bend test.

The H2SO4–CuSO4 test, unlike the Huey test, is
specific for susceptibility due to chromium depletion
and is unaffected by the presence of submicroscopics-
phase in stainless steels containing molybdenum or
carbide stabilizers. It can be used, therefore, with confi-
dence to test susceptibility in austenitic (300 series) and
ferritic (400 series) stainless steels and in duplex auste-
noferritic stainless steels such as Types 329 and 326.

The mechanism of the action of metallic copper
was investigated by Streicher148 who determined
the potential of a Type 314 stainless steel, the redox
potential of the solution (as indicated by a platinized-
Pt electrode) and the potential of the copper. The
actual measurements were made with a saturated
calomel electrode, but the results reported below
are with reference to SHE. In the absence of copper
the corrosion potential of the stainless steel was
0.58 V, whereas the potential of the Pt electrode
was approximately 0.77 V. When metallic copper
was introduced into the solution (not in contact
with the steel) both the corrosion potential of the
steel and that of the Pt electrode attained the same
high negative potential of 0.37 V, the copper attaining
a steady value of 0.30V. Finally, when the stainless
steel was placed in contact with the copper it took up
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a more negative potential of 0.30 V, the potential of
the copper being unaffected. These potentials have
been interpreted by Streicher and have been
expressed in E–I diagrams (Figure 16) showing how
the corrosion potential and the corrosion rate varies
with conditions of the test. Introduction of metallic
copper into the solution results in the disproportion-
ation reaction:

Cuþ Cu2þ⇆2Cuþ

and the accumulation of the Cu+ ions in the solution
produces a decrease in the polarization of the local
anodes on the stainless steel, which are polarized to the
redox potential of the solution (Figure 16). Contact of
copper with the stainless steel results in a further
decrease in the corrosion potential of the stainless
steel to that of copper, indicating that cathodic polari-
zation of the steel has occurred since the steel is the
cathode of the stainless steel/copper bimetallic couple.
Simultaneously, there is a reduction in the anodic
polarization of the susceptible grain boundaries,
and a consequent increase in the corrosion rate
(Figure 16). Thus, contact of the steel with the copper
results in intergranular attack of the steel at constant
potential, the copper acting in the same way as a
potentiostat.

The Huey test is widely used in the United States
while the H2SO4–CuSO4 test is preferred in the
United Kingdom, with an increasing tendency to

use the metallic copper variant. The H2SO4–
CuSO4–Cu test procedure is given in BS EN ISO
3651-2.

2.34.10.3 HNO3–HF Test

This test was first described by Warren192 in 1958,
and consists of two 2-h periods in 10% HNO3þ 3%
HF solution at 70 �C using fresh solution for each
period. The test is therefore more rapid than the
others, and it is specific for chromium depletion by
carbide precipitation since it is unaffected by the
submicroscopic s-phase formed in molybdenum-
bearing steels; as described in A262, its use is con-
fined to Types 316, 316L, 317, and 317L stainless
steels.183 Since the corrosion rates of stainless steels
in the acid are high and vary greatly from test to test,
it is necessary to run two tests and to compare the
corrosion rates of the specimen to be evaluated (‘as
received’ for Types 316 and 317 and in the sensitized
condition for Types 316L and 317L) and another
laboratory-annealed specimen of the same alloy
shown to be free from precipitated carbides by the
step structure produced after electrolytic etching in
oxalic acid. Intergranular attack is assessed by the
rate of penetration evaluated from the mass loss, and
if the mass loss of the specimen to be evaluated is
greater than 1.5 times that of the standard, the for-
mer is considered to be susceptible.

The solution has a low redox potential and the
corrosion potentials for austenitic stainless steels will
be in the range 0.14–0.54 V, according to composition.
Thus, it can be seen from Figure 15 that all but the
highest chromium steels will be in the active region,
so that the test relies on vigorous corrosion of the
grain boundary zones while the matrix remains
somewhat passive and corrodes at a slower rate.184

Although the test gives constant and reliable results,
it has not been used widely for routine evaluations
for the following reasons: (a) the need to use a ratio
of two test rates, (b) inconvenience of handling
solution containing HF, and (c) the availability of
the H2SO4þFe2(SO4)3 test.

2.34.10.4 H2SO4+Fe2(SO4)3 Test
(Streicher Test)

This was described in 1959 by Streicher,148 and con-
sists of one period of exposure to a boiling solution of
50 mass% H2SO4þ 25 g l�1 Fe2(SO4)3 for 120 h,
assessment being based on mass loss (see Table 4).
Streicher, however, usually reports a ratio of mass

Pt
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Cu
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A

E

(Cu) (Cu in contact)(no Cu)
I I I

(c)(b)(a)

Figure 16 Schematic E–I diagrams of local cell action on

stainless steel in CuSO4 + H2SO4 solutions showing the

effects of metallic copper on corrosion rate. C and A are the

open-circuit potentials of the local cathodic and anodic
areas and I is the corrosion current. The potentials of

platinized platinum and copper in the same solution are

indicated by arrows. (a) Corrosion of stainless steel in
isolation. (b) The rate when copper is introduced into the

acid without contact with the steel. (c) The rate when copper

contacts the steel. Reproduced from Streicher, M. A.

J. Electrochem. Soc. 1959, 106, 161.

1482 Experimental Techniques for Evaluating Corrosion

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



loss of sample to be assessed/weight loss of annealed
sample, and as for the HNO3–HF test considers that
a ratio >1.5–2.0 indicates susceptibility; for Type
304 Streicher considers a rate >0.76mmyear�1 to
indicate susceptibility, but Brown considers a higher
figure to be acceptable (see Table 4).

Accumulation of corrosion products does not
stimulate attack and so several specimens may be
tested in the same solution, but additional Fe2(SO4)3
may have to be added (or the solution changed) if
there is considerable attack on severely sensitized
specimens, as indicated by a color change of the
solution from brown to dark green.

The redox potential of the solution is that of
the Fe3+/Fe2+ equilibrium and lies within the range
0.80–0.85V (versus SHE). The severe weight loss of
susceptible alloys is due to undermining and grain
dislodgement at the sensitized zones, which occurs
at about twice the rate of that in the Huey test. Another
difference is that while in the Huey test corrosion
products [Cr(VI)] increase the rate by raising the
potential of the alloy into the transpassive region,
the converse applies in the acid (Fe2(SO4)3) test, since
reduction of Fe3+ to Fe2+ during the test will result in a
decrease in the redox potential and the whole sample
will corrode with hydrogen evolution.

According to Cowan and Tedmon184 the test can
selectively attack some types of s-phase. Those of
Types 321 and 347 are readily attacked, whereas
themolybdenum-bearings-phase of Type 316 is unat-
tacked. The test will also showHastelloys and Inconels
to be susceptible to intergranular attack when there are
either chromium- (or molybdenum-) depleted grain
boundaries or grain-boundary s-phase present. Fer-
ritic (200 series) and austenoferritic stainless steels can
also be tested for chromium-depletion sensitization in
this reagent, but whether s-phases formed in these
alloys affect the test has not been established.

In conclusion it must be emphasized again that all
the tests used are accelerated tests and only provide
information on susceptibility to intergranular attack
under the prevailing precise test conditions. They are
quality control tests that may be used to demonstrate
either that heat treatment has been carried out ade-
quately or that a steel will withstand the test for a
certain sensitizing heat treatment.

2.34.10.5 Electrolytic Oxalic Acid
Etching Test

This test, which was developed by Streicher,148 is
used as a preliminary screening test to be used

in conjunction with the more tedious testing proce-
dures such as the boiling HNO3 test. The specimens
are polished (3/0 grit paper) and then anodically
polarized for 1.5min at 1 A cm�2 at room tempera-
ture in a solution prepared by dissolving 100 g of
H2C2O4	2H2O in 900ml of distilled water. The sur-
face is then examined at about �500 magnification
and the structure is classified as ‘step,’ ‘ditch,’ or ‘dual’
(both ‘step’ and ‘ditch’). If the surface shows a ‘step’
structure it is immune to intergranular attack and
no further testing is necessary; if the structure is
‘ditch,’ further testing by the Huey test or some
other chemical test is necessary; if ‘dual’ further test-
ing may be necessary. Thus, the test, by identifying
structures that are immune to intergranular attack,
eliminates unnecessary testing, although where a
‘ditch’ (or possibly a ‘dual’ structure) is obtained,
final confirmation by the Huey test is essential.
Figure 17 shows the ‘ditch’ and ‘step’ structures
diagrammatically, and Figure 18 shows photomicro-
graphs of these structures and a ‘dual’ structure.193

The test operates at a potential above 2.00V
(versus SHE), and the ‘ditch’ structure obtained
with sensitized alloys must be due, therefore, to the
high rate of dissolution of the sensitized areas as
compared with the matrix. The ‘step’ structure is
due to the different rates of dissolution of different
crystal planes, and the ‘dual’ structure is obtained
when chromium carbides are present at grain bound-
aries, but not as a continuous network.

2.34.10.6 Electrochemical Tests

The difficulties associated with the ASTM ‘Standard
Practices for Detecting Susceptibility to Intergranu-
lar Attack in Austenitic Stainless Steels’ (A 262) are
that the methods are destructive and qualitative in
nature. Early attempts to develop quantitative, non-
destructive electro-chemical techniques to detect

‘Step’ structure

‘Ditch’ structure

Figure 17 ‘Ditch’ and ‘step’ structures. Reproduced from

Streicher, M. A. J. Electrochem. Soc. 1959, 106, 161.
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sensitization by Clerbois et al.194 employed potentio-
static techniques and it was observed that sensitized
18–8 stainless steel when anodically polarized poten-
tiostatically in 1.0mol dm�3 H2SO4 gave rise to a
secondary active peak in the range 0.14–0.24 V
(versus SHE) that was not present in the curve for
the annealed alloys. This observation was criticized
by France and Greene,195 who consider that the
active peak is due to the dissolution of Ni that had
accumulated at the surface during active dissolution
at lower potentials. Clerbois, et al.194 also noted that if
a sensitized sample is held at 0.14 V in 1.0mol dm�3

H2SO4 for 24 h and then bent around a mandrel, it
fissures and cracks, and it can be seen from Figure 15
that at this potential the chromium-depleted grain
boundary will corrode actively, whereas the matrix
will be passive. The potentiostatic test using cracking
to detect susceptibility is thus analogous to the acid-
copper sulfate test.

France and Greene195 proposed that it should
be possible to predict service performance by
potentiostatic studies of steels in the environments
encountered in practice coupled with metallographic
examination of the surfaces. They argued that many
environments do not selectively attack the grain
boundaries of sensitized stainless steels so that the
use of costly preventative measures is unnecessary.
Since the intergranular attack of austenitic stainless

steels occurs only in limited potential regions it
should be possible to predict service performance
provided these regions are precisely characterized.

In their studies, specimens of different sensitized
steels were held at various constant potentials in
different concentrations of the acid under study at
various temperatures and the surfaces were then
examined metallographically for intergranular attack.
Data obtained in this way enabled E-concentration of
acid diagrams to be produced showing the zones of
general corrosion, fine intergranular corrosion and
coarse intergranular corrosion for a given sensitized
stainless steel in a given acid at various constant
temperatures (Figure 19).

Streicher,196 however, considered this approach to
be unsound and pointed out that the short duration of
the potentiostatic studies carried out by France and
Greene cannot be used to predict long-term behavior
in service. The prolonged dialogue between these
workers197,198 was well summarized in the review
article by Cowan and Tedmon184 who concluded
that these particular potentiostatic tests cannot be
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Figure 19 Intergranular corrosion plot for a sensitized

cast CF-8 stainless steel (0.08%maxC 8–11%Ni 18–21%Cr)
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Figure 18 Micrographs of (a) step, (b) ditch, and (c) dual

structures. Reproduced fromStreicher,M. A. J. Electrochem.

Soc. 1959, 106, 161; Cowan, R. L.; Tedmon, C. S., Jr.

In Fontana, M. G., Staehle, R. W., Eds.; Advances in
Corrosion Science and Technology; Plenum Press:

New York, 1973; Vol. 3.
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regarded as accelerated tests for service environments
and that predicting future industrial service for peri-
ods longer than the test is not advisable.

2.34.10.7 EPR Test

The electrochemical potentiokinetic reactivation
(EPR) test was proposed by Cihal et al.199 and dev-
eloped by Novak and others200–202 as a fast,
quantitative and nondestructive technique for estab-
lishing the degree of sensitization of austenitic stain-
less steels.

The test is accomplished by a potentiodynamic
sweep from the passive to the active regions of
electrochemical potential (a process referred to as
reactivation) for a given alloy in a specific electrolyte,
during which the amount of current resulting from
the corrosion of the chromium-depleted regions sur-
rounding the precipitated chromium carbide particles
is measured. In a sensitized microstructure, the bulk of
these particles are located at the grain boundaries and
are particularly susceptible to corrosion in oxidizing
acids. Proposed national and international standards
on EPR testing specify 0.5M H2SO4+ 0.01M KSCN
at 30�C as the EPR test environment for sensitized
austenitic stainless steels.

Three different forms of EPR test can be employed,
designated as the single loop, double loop and reacti-
vation ratio methods in Figure 20.

2.34.10.7.1 Single loop EPR test

The single loop method requires the sample to be
polished to a 1mm finish and then passivated at
þ200mV (SCE) for 2min following which the poten-
tial is decreased at 1.67mV s�1 until the corrosion
potential of approximately �400mV (SCE) is
reached. The reactivation process results in the pref-
erential breakdown of the passive film in the
chromium-depleted grain boundaries of sensitized
material and an increase in the current through the
cell. The area under the E versus log I curve (Figure
20a) is proportional to the electric charge, Q ,
measured during the reactivation process. On nonsen-
sitized materials, the current density during the reac-
tivation step is very low because the passive film
remains essentially intact. A measure of the degree of
sensitization is obtained by calculating the normalized
charge, Pa, where:

PaðCm�2Þ ¼ Q =A

where Q¼ integrated charge during the reactivation
scan, and A¼ grain boundary area (5.1 � 10�3 exp

0.35 G, where G is the ASTM grain size at
100�magnification).

Pitting caused by the dissolution of nonmetallic
inclusions can increase the Pa value. Consequently,
the microstructures of specimens with a high Pa value
must be examined to identify the source of the ele-
vated value. In general, Pa values below 0.10 are
characteristic of unsensitized microstructures, while
sensitization is indicated if Pa exceeds 0.4. Single loop
tests are sensitive to mild degrees of sensitization but
do not readily distinguish between medium and
severely sensitized materials.

2.34.10.7.2 Double loop EPR test
Details of this procedure are given in Japanese
Industrial Standard JIS G 0580. The sample is ground
to a 100 grit finish then placed in the test solution
for about 2min to establish the rest potential
(about �400mV (SCE) for AISI Types 304 and
304L stainless steel).

The sequence of polarization steps is shown in
Figure 20b. The surface is first polarized anodically
from the corrosion potential to þ300mV (SCE) at
a rate of 1.67mV s�1. As soon as this potential is
reached, the scanning direction is reversed and the
potential is decreased at the same rate to the corro-
sion potential. The ratio of the maximum current in
the reactivation loop, Ir, to that in the larger anodic
loop, Ia, is used as a measure of the degree of
sensitization.

2.34.10.7.3 Reactivation ratio EPR test

Figure 20c)

This is a simpler and more rapid method than the
single or double loop tests, and depends on the fact
that the value of Ia determined during the anodic scan
of a double loop test (which produces general disso-
lution without intergranular attack on sensitized
material) is essentially the same for all AISI Type
304 and 304L steels.

The specimen is ground to a 100 grit finish then,
after 2min at the corrosion potential (about �400mV
(SCE)), it is conditioned by a 2-min treatment
at �230mV (SCE) in order to eliminate the need
for polishing prior to the reactivation procedure.
Passivation is then accomplished at þ200mV (SCE)
for 2min after which the specimen is reactivated by
scanning back to the corrosion potential at 1.67mV s�1.
During this reactivation scan, the maximum current, Ir,
is measured and is divided by the surface area as an
indication of the degree of sensitization.
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2.34.10.8 EPR Tests for Ferritic
Stainless Steels

Lee203 has demonstrated that in slightly modified
forms the single loop EPR test can be used to quan-
tify the degree of sensitization in ferritic stainless
steels. For AISI Types 430, 430Ti, 430Nb, and 446
stainless steels, the test consists of passivating the
specimen in deaerated 3N H2SO4 solution at 30 �C
at þ400mV (SCE) for 10min, followed by a reacti-
vation at a scan rate of 250mVmin�1. The EPR test
for AISI Type 434 stainless steel requires a

reactivating scan rate of 150mV min�1 (the other
test conditions remaining unchanged). For AISI
Type 444 stainless steel, the test is conducted in
deaerated 5N H2SO4 solution at 30 �C and involves
passivation at þ400mV (SCE) for 2min followed by
a reactivation at a scan rate of 100mVmin�1.

2.34.11 Crevice Corrosion and Pitting

Crevice corrosion and pitting are dealt with in some
detail elsewhere, and it is not appropriate here to
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Figure 20 Schematics of reactivation polarisation curves. (a) Single loop EPR test method, and (b) double loop EPR test
method, and (c) reactivation ratio EPR test method.
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discuss the nature of the phenomena nor the methods
that have been used to determine the mechanisms of
these forms of localized attack. However, it should be
noted that many of the methods of testing follow
directly from the concepts such as Eb (the critical
pitting potential), Ep (the protection potential) have
been investigated by a number of workers as possible
criteria for the resistance of metals and alloys to
pitting and crevice corrosion in service. It should
also be noted that since crevice corrosion and pitting
have similar mechanisms and since the presence of a
crevice is conducive to pitting of alloys that have a
propensity, to this form of attack, it is appropriate to
consider them under the same heading. (Editor’s
note: A group of tests that have gained favor in recent
years are based on the observation that, providing the
solution is sufficiently oxidizing (or, equivalently, the
potential is held at a suitably positive value), there is a
critical temperature below which pitting will not
occur, and a (more negative) critical temperature
below which crevice corrosion will not occur. These
are known as the critical pitting temperature (CPT)
and critical crevice temperature (CCT), respectively,
and the higher the temperature, the greater the resis-
tance to pitting or crevice corrosion. There are vari-
ous methods of measuring these temperatures (see
ISO 17864, ASTM G 48, and G 150).)

In general, the tests may be classified as follows:

1. Laboratory tests, in which the specimen is
immersed in a solution conducive to pitting, such
as an acidified FeCl3 solution (redox potential
above the critical pitting potential Eb).

2. Laboratory tests, in which the specimen is anodi-
cally polarized in a chloride-containing solution to
evaluate Eb and Ep.

3. Field tests, in which the specimen (with or without
a crevice) is exposed to the environment that it
will encounter in service.

As far as tests for crevice corrosion are concerned,
all that is required is a geometrical configuration
that simulates a crevice, which may be achieved in
a variety of ways using either the metal itself or
the metal and a nonmetallic material. Streicher204

studied the crevice corrosion of Cr–Ni–Fe alloys, in
which two plastic cylinders are held on the two
opposite faces of a sheet metal specimen by two
rubber bands, thus providing three different types of
crevice in duplicate. A simple method of testing for
crevice corrosion produced by contact with different
materials is to use a horizontal strip of the metal
under study and place on its upper surface at

intervals small piles of sand, small piles of sludge,
pieces of gasket material, rubber, etc. More precise
crevices can be produced by bolting together two
discs of the metal, which are machined on the facing
surfaces so that there is a flat central portion followed
by a taper to the periphery of the disc, the flat central
portion providing a very fine crevice and the tapered
portion a coarser one.205

Figure 21 shows the types of crevices used by
Wilde206 for studying crevice corrosion and pitting
of Cr–Ni–Fe alloys in the laboratory and in the field.
Types 1 and 5 were used for anodic polarization
studies in nitrogen-saturated 1mol dm�3 NaCl and
in aerated 3.5 wt% NaCl, respectively, and it can be
seen that attachment to the conducting lead is by
means of a Stern-Makrides pressure gasket; Types 3
and 4 were used for field tests in seawater for periods
up to 4½ years; Type 2 was used for laboratory stud-
ies in which the specimens were immersed in acid-
ified FeCl3 (108 g l�1 FeCl3	6H2O with the pH
adjusted to 0.9 with HCl).

The value of electrochemical evaluation of the criti-
cal pitting potential as a rapid method of determining
pitting propensity is controversial. France andGreene207

studied the pitting of a ferritic steel (Type 430) using
a controlled potential test in 1M NaCl and a conven-
tional immersion test in oxygen-saturated 1M NaCl
but found that at the same potential (�0.17 to
0.09V versus SCE) the corrosion rates were 390 and
5.2mmyear�1, respectively. Similar studieswere carried
out on Zr using 0.5M H2SO4þ 1M NaCl for the
controlled potential test and 0.5M H2SO4þFeCl3	
6H2O for the immersion test, and again the former
gave amuch higher corrosion rate than the latter. France
andGreeneconclude that these two types of test give rise
to significantly different results under identical test con-
ditions. To explain the results obtained with the ferritic
stainless steel, they pointed out that, during the con-
trolled potential test, the anodic reaction occurs at the
metal’s surface whereas the interdependent cathodic
reaction takes place at the counter-electrode. Under
these circumstances, themetal ions produced anodically
result in increasedmigration of Cl� to maintain electro-
neutrality, and this in turn results in a higher con-
centration of Cl� at the metal–solution interface with
consequent increase in the rate of pitting. A similar situ-
ation does not arise during the immersion test where the
anodic and cathodic sites are in close proximity, and
charge balance is maintained without the migration of
Cl� from the bulk solution.

Potentiostatic tests208–210 have been used, and
Wilde and Williams208 in potentiokinetic studies of
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the critical breakdown potential of stainless steels
(Types 430 and 304) in 1.0M NaCl showed that the
nature of the gas used to purge the solution has a
pronounced effect on the value of Eb (Table 5). In
particular, they have established that the presence of
dissolved O2 enhances passivity thus causing Eb to
become more positive, and consider that this explains
the failure of France and Greene to obtain accord
between controlled potential tests in hydrogen-
saturated chloride solutions and immersion tests in
oxygenated chloride solutions at the same potentials.

Wilde andWilliams208 have used the redox system
0.1M FeðCNÞ6�3 =FeðCNÞ6�4 for their immersion
tests, which for Type 403 stainless steel gives a corro-
sion potential of �0.100V (versus SCE); selection of
this system was based on the premise that being large
anions they would be less likely than dissolved O2 to
be involved in the adsorption processes that stabilize
the passive state. Pitting occurred within 60 s,
and equivalent tests on the same alloy conducted
potentiostatically at �0.1V (versus SCE) in hydrogen-
saturated 1.0M NaCl gave similar results. They con-
clude that these two tests give comparable results, but
that extreme caution must be used in utilizing Eb as
an index of pitting, since its value is dependent upon
environmental variables and in particular the nature
of the dissolved gas in the corrodent. Wilde and
Williams211 have also shown that the critical pitting
potential can be used to predict the behavior of alloys

exposed for long periods to seawater or to industrial
chemical environments.

In a subsequent paper, Wilde206 pointed out that
although Eb is qualitatively related to resistance of a
material to breakdown of passivity and pit initiation,
it is of questionable value in predicting performance
when crevices are present. Wilde found that although
the Fe–30Cr–3Mo alloy appeared to indicate total
immunity to breakdown when tested anodically in
1M NaCl and in the freely corroding condition
in 10% FeCl3, it pitted within the crevice when an
artificial crevice was present. Exposure in seawater
for a 16-month period showed that AISI Types 304
and 316 stainless steels and the Fe–30Cr–3Mo alloy
all pitted to the same extent when a crevice was
present, although the former two alloys are consid-
ered to be less resistant to pitting than the Fe–30Cr–
3Mo alloy. Pourbaix et al. have defined the protection

Table 5 Variation in Eb (V) for stainless steels in 1.0mol

dm�3 NaCl at 25 �C with nature of dissolved gas (Eb vs. SCE)

Gas Type 430
stainless steel

Type 304
stainless steel

Hydrogen �0.185 �0.050
Nitrogen �0.130 �0.020
Argon �0.100 +0.050

Oxygen �0.035 +0.065

Data after Wilde and Williams208
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Figure 21 Various types of crevices used for investigating crevice corrosion of stainless steels. Reproduced fromWilde, B. E.
Corrosion 1972, 28, 283.
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potential Ep as the potential below which no pits
can initiate and preexisting pits cannot propagate,
since they are passive at that potential. However,
Wilde, using cyclic potentiodynamic sweeps at vary-
ing sweep rates, has established that Ep is not a unique
parameter and that it varies in a semilogarithmic
manner with the extent of localized attack produced
during the anodic polarization, that is, Ep-log(extent
of pit propagation) is linear. Thus, at a sweep rate of
10V h�1, Ep was found to be �0.290V (versus SCE)
while it fell to a more negative value of �0.410 V at
the slower sweep rate of 1 V h�1. This was explained
by Wilde as being due to the chemical changes that
occur in the growing pit by hydrolysis of corrosion
products and by the increased migration of Cl� ions.
Since Ep is a variable that depends upon experimental
procedures, it cannot be used on its own as a criterion
for protection against the propagation of preexisting
pits or crevices in an engineering structure. Wilde
considers that a more useful parameter appears to be
the ‘difference potential’ (Eb�Ep), which is used as a
rough measure of the hysteresis loop area produced
during the cyclic determination of Eb and Ep. (Editor’s
note: The parameter Eb – Ep has recently formed the
basis of a predictive model of localized corrosion of
Alloy 22 for the storage of nuclear waste over periods
of up to a million years.) The area of the hysteresis
loop obtained in a potentiodynamic sweep using a
specimen with an artificial crevice provides a mea-
sure of the resistance to crevice corrosion in service,
that is, the greater the area the lower the resistance.
Figure 22 shows the linear relationship between the
‘difference potential’ and the mass losses of various
stainless alloys containing an artificial crevice that
have been exposed to seawater for 4½ years.

These considerations show that although consid-
erable advances have been made in developing labo-
ratory controlled potential tests for evaluating
crevice corrosion and pitting, the results must be
interpreted with caution.

Guidance on crevice corrosion testing of iron-base
and nickel-base stainless alloys in seawater and other
chloride-containing aqueous environments is given in
ASTM G 78, while ASTM G 61 provides a standard
test method for conducting cyclic potentiodynamic
polarization measurements for localized corrosion sus-
ceptibility (i.e., pitting and crevice corrosion) of iron-,
nickel-, and cobalt-based alloys. Guidance on the
selection of procedures for the identification and
examination of pitting corrosion to determine the
extent of its effect is available in ASTM G 46.

2.34.12 Impingement Tests/Erosion
Corrosion

The method most commonly used for testing con-
denser materials is the BNFMRAMay jet impingement
test212 in which small sections of tube, abraded to a
standard finish, are immersed in seawater and subjected
to an underwater jet of seawater containing air bubbles.
However, at high velocities, cavitation can occur in
the water box in this test. An alternative design has
been described to overcome this.213 Resistance to
impingement attack is also assessed by the Brownsdon
and Bannister test214 in which a stream of air bubbles
is directed onto the surface of the test specimens
immersed in seawater or sodium chloride solution.
Special tests for resistance to corrosion under localized
heat transfer conditions (hot-spot corrosion) have
been described by Breckon and Gilbert215 and by
Bem and Campbell,216 but temperature effects are usu-
ally ignored when comparing condenser tube materials.

Campbell217 points out that in evaluating con-
denser tube materials a test apparatus is required
that will include all the principal hazards likely to
be encountered in service and should thus cater for
the following conditions: impingement, slow moving
water, heat transfer, and shielded areas. Furthermore,
the internal surfaces should not be abraded, as in the
jet impingement test, but should be tested in the ‘as-
manufactured’ condition, particularly in view of the
deleterious effect of carbon films produced during
manufacture. LaQue has pointed out the importance
of specimen area in impingement tests.218

The general arrangement of the apparatus is
shown in Figure 23. It accommodates 10 vertical

Ebdetermined at 0.600 V/h
Ebdetermined after reversing sweep at 2 mA cm–2
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Figure 22 Linear correlation between difference potential
and mass loss of various stainless steels containing

crevices exposed to seawater for 4.25 years. Reproduced

from Wilde, B. E. Corrosion 1972, 28, 283.
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200mm lengths of condenser tube spaced equally
around a 125-mm diameter circle. Water enters the
bottom of each tube through an inlet nozzle (Part No.
6 in Figure 23) which fits inside the tube and also
locates it. The nozzle has a 5-mm diameter blind hole
up the center connecting with a 2.4-mm diameter
hole, set at 45� to the vertical, through which the
water emerges at a velocity of 10m s�1 to impinge
on the wall of the tube. The water then rises up
through the tube at a mean velocity of 0.1m s�1 (in
a 22–24-mm diameter condenser tube) and leaves

through an outlet nozzle (Part No. 1) fitted into the
top end of the tube. Half the length of each outlet
nozzle has a 2� taper on the outside to provide a
reproducible annular crevice between it and the inside
of the condenser tube. Neoprene ‘O’-rings (Part No. 3)
provide seals between the tube and the top and bottom
nozzles, and the tubes are held in place by a common
clamping plate (Part No. 2) at, the top. The 10 inlet
nozzles are fed with water through a distributor (Part
Nos. 7, 8, and 15) of the design used in the May
jet impingement apparatus, which ensures equal

A
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tube

Water outlet to waste

Inlet
nozzle

Impingement
area

Annular
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Heater
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Figure 23 Campbell test apparatus for determining the various forms of attack suffered by condenser tubes in service.

Reproduced from Campbell, H. S. MP577, BNFMRA, 1973.
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distribution of water between them. The distributor
and nozzles are all of nonmetallic materials. The part
of each test piece between 40 and 65mm from the top is
fine-machined externally to fit a semicircular notch in a
15-mm thick brass heater block (Part No. 4), the tubes
being held in contact with the block by a circumferen-
tial clip to ensure efficient and equal heat transfer
between the block and each tube. The diameter of the
inlet and outlet nozzles and that of the semicircular
notches in the heater block are made to suit the size of
condenser tube to be tested.

The common heater block shown in Figure 23
can itself be subject to corrosion leading to different
heat transfer conditions for different tubes, and in
some later versions of the apparatus, individual
short heating jackets are used for each tube, which
are heated with oil from either a steam-heated or
electrically heated heat exchanger. This modification
not only avoids corrosion problems but also obviates
the necessity to machine a length of the outside of
each tube to fit the semicircular notches in the single
heater block. The oil flow is adjusted to give an oil
temperature of 95 �C at each outlet.

The test usually lasts 8weeks, after which the tubes
are sectioned longitudinally and their interiors
inspected for accumulated deposits. Loose deposits are
then removed by washing in water and the internal
surfaces are examined for impingement attack, pitting
and blistering or flaking of the corrosion-product film,
using a low-power binocular microscope. After cleaning
the section in 10% H2SO4, the depth of impingement
attack, pitting, or other localized corrosion, is deter-
mined. Observations and measurements are recorded
for each of the following five areas of the section: (a)
impingement area opposite the inlet nozzlewherewater
velocity and turbulence are greatest, (b) the slow-
moving cold water area from the impingement area
upward to the heated area, (c) the heated area including
the heat-transfer area itself and the warm-water area
above, and (d) the two annular crevices formed between
the tapered portions of the cold-water inlet and warm-
water outlet nozzles and the tube wall.

The Campbell apparatus is cheap to construct and
easy to use and can be installed on site to assist the
selection of condenser or heat-exchanger tube materi-
als, or to monitor changes in the corrosivity of the cool-
ing water. The information that it provides on the
various forms of attack is more comprehensive than
that of anyother existing apparatus for corrosion testing
condenser tubes, and it is therefore particularly suitable
also for assessing new materials or the effect of surface
conditions arising from changes in manufacture.

Impingement and erosion–corrosion forms of
attack will usually be intensified by the presence of
solid particles in the fluid. Variations of the jet test
have been proposed to take this effect into account.219

Test equipment for the study of erosion-corrosion
by liquids with sand content, as met in formation
waters in oil and gas production, has been described
by Kohley and Heitz.220

2.34.13 Corrosion Fatigue

The simultaneous action of alternating stresses and
corrosion usually has a greater effect than when
either is operating separately, and in this respect
corrosion fatigue is analogous to stress-corrosion
cracking. The important factors in corrosion fatigue
include the following:

1. environmental conditions;
2. magnitude of the alternating stress;
3. magnitude of mean stress;
4. frequency of reversal of the stress;
5. load-versus-time waveform;
6. characteristics of the metal.

Depending on the intended purpose, corrosion
fatigue tests can be conducted on smooth, notched
or precracked specimens as well as on components
and parts joined by welding. Because of the time-
dependent nature of corrosion processes, it is essen-
tial that the mechanical variables employed during
corrosion fatigue testing, including cyclic frequency
and load-versus-time waveform, as well as the chem-
ical and electrochemical conditions, are relevant
to the intended application. For example, it is
unlikely that data generated in a laboratory test at a
frequency of 10Hz would be applicable for predict-
ing corrosion fatigue behavior in a structure that is
cycled at 0.1Hz.

Laboratory corrosion fatigue tests can be classified
as either cycles to failure (crack initiation) or crack
propagation tests.221 Cycles to failure tests employ
plain or notched specimens to provide data on the
intrinsic corrosion fatigue crack initiation behavior of
a metal or alloy. Crack propagation tests use pre-
cracked specimens to provide information on the
threshold conditions for the propagation of preexist-
ing defects by corrosion fatigue and on the rates of
corrosion fatigue crack growth.

It is often difficult to conduct laboratory tests in
which both the environmental and stressing condi-
tions approximate to those encountered in service.

Corrosion Testing and Determination of Corrosion Rates 1491

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



This applies particularly to the corrosive conditions,
since it is necessary to find a means of applying cyclic
stresses that will also permit maintenance around the
stressed areas of a corrosive environment in which
the factors that influence the initiation and growth of
corrosion fatigue cracks may be controlled. Among
these factors are electrolyte species and concentra-
tion, temperature, pressure, pH, flow rate, dissolved
oxygen content, and potential (free corrosion poten-
tial or applied).

For tests on plain or notched specimens, a simple
approach can be to use a conventional Wöhler rotat-
ing cantilever beam modified so as to permit the
specimen to be brought into contact with the corro-
dent. This may be achieved by surrounding the spec-
imen with a cell through which the corrosive solution
is circulated or by applying it by a pad,222 wick,223

or drip feed.224 Four-point loading or push–pull
machines can be used in a similar way and have the
advantage over the Wöhler machine when testing
plain specimens that the length of the test-piece
between the two points of loading is subjected to an
approximately uniform stress.

Rawdon225 used flat specimens that were sub-
jected to repeated flexure while they were being
immersed periodically in the corrosive solution.
Kenyon226 used a rotating wire specimen in the
form of a loop, the upper part of which was attached
to the motor while the lower part of the loop passed
through the corrodent, and a somewhat similar
device was developed by Haigh-Robertson and used
in several studies.227,228 Gough and Sopwith229,230

used this machine in their studies, the corrodent
being applied as a spray.

Figure 24 shows a slow fatigue machine231 that
has been developed to study the performance of
welded butt and fillet joints for steels used in the
construction of North Sea oil drilling rigs; the bend-
ing stress and frequency have been selected to simu-
late the forces produced by the wave motion. The
specimens, 1500 � 100 � 12.5mm with the weld
25 cm from the base, are clamped at the lower end,
and the stress is applied as a variable bending moment
at the upper end by rams. The rams, which are
attached to a sliding frame, are activated by a pneu-
matic cylinder that can be automatically programmed
for stroke and frequency and the stress level is moni-
tored by strain gauges. The stress range is up to
300MPa, and the frequency can be varied from 0.5 to
0.05Hz. The corrodent is artificial seawater, and pro-
vision is made for studying the effect of cathodic
protection by means of Zn anodes.

Hoeppner232 pointed out that until the early 1970s,
most investigators conducted fatigue tests utilizing
rotating bending, flat-plate bending or torsion-type
loading configurations, which have the disadvantage
that tests at positive or negative mean-stress values are
difficult to achieve. In addition, the rotating bending
and flat-plate bending tests create complex stress
states upon crack initiation, for example, a shifting
neutral axis. For these reasons, axial load fatigue
machines, as recommended by the ASTM Commit-
tee E9, are preferred.

The results obtained from the tests described
earlier are presented in the form of the conventional
S–N curve, where S is the stress and N the number of
cycles to cause fracture. Curves of this type are

Figure 24 (a) Rig for the laboratory study of corrosion
fatigue of welded joints in seawater and (b) view of the test

pieces showing welded joint. Reproduced from Jarman, R. A.;

Smith, S.; Williams, R. A. Br. Corros. J. 1978, 13, 195.
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obtained for the metal in air and for the metal in the
corrodent, and comparison provides information on
the effect of the corrosive environment on the fatigue
life. Hoeppner points out that even though the S–N
curve for either notched or unnotched specimens
may be useful for certain applications it cannot
always be employed to evaluate the effect of the
environment on the fatigue life. This is because in
some materials the inherent metallurgical and fabri-
cation discontinuities, which may be undetectable by
nondestructive testing will be so large that the only
factor of engineering significance will be the rate of
propagation of a crack from the initial defect, that is,
the fatigue-crack propagation rate may play the dom-
inant rôle in the useful life of the component. For
this reason, it is important to conduct fatigue crack
growth tests on precracked specimens, and the data
are then presented in the form of curves showing
crack growth rate, da/dN, versus stress intensity fac-
tor range, DK.

The NACE publication Corrosion Fatigue232

gives a comprehensive account of all aspects of the
subject, and in this work, a review of the application
of fracture mechanics for studying the phenomenon
has been presented by McEvily and Wei,233 while
Kitagawa234 has given a detailed account of crack
propagation in unnotched steel specimens. This
work should be consulted for details of testing and
interpretation of results.

Special requirements for fatigue testing in aque-
ous environments are addressed in the Annexe to
ASTM E 647 ‘Standard Test Method for Measure-
ment of Fatigue Crack Growth Rates.’

2.34.14 Cavitation-Erosion

In considering these tests, it should be remembered
that the phenomenon of cavitation-erosion is often
accompained by corrosion effects and that a syner-
gistic effect may operate between the mechanically
and chemically induced forms of attack. In fact the
term cavitation-erosion-corrosion may often be more
applicable in describing the requirements of a test
procedure. The subject has been discussed by Wood
and Fry.235

The methods used have been classified by
Lichtman, et al.236 as follows:

1. High-velocity flow.
a. Venturi tubes.
b. Rotating discs.
c. Ducts containing specimens in throat sections.

2. High-frequency vibratory devices.
a. Magnetostriction devices.
b. Piezoelectric devices.

3. Impinging jet.
a. Rotating specimens pass through continuous,

stationary jets or droplets.
b. Stationary specimens exposed to high-speed

jet or droplet impact.

All tests are designed to provide high erosion rates on
small specimens so that the test can be conducted in a
reasonable time, and although vibratory and high-
velocity jet methods may not simulate flow condi-
tions, they give rise to high-intensity erosion and can
be used, therefore, for screening materials.

The essential component of many high-velocity
flow rigs is a venturi-type section in which cavitation
occurs in the low-pressure high-velocity region cre-
ated by the venturi throat. Typical of this type is the
double-weir arrangement used by Schroter,237 but
since this technique requires very large volumes of
water, it is not readily adaptable to laboratory use.
Hobbs238 and others have used a uniform-area,
rectangular-cross-section duct in which a cylinder
of small diameter is inserted; cavitation occurs in
the wake of the cylinder, which may be used as the
test specimen or the specimen may be set in the side
wall of the duct near the cylinder. The cavitation
intensity will be dependent on the configuration of
the test section and the velocity, pressure, tempera-
ture, viscosity, surface tension, corrosivity, gas con-
tent, and density of the liquid.

Devices in which cavitation is achieved by vibrat-
ing a test specimen at high frequencies are often used.
The original apparatus was developed by Gaines239

and was adapted for cavitation-erosion studies by
Hunsaker and Peters, as described in the paper by
Kerr,240 and it has been used also by Beeching,241

Rheingans,242 and Leith and Thompson.243 In this
method, cavitation is produced by attaching the spec-
imen to the vibrating source or by means of a par-
tially immersed probe vibrating axially at a high
velocity and low amplitude and placed close to the
test specimen. Although originally magnetostriction
oscillators were used,239 these have now been largely
superseded by piezoelectric oscillators, which are
more efficient. The apparatus consists basically of a
conventional ultrasonic generator, a piezoelectric
transducer and a resonating horn or probe, and tests
are typically carried out at a frequency of 20 kHz.

Originally, the test specimen was fastened to the
end of the ultrasonic probe, and this is still specified
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in ASTM D 2809 which describes a method of test-
ing aluminum in antifreeze solution. However, this
arrangement also subjects the test-piece to high alter-
nating stresses as a result of the high accelerations
associated with vibration at ultrasonic frequencies,
which may be overcome by using a stationary test-
piece and locating it immediately below a dummy tip
placed on the end of the ultrasonic probe.

Vibratory test apparatuses are relatively cheap to
build and run and have low power consumption,
while flow rigs are bulky, expensive to build and
run, and have high power consumptions but have
the advantage that they simulate more closely practi-
cal conditions of hydrodynamic cavitation. On the
other hand, the damage rate is higher in the vibratory
tests than in the flow test, although whether this is
advantageous depends on the objectives of the test.
A further criticism of the vibratory test is that the
mechanical component is overemphasized in rela-
tion to the effect produced by corrosion. For this
reason Plesset244 uses a technique in which cavitation
is intermittent with short bursts of vibration followed
by longer static periods, which significantly increases
the erosion rate of materials with poor corrosion
resistance but has little effect on materials with
good corrosion resistance. Tests of this type have
distinguished readily between materials having the
same hardness but different resistances to corrosion,
and between corrosive and noncorrosive solutions.

Figure 25 shows an apparatus for studying
cavitation-corrosion using the magnetostriction

principle for vibration. A nickel tube is made the
core of a magnetic field tuned to the natural fre-
quency of the tube assembly, and since nickel changes
its length as it is magnetized and demagnetized, it
will vibrate with the frequency of the magnetizing
current. The specimen under test vibrates with the
nickel tube, and a commonly used frequency is
6500Hz with an amplitude of 0.008–0.009 cm. Dam-
age is increased by the amplitude of vibration, and
the more resistant the material the greater the ampli-
tude to achieve substantial attack. Increase in tem-
perature decreases damage by increasing the vapor
pressure within the cavitation bubbles, thus reducing
the force of their collapse, but in opposition to this
effect is the increased damage resulting from the lower
solubility of gases which cushion the collapse of the
cavitation bubbles. Consequently, under many circum-
stances damage reaches a maximum at a test tempera-
ture of about 46–52 �C.

Assessment of cavitation-erosion is based on mass
loss, and the results are expressed as curves showing
cumulative mass (or volume) loss versus the time of
the test. Eisenberg and Preiser245 have expressed the
cumulative mass-loss plot on the basis of the rate
versus time curve as follows:

1. Incubation zone (little or no mass loss).
2. Accumulation zone (increasing rate to a maximum).
3. Attenuation zone (decreasing loss rate to a steady-

state value).
4. Steady-state zone (loss rate at a constant value).
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Figure 25 Vibratory cavitation-erosion test using magnetostriction.
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It has been proposed that evaluation of the resistance
of materials, or the study of experimental variables,
should be based on the results obtained for the atten-
uation zone. Other methods of assessment have been
proposed by Hobbs,246 and by Plesset and Devine.247

Examples of various vibratory test procedures for
studying cavitation-erosion of metals in inhibited
engine coolants have been given in an ASTM Special
Technical Publication.248–250

2.34.15 Fretting Corrosion

The deterioration of surfaces that occurs when parts
supposedly tightly fitted together nevertheless move
slightly relative to each other in some sort of cycle
under load is called fretting corrosion. With ferrous
materials, the characteristic corrosion product is a
finely divided cocoa-colored oxide. The general
state of knowledge of the subject was reviewed in a
symposium on fretting corrosion held by the ASTM
in 1952251 and more recently by Waterhouse.252,253

Several techniques for reproducing fretting corro-
sion have been used. All involve some means for
controlling contact pressure, and for achieving and
measuring small-amplitude cyclic motion or slip
between the contacting surfaces; some control of the
environment, particularly moisture, which has a con-
siderable effect on the extent of damage, is also desir-
able. Fink254 used an Amsler wear machine. Another
early series of tests on fretting corrosion arose from a
study of the bottom bearings of electricity meters by
Shotter.255 Tomlinson et al.256 adapted a Haigh
alternating-stress machine by which annular speci-
mens were pressed together under load while being
subjected to vibration to achieve the required slip.
These investigators also used apparatus in which a
specimen having a spherical surface was moved cycli-
cally through a small amplitude while in contact
under load with a plane surface. A further modifica-
tion involved an upper specimen machined to provide
an annulus which was oscillated under load in contact
with a lower plane specimen. A similar technique was
used by Wright.257 The area of damage was measured
optically, and the maximum depth of damage was
calculated by carefully lapping the lower surface and
determining the change in mass. In addition, the
amount of oxidized debris was determined chemically.

Uhlig et al.258 measured fretting damage by mass
loss of recessed 25.4-mm diameter steel cylinders
subjected to radial oscillating motion. The specimens
were loaded pneumatically, frequency was varied,

and slip was adjusted up to 0.020mm. Mass loss was
determined after debris had been removed by pick-
ling the specimens in inhibited acid.

McDowell259 used a setup that took advantage of
the elastic modulus of one of the test materials to
provide a definite deflection subject to control.
A rotating-beam fatigue-testing machine was used
to produce an alternating compressive and tensile
deflection on the surface of the rotating specimen.
A sliding specimen slipped back and forth on the
rotating specimen as the outer fibers were strained
alternately in tension and compression in proportion
to the extent of deflection of the rotating specimen.

Horger251 undertook rotating-beam fatigue tests
of press-fitted assemblies using specimens as large as
305-mm diameter shafts.

Warlow-Davies260 used a technique in which spe-
cimens were subjected to fretting corrosion and then
tested in fatigue to show the effect of fretting damage
in lowering resistance to fatigue.

Herbeck and Strohecker251 used machines
designed particularly for comparing the merits of
lubricants in preventing fretting corrosion of anti-
friction bearings. One provided for both oscillating
conditions and combination radial and thrust loads
to simulate service. Another was concerned primar-
ily with thrust bearings and correlated satisfactorily
with the radial load tester.

An interesting approach involved microscopic
observation of fretting corrosion; a glass slide
mounted on the stage of a microscope was used for
the bearing surface which pressed against a spherical
specimen being vibrated by a solenoid.261

Other testing machines and techniques have been
described by Gray and Jenny,262 de Villemeur,263

Wright,264,265 Barwell and Wright,266 Field and
Waters,267 and Waterhouse.268

2.34.16 Corrosion Testing in Liquid
Metals and Fused Salts

Liquid metals have high heat capacities and heat
transfer coefficients, and these and other properties
make them attractive as coolants for high temperature
nuclear reactors and as heat-transfer and working
fluids in power-generation systems that operate in
conjunction with nuclear reactors. However, austenitic
cladding and ferritic structural steels can suffer rapid
corrosion when exposed to liquid metals at high tem-
peratures (e.g., in liquid sodium at temperatures above
600 �C or in liquid Pb-17 at %-Li eutectic alloy at
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temperatures above 500 �C). Similar corrosion pro-
cesses affect numerous solid–liquid metal systems,
including molybdenum in liquid sodium or lithium,
stainless steel in liquid aluminum, platinum in liquid
sodium, and carbon steel in liquid zinc.

Corrosion by liquid metals is usually controlled by
diffusion processes in the solid and liquid phases and,
unlike aqueous corrosion, does not generally involve
galvanic effects, and, even where electrochemical
phenomena are known to occur, it has not, in general,
been demonstrated that they have been responsible
for a significant portion of the corrosion observed.269

In fused salts, there is evidence that electrochemical
factors are involved.270,271 Nevertheless, the corro-
sion process in relation to liquid metals and fused
salts may conveniently be considered under one of
the following processes, which do not directly
include electrochemical factors: (1) chemical reac-
tion, (2) simple solution, (3) mass transfer, and
(4) impurity reactions. Several of these processes
may be involved in a single corrosion reaction, but
for simplicity, they will be treated separately.

2.34.16.1 Chemical Reaction

This involves the formation of distinct compounds by
reaction between the solidmetal and the fusedmetal or
salt. If such compounds form an adherent, continuous
layer at the interface, they tend to inhibit continuation
of the reaction. If, however, they are nonadherent or
soluble in the molten phase, no protection will be
offered. In some instances, the compounds form in
the matrix of the alloy, for example, as grain-boundary
intermetallic compound, and result in harmful liquid
metal embrittlement (LME), although no corrosion
loss can be observed.

2.34.16.2 Simple Solution

The liquid phase may simply dissolve the solid metal,
or the liquid may go into solid solution with the metal
to form a new phase. In some instances, only a single
constituent of an alloy will dissolve in the liquid phase;
in this case, a network of voids extending into the
metal will result, with obvious deleterious effects.

2.34.16.3 Mass Transfer

This phenomenon manifests itself as the physical
transport of a metal from one portion of the system
to another, and may occur when there is an alloy
compositional difference or a temperature gradient

between parts of the unit joined by the flowing liquid
phase. An exceedingly small solubility of the metal
component or corrosion product in the molten metal
or salt appears sufficient to permit mass transfer to
proceed at a fairly rapid pace.

2.34.16.4 Impurity Reactions

Small amounts of impurities in the liquid phase or on
the surface of the solid metal may result in the
initiation of attack or in increased severity of attack
by one of the mechanisms just outlined.

In general, it is fair to state that one of the major
difficulties in interpreting, and consequently in estab-
lishing definitive tests of, corrosion phenomena in
fused metal or salt environments is the large influence
of very small, and therefore not easily controlled,
variations in solubility, impurity concentration,
temperature gradient, etc.272 For example, the solubil-
ity of iron in liquid mercury is of the order of 5� 10�5

at 649 �C, and static tests show iron and steel to
be practically unaltered by exposure to mercury.
Nevertheless, in mercury boiler service, severe
operating difficulties were encountered, owing to the
mass transfer of iron from the hot to the cold portions
of the unit. Another minute variation was found
substantially to alleviate the problem: the presence
of 10 ppm of titanium in the mercury reduced the
rate of attack to an inappreciable value at 650 �C;
as little as 1 ppm of titanium was similarly effective
at 454 �C.273

In the case of the alkali metals, impurities, such as
oxygen and carbon, can have a significant effect on
the corrosion of steel and refractory metals. Borgstedt
and Frees274 have shown that for the corrosion of
both stabilized and unstabilized austenitic stainless
steels in flowing liquid sodium at 700 �C, there is an
almost linear dependence of the corrosion constant, k,
on the oxygen content of the sodium, as follows:

log k ¼ �5:6637þ 0:919log½O� ½17�
where, k is in mg cm�2 h�1 and [O] is in ppm. Barker
et al.275 have demonstrated that oxygen exerts a simi-
larly deleterious effect on the corrosion of AISI Type
316 austenitic stainless steel in liquid Pb–17Li eutec-
tic by increasing the depth of the ferritic corrosion
layer and the extent of chromium depletion within
the layer.

The effect of carbon on the corrosion of stainless
steels in liquid sodium depends upon the test condi-
tions and the composition of the steels.274 Stabilized
stainless steels tend to pick up carbon from sodium,
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leading to a degree of carburization that corresponds
to the carbon activity in the liquid metal. Conversely,
unstabilized stainless steels suffer slight decarburiza-
tion when exposed to very pure sodium. The decar-
burization may promote corrosion in the surface
region of the material276 and, under creep rupture
conditions, can lead to cavity formation at the grain
boundaries and decreased strength.

2.34.16.5 Testing

As in all corrosion testing, the procedure that most
nearly duplicates the conditions anticipated in ser-
vice will provide the most satisfactory and useful
information for those aspects of corrosion under con-
sideration here. In fact, in view of the extraordinary
sensitivity of fused metal and salt corrosion phenom-
ena to minute variations in operating conditions and
purity of components, as already discussed, failure to
reproduce these conditions with considerable accu-
racy may well make any test results completely unre-
alistic and worthless. In all of the following, then, it
should be understood, if not explicitly stated, that all
extraneous matter must be carefully excluded from
the system and that only materials closely simulating
those to be employed in service (including prior
history and surface preparation of the metals) should
be used. Other factors affecting the corrosion in liq-
uid metals and fused salts include the heat flux of the
corroding surface, the volume of liquid to the surface
area of the solid, and the liquid flow rate. If, however,
screening tests to establish the compatibility of a
relatively large number of metals with a given molten
metal or salt are to be run, it is often useful to
commence with static tests even though the ultimate
application involves a dynamic system. This is desir-
able because static tests are comparatively simple to
conduct and interpret, and considerably more eco-
nomical to operate, and because experience has
shown that a metal that fails a static test is not likely
to survive the more severe dynamic test.277 Static
tests have been used by Grabner et al.278 to investigate
the compatibility of metals and alloys in liquid Pb–Li
eutectic at temperatures up to 650�C.

2.34.16.5.1 Static tests

Ideally, a static test would consist of immersing a test
sample in the liquid medium held in an inert con-
tainer under isothermal conditions. Tests in mercury,
for example, may be contained in glass at tempera-
tures of several hundred degrees.279 Unfortunately, at
the higher temperatures and with the aggressive

metals and salts of interest, there are few readily
available inert container materials, and results will
often vary according to the nature of the container.
The most satisfactory solution is to make the con-
tainer of the same material as the test sample or, even
in some cases, to let it be the sample. Klueh used
small capsules for determining the effect of oxygen
on the compatibility of Nb and Ta with sodium280 and
potassium.281 For the Nb–K tests, the Nb specimen was
approximately 2.5� 1.4� 0.1 cm and was contained in
a Nb capsule surrounded by another capsule of welded
Type 304 stainless steel. It was demonstrated that the
oxygen concentration, added as K2O, markedly
increased the solubility of the Nb in the molten
K. DiStefano282 studied the interaction of Type 316
stainless steel with Nb (or Nb–1Zr) in Na andNa–K by
exposing tensile specimens of Nb (Nb–1Zr) to the
liquid metal in a stainless steel container. Carbon and
nitrogen from the stainless steel were transferred to the
Nb, resulting in carbide-nitride at the surface and
diffusion of nitrogen into the metal, thus producing
an increase in tensile strength and a decrease in ductil-
ity. Close control of temperature is also essential if
reproducible results are to be obtained, because of dif-
ferential solubility as a function of temperature.
For example, the corrosion rate for Cu–Bi at
500� 5.0 �C is several times its rate at 500� 0.5 �C.283

2.34.16.5.2 Refluxing capsules

In systems in which a liquid metal is used as the
working fluid, the liquid is converted to vapor in
one part of the system, while the converse takes
place in another, and the effect of a boiling-
condensing metal on the container materials is most
readily studied in a refluxing capsule. DiStefano and
De Van284 used a system in which the lower part of
the capsule was surrounded by a heating coil, while
the upper part was water cooled. Specimens were
inserted in the upper part of the capsule and thus
exposed to the condensing vapor, the rate of conden-
sation being controlled by the water flow rate.

When close control of purity is essential, it may be
necessary to assemble the test specimens in a dry box
under an inert atmosphere and to weld the containers
shut under inert gas or vacuum before placing on test.
With some environments, even the small amount of
oxygen and moisture adsorbed on the component sur-
faces will significantly affect the test results. In one
laboratory, this problem was eliminated by maintain-
ing within the dry box a container of molten sodium at
250 �C277; it is a rather cumbersome procedure, but
one that emphasises again the importance of purity.
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Static test results may be evaluated by measure-
ment of change of mass or section thickness, but
metallographic and X-ray examinations to determine
the nature and extent of attack are of greater value
because difficulty can be encountered in removing
adherent layers of solidified corrodent from the sur-
face of the specimen on completion of the exposure,
particularly where irregular attack has occurred.
Changes in the corrodent, ascertained by chemical
analysis, are often of considerable value also. In view
of the low solubility of many construction materials
in liquid metals and salts, changes in mass or section
thickness should be evaluated cautiously. A limited
volume of liquid metal could become saturated early
in the test, and the reaction would thus be stifled
when only a small corrosion loss has occurred,
whereas with a larger volume, the reaction would
continue to destruction.283,285

2.34.16.5.3 Dynamic tests

Various tests have been devised to study the effects of
dynamic conditions, and one of the simplest tests is to
use a closed capsule that contains a sample at each
end and is partially filled with the liquid metal or
salt.286 A temperature gradient is maintained over the
length of the tube, and the capsule is rocked slowly so
that the liquid metal passes from one end to the other.
After the test, the extent of mass transfer is deter-
mined from the two specimens placed at each end
of the capsule. Tests of this type are useful to estab-
lish whether thermal-gradient mass transfer (or
concentration-gradient mass transfer if dissimilar
metals are incorporated in the system) will occur,
but although the method is useful for screening pur-
poses, the dynamic nature of the heating and cooling
cycles prevents a rigorous analysis of mass transfer in
terms of time and temperature.

High velocity effects can also be studied in spin
tests using cylindrical specimens of the solid metal
and rotating them at high velocities in an isothermal-
metal bath. Although, strictly speaking, only a single
alloy should be tested at a time, it is generally satis-
factory to include a variety of alloys since the velocity
effects become manifest at considerably shorter times
than does mass transfer.

Kassner287 used a rotating disc, for which the hydro-
dynamic conditions are well defined, to study the
dissolution kinetics of Type 304 stainless steel in liquid
Bi–Sn eutectic. He established a temperature and
velocity dependence of the dissolution rate that was
consistent with liquid diffusion control with a transi-
tion to reaction control at 860 �Cwhen the speed of the

disc was increased. The rotating disc technique has also
been used to investigate the corrosion stability of
both alloy and stainless steels in molten iron sulfide
and a copper/65% calcium melt at 1220 �C.288 The
dissolution rate of the steels tested was two orders of
magnitude higher in the molten sulfide than in the
metal melt.

2.34.16.5.4 Loop tests

Loop test installations vary widely in size and
complexity, but they may be divided into two
major categories: (1) thermal-convection loops and
(2) forced-convection loops. In both types, the liquid
medium flows through a continuous loop or harp
mounted vertically, one leg being heated, while the
other is cooled to maintain a constant temperature
across the system. In the former type, flow is induced
by thermal convection, and the flow rate is dependent
on the relative heights of the heated and cooled sec-
tions, on the temperature gradient and on the physical
properties of the liquid. The principle of the thermal
convective loop is illustrated in Figure 26. This
method was used by De Van and Sessions289 to study
mass transfer of niobium-based alloys in flowing lith-
ium, and by De Van and Jansen290 to determine the
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transport rates of nitrogen and carbon between vana-
dium alloys and stainless steels in liquid sodium.

The thermal-convection loops are limited to flow
velocities up to about 6 cm s�1. Where higher velo-
cities are required, the liquid must be pumped, either
mechanically or electromagnetically; the latter is
usually preferred as it avoids the problem of leakage
at the pump seal. Basically, these forced-convection
systems290–293 consist of (1) a hot leg, where the
liquid metal is heated to the maximum temperature,
(2) an economiser or regenerative heat exchanger,
and (3) a cold leg, where the liquid is cooled to its
minimum temperature. The economiser consists
of concentric tubes with the hotter liquid flowing
through the inner tube, while the cooler liquid
flows in the opposite direction through the annulus
between the two tubes, thus minimizing power
requirements. The material under test may be used
for constructing all parts of the loop, and the loop is
then destructively examined after a given period of
test. However, this is costly, and it is now a usual
practice to use the loop as a permanent testing facil-
ity and to test specimens that are generally placed in
the hot leg. Assessment of corrosion is based on
changes in weight, dimensions, composition, mechan-
ical properties, and microstructure.

The final stage in a testing program is the design,
construction, and testing of loops that simulate the
type of system for which data are required.

Since sodium, which is liquid between about
100 �C and 881 �C, has excellent properties as a
heat-transfer medium, with a viscosity comparable
with that of water and superior heat conductivity,294

much attention has been paid to liquid sodium cor-
rosion testing of metal and alloys. Indeed, there was
an ASTM Standard Practice, which was used for the
determination of the corrosion of ferrous alloys, aus-
tenitic stainless steels, high nickel alloys, and refrac-
tory metals in pumped flowing sodium (ASTMG 68,
now withdrawn). This included guidance on the
monitoring and control of impurity levels in liquid
sodium. The oxygen content of the liquid sodium can
be measured continuously by an electrochemical
oxygen meter.295 Similar electrochemical sensors
have been used to monitor the carbon content of liquid
sodium296 and the oxygen content of liquid Li–17Bi
eutectic.297 The purity of the liquidmetal can bemain-
tained by means of a cold trap through which a small
part of the flow is continuously bypassed, the purity
level being determined by the temperature of the
trap. The ASTM Standard Practice gave the following
relationship between the cold trap temperature and

oxygen content of the liquid sodium:

log10Cðppm oxygen contentÞ¼ 7:0058�2820=T ðkÞ
½18�

and recommended that the oxygen level of liquid
sodium be lowered to 2.85 ppm or less, corresponding
to a cold trap temperature of about 150 �C. Borgstedt
and Frees274 found that a cold trap operating at 125 �C
further reduced the oxygen content of liquid sodium to
1–2 ppm and acted as a sink for carbon, reducing the
level of this element to about 0.01 ppm. The mainte-
nance of low impurity levels in the liquid metal is
facilitated if the inert cover gas in the expansion cham-
ber is of high purity (e.g., 
99.996% argon).

Although the thermal loop test approximates to
the conditions that obtain in a dynamic heat-transfer
system, in evaluating the results, it is necessary to be
aware of those aspects in which the test differs from
the full-scale unit, as otherwise unwarranted confi-
dence may be placed in the data. Assuming that
adequate attention has been paid to the purity and
condition of components, etc., the following factors
will, according to ASTM G 68, influence the
observed corrosion behavior:

1. liquid metal temperature;
2. degree of nonisothermality of the liquid metal

system;
3. liquid metal flow rate;
4. heat flux at the corroding surface;
5. surface-area/volume ratio of solid metal/liquid

metal;
6. relative sizes of dissimilar metal surface areas

exposed to the liquid metal at the various system
temperatures.

The relation between corrosion, and maximum tem-
perature and temperature gradient is obvious, since
solubility varies as a function of temperature. If the
results are to be useful, these factors should match
those anticipated in service. Erratic temperature
cycling should be avoided as this can also be modify
the corrosion behavior. The effect of surface-to-
volume ratio will be more pronounced in thermal
convection than in pump loops. It can readily be
seen that if a relatively small volume of liquid passes
through a given isothermal segment of loop per unit
time, it will become saturated quickly, and the corro-
sion rate will appear lower than would be the case if a
substantially larger volume of liquid were passing at
the same velocity. In a pumped loop, the velocity can
be maintained sufficiently high to prevent the attain-
ing of equilibrium between the solid and liquid
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phases, and the rate of dissolution of the solid will be
the controlling step. The flow velocity, or Reynolds
number, will affect this step too, in that increased
velocity will decrease the stagnant or lamellar layer
adjacent to the tube wall and decrease the diffusion
path that particles must negotiate to enter the rapidly
moving stream.283 The turbulence of the flow may
also be modified by the manner in which test speci-
mens are inserted in the loop, and this should also be
considered carefully in designing a test unit.

The corrosion rates of the materials of construc-
tion are always of importance, but it has been found
that, the uniform removal of metal from the hot leg
may not impair the load-carrying ability of the con-
tainer, whereas the deposition of metal in the cold leg
can cause the cessation of flow, and the measure of
the suitability of an alloy is often the time, under
given conditions, that it takes for plugging to occur.
Again, the flow velocity and the cross-sectional area
are of primary importance in relating test results to
operating conditions.

The ultimate test, short of constructing a full-scale
unit, is to build a small-scale system in which
each item to be incorporated in the final device is
represented. Such programs are too specialized to
warrant discussion here, and are fully described in
the literature.298–301

2.34.16.6 Liquid–Metal Embrittlement

Metals have sometimes been observed to crack
almost instantaneously when wetted by certain mol-
ten metals and subjected to plastic strain at tempera-
tures far below those at which the diffusion-ruled
processes involved in liquid–metal corrosion attain
significance.302 The fracture appears to be more brit-
tle than in the absence of the liquid metal, leading to
decreased elongation and reduction of area values
and, in severe cases, brittle intergranular fracture.
Like other forms of environmental cracking, liquid–
metal embrittlement is highly specific according to
alloy and environment. For example, molten zinc can
cause liquid–metal embrittlement of stainless steel if
the oxide film is damaged, and because of this molten
zinc from associated galvanized parts poses the great-
est hazard in welding stainless steel equipment.303

Other well known examples of liquid–metal embrit-
tlement include the effects of solder on copper alloys
and carbon steels and those of mercury on aluminum
and nickel alloys. It is generally accepted that most
cases of liquid–metal embrittlement arise from the
effects of chemisorption of liquid–metal atoms and

the consequent reduction of the tensile strength of
interatomic bonds at the crack tip since rates of crack
growth (up to 10 cm s�1) are usually rapid compared
with rates of diffusion of embrittling atoms ahead of
cracks or dissolution of the solid in the liquid
metal.304 However, there are a few cases in which
diffusion of embrittling atoms ahead of cracks or
selective dissolution of a particular phase of an alloy
can produce degradation of materials in liquid–metal
environments.305

Prerequisites for liquid–metal embrittlement are
that a solid metal should be subjected to tensile
plastic strain while wetted by a liquid metal in
which it has low solubility. It has been suggested
that such embrittlement may be a general phenome-
non occurring under appropriate conditions and to
varying degrees between all solid–metal/liquid–
metal couples and that a single mechanism may be
responsible for all liquid metal embrittlement fail-
ures.306 The occurrence and severity of the embrit-
tlement are governed by:

1. the particular solid–metal/liquid–metal combination;
2. the temperature;
3. the strain rate;
4. the initial mechanical and metallurgical state of

the solid metal.

The most commonly used method for assessing
liquid–metal embrittlement is by tensile deformation
at a slow strain rate. During testing, the specimen
should be immersed in the liquid metal in a sealed
autoclave to avoid contamination by atmospheric
gases.302 Electrochemical probes similar to those
employed in liquid metal corrosion testing can be
used to monitor the purity of the liquid metal. Sus-
ceptibility to liquid–metal embrittlement can be
assessed in terms of the uniform elongation, reduc-
tion in area, and fracture appearance of the specimen
relative to that determined under similar testing con-
ditions in an inert environment at the same tem-
perature. Where information on crack-propagation
behavior is required, use can be made of precracked
specimens. These can be tested under static or cyclic
loading conditions to determine threshold stress
intensity factors and crack growth rates.307

2.34.17 Tests in Plant

Although laboratory tests (NACE TMO 169, and
Thompson)308 are obviously of value in selecting
materials, they cannot simulate conditions that
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occur in practice, and although an initial sorting may
be made on the basis of these tests, ultimate selection
must be based on tests in the plant. This is particu-
larly important where the process streams may con-
tain small concentrations of unknown corrosive
species whose influence cannot be assessed by labo-
ratory trials. Testing is also important for monitoring
various phenomena such as embrittlement, hydrogen
uptake, corrosion rates, etc.

2.34.17.1 Corrosion Racks

Exposure of coupons or specimens to the process
stream cannot be achieved satisfactorily unless they
are rigidly supported in a rack, although in some
cases, it may be possible to simply hang them in by
means of a wire. Methods of exposure of coupons are
described in ASTM Method G4.

In the birdcage rack, disc specimens are mounted
on a central rod and are insulated from each other
and from the rod by insulating spacers and an insu-
lating tube, respectively. PTFE has been found to be
suitable for this purpose in aggressive media, partic-
ularly at high temperatures. Plates at the end of the
rack act as bumpers to prevent the specimens touch-
ing the side walls, and the assembly is constructed
from a corrosion resistant material such as Monel.
Advantages of this method are the following: (1)
electrical insulation avoids galvanic effects, and (2)
the method of holding the specimen at the centre
avoids losses because of corrosion around the point of
support. The disadvantages are as follows: (1) speci-
mens are not subjected to either heating or cooling
effects and thus will not disclose ‘hot-wall’ effects and
may also escape corrosive condensates when the

specimens are in a vapor stream above the dew
point, and (2) the corrosivity of the environment
may be affected by the presence of corrosion pro-
ducts of the construction material of the racks or by
corrosion products of adjacent specimens. A further
disadvantage is that because of its size and shape, it
must be inserted into the process stream when the
plant is out of service. Special devices are required
for mounting specimens within pipelines so that they
will be subjected to velocity effects.

The insert rack is designed for easy installation and
removal through an unused nozzle.The supporting rods
(one for each specimen) are welded to a single support
plate that is of a width that enables it to be introduced
through the nozzle. However, this too cannot be
inserted unless the equipment is out of service, although
its introduction does not require removal of gas.

A slip-in rack (Figure 27) that is designed to be
inserted and removed during the operation of the
plant through a full-port gate valve attached to a
nozzle of suitable diameter (3.8–5.1 cm) is described
by Dillon et al.309. It consists of a short length of pipe
flanged at one end to match the gate valve and has a
backing-gland arrangement at the other. The coupons
are mounted on a rod of small diameter welded to a
long heavier rod. The valve is opened, and the support
rod is pushed through the packing gland so that the
specimen is introduced into the process stream. The
specimens are removed by withdrawing the rod until
they are again within the pipe section, the gate valve is
closed, and the rack removed from the valve.

Access fittings that enable specimens to be intro-
duced into plant that is operating at high pressures, but
can also be used for ambient pressures are available. In
some instances, it is possible to secure valuable infor-
mation by substituting experimental materials for parts

Series flange
(to match gate valve)

50.8-mm pipe

Specimen

254 mm

PTFE spacer

63-mm stainless
steel rod

Stainless
steel lock
nuts

Bonnet from 12.7-mm
stainless steel valve 9.5-mm

stainless
steel rod

Handle

Drain valve optional

254 mm
601 mm

Figure 27 Slip-in corrosion test rack. Reproduced from Dillon, C. P.; Krisher, A. S.; Wissenburg, H. In: Ailor, W. H., Ed.;

Handbook on Corrosion Testing and Evaluation; John Wiley, 1971.
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of the operating equipment, a practice that is used most
frequently with condenser tubes, evaporators or other
heat exchangers or sections of piping systems.

The prediction of materials performance in plant
conditions using modeling and corrosion test meth-
ods has been discussed by Strutt and Nichols.310

2.34.17.2 Specimens

A convenient size for a circular coupon is 3.8-cm
diameter, a thickness of 0.32 cm, and a central hole
of 1.1 cm. Although inherent in the philosophy of
corrosion testing, the use of coupons with surfaces
that simulate those in service has been found to be
unsatisfactory owing to irreproducibility, and the
standard procedure normally adopted is to abrade
down to 120 grit. ASTM Method G4 gives details
of preparation of specimens, evaluation of replicate
exposures, and the application of statistical methods.

2.34.18 Atmospheric Tests

More or less standardized techniques have been devel-
oped for the exposure of specimens to atmospheric
weathering. ASTM G 50 and ISO 8565 provide guid-
ance on conducting atmospheric corrosion tests on
metals, alloys, and metallic coatings. Procedures for
recording data from atmospheric corrosion tests on
metallic-coated steel specimens are given in ASTM
G 33. The usual practice in the USA311 is to mount
bare specimens on racks that slope 30� from the hori-
zontal and painted specimens on racks that slope 45�

from the horizontal. The usual orientation is to have
the specimens face south. In coastal exposures, it is not
uncommon to have the specimens face the ocean. Steel
specimens exposed vertically have been found to cor-
rode about 25% more than similar specimens exposed
at the 30� angle.312 Vertical exposure was used in the
large-scale tests of nonferrous metals undertaken by
Subcommittee VI of ASTM Committee B-3.313 Verti-
cal exposure is also favored by Hudson.314

A typical test installation uses a frame to support
racks onwhich the specimens are mounted by means of
porcelain or plastics insulators. The insulators may be
spaced to take specimens varying in size from 10.1 �
13.4 cm to 10.1� 32 cm and even larger specimens may
be used for certain tests. Special types of exposure have
been devised to take into account important effects of
partial shelter and accumulation of pools of water, as in
the case of the specimen andmethod of support used by
Pilling and Wesley315 to compare steels for roofing.

Copson316 has described in considerable detail the
several factors that require attention in studying
atmospheric corrosion, particularly of steels.

Several sizes and shapes of specimen have been
used in addition to the common ones already men-
tioned. In the long-time test of bare and zinc-coated
steels undertaken by ASTM Committee A-5 on Cor-
rosion of Iron and Steel, full-size sheets were used.317

This Committee has also exposed specimens in the
form of hardware318 and wire and fencing.319

The extent of deterioration may be measured by
one or more of the following methods: visual exami-
nation, change in weight, or change in tensile proper-
ties. Visual inspection was depended primarily upon
the A-5 tests of steel sheets.319 Here, visible perfora-
tion more than 6mm from an edgewas the criterion of
failure. This leaves much to be desired for close com-
parisons because of the frequency with which perfora-
tions may be obscured by heavy coats of rust.312 Other
shortcomings of the use of time to visible perforation
as the criterion of corrosion resistance are as follows.

1. The removal of rust films or other corrosion pro-
ducts to facilitate inspection for perforation prior
to termination of the exposure will change the
natural performance of the material and is there-
fore not tolerable.

2. The recording of a perforation establishes only the
time to failure and provides no idea of the progress
of corrosion up to the point of failure.

3. The time to perforation may be influenced con-
siderably by the random occurrence of pits that
happen to meet after starting from opposite sides
of a sheet. This chance meeting of pits may be
determined only to a slight extent by the compo-
sition of the material and, therefore, will interfere
with observations of the effects of composition.

Where changes in appearance are of paramount
interest, as in the case of metallic and organic coat-
ings on steel or other metals, visual examination is
most desirable. To facilitate ratings on such a basis,
photographic standards have been employed, for
example, in tests on chromium-plated steel under-
taken by ASTM Committee B-8 on Electrodeposited
Metallic Coatings.320 These ratings are supplemen-
ted by a shorthand description of the nature of the
deterioration observed.

Similarly, photographic standards are recom-
mended for rating organic coatings with respect to
different modes of deterioration in ASTM D 610.

The most precise measurements of corrosion
resistance require the use of specimens that can be
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weighed accurately after careful removal of corrosion
products by the techniques described earlier.

A sufficient number of specimens should be
exposed initially to permit their withdrawal from
test in appropriate groups, for example, 3 to 5 dupli-
cates after at least three time intervals. For long-time
tests, a suitable schedule would call for removals after
1, 2, 5, 10, and 20 years. (Editor’s note: As with all
weight loss tests, it is desirable to retain some speci-
mens in an inert environment to provide a control for
the evaluation of systematic errors (such as those due
to changes in balance calibration).)

It is good practice to determine depths of pitting
as well as mass loss.

As is the case with other types of corrosion testing,
mass-loss determinations may fail to indicate the
actual damage suffered by specimens that are attacked
intergranularly or in such a manner as dezincification.
In such cases, mechanical tests or microscopic exami-
nation will be required as discussed already in the
section on evaluation techniques.

It is desirable for reporting of atmospheric corro-
sion tests to include a precise description of the cli-
matic conditions that prevailed at the test site during
the test so that the weather factors can be tied in with
the results of exposure. Progress toward this aim has
been made with the development of international
standards that provide guidance on evaluating the
corrosivity of atmospheric environments. Atmo-
spheric corrosivity can be expressed in terms of envi-
ronmental factors, the most important of which have
to do with contaminants of the atmosphere and the
time that the specimens are actually wetted by
condensed moisture. In the case of organic coatings,
the interacting effects of sunlight and moisture, and
their sequence, complicate this problem even
more.321 Methods of measuring pollution (deposition
rates of sulfur compounds and chlorides) are provided
in ISO 9225. ISO 9223 defines five different categories
of atmospheric corrosivity based on time of wetness
and pollution. An alternative approach is to express
atmospheric corrosivity in terms of the corrosion rate of
standard materials, including carbon steel, weathering
steel, zinc, copper, and brass. Methods of determining
the corrosion rates for this purpose are given in ISO
9226, while ISO 9224 provides a classification of atmo-
spheric corrosivity based on both the average and the
steady-state corrosion rates of the standard metals.

Sereda322 has described a method of determining
time of wetness in which a strip of platinum foil
(0.8� 7 cm) is mounted on a zinc panel (10.1� 13.4
cm) on both the skyward and groundward face.

Condensed moisture from dew, or rain or snow, results
in a galvanic cell, the potential of which is monitored
on a recorder, thus giving the time of wetness. Gutt-
man and Sereda323 found that if the SO2 content
remained essentially constant, the corrosion rate of
zinc was related to time of wetness; furthermore, the
dewdetector registered the presence of moisture on the
panel when the relative humidity ranged between 82%
and 89%, thus providing a means of estimating from
long-term weather data, such as temperature and rela-
tive humidity, the time a specimen is likely to be wet.

2.34.19 Atmospheric Galvanic Tests

Studies of galvanic corrosion in the atmosphere are
experimentally simpler than those conducted in solu-
tion in the laboratory. The environment is taken as it
comes, and the relatively high electrical resistance of
the rain and moisture films that serve as electrolytes
restricts the distance through which the galvanic
action can extend and thus limits the relative area
effects that complicate galvanic corrosion in solutions
of high conductivity. Standard test methods for asses-
sing galvanic corrosion caused by the atmosphere are
given in ASTM G 104 and in ISO 7441.

Because of the limited proportion of the areas of a
couple that actually participates in the galvanic
action, it is difficult to make quantitative measure-
ments that separate the galvanic action from the total
effects of exposure. Thus, many of the observations
are likely to be qualitative ones, and often no more
than what can be determined by visual inspection or
measurements of changes in strength, etc. as a result
of any localized galvanic action.

An idea of the distribution of galvanic corrosion in
the atmosphere is provided by the location of the
corrosion of magnesium exposed in intimate contact
with steel in the assembly shown in Figure 28 after
exposure in the salt atmosphere 25m from the ocean
at Kure Beach, North Carolina, for 9 years. Except
where ledges or crevices may serve to trap unusual
amounts of electrolyte, it may be assumed that, even
with the most incompatible metals, simple galvanic
effects will not extend more than about 4–5mm from
the line of contact of the metals in the couple.

The extent of galvanic action in atmospheric
exposure may also be restricted by the development
of corrosion products of high electrical resistance
between the contacting surfaces: this is especially
likely to occur if one of the metals in the couple is
an iron or steel that will rust. In long-time tests, such
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possible interruptions in the galvanic circuit should
be checked by resistance measurements from time to
time so as to determine the actual periods in which
galvanic effects could operate.

The test assembly used originally by Subcommittee
VIII of ASTM Committee B-3 in its comprehensive
studies of atmospheric galvanic corrosion324 had the
disadvantage that it depended on paint coatings to
confine corrosion to the surfaces in actual contact
with each other. In interpreting the results, it was fre-
quently difficult to decide howmuch corrosionwas due
to galvanic action and howmuch to a variable amount of
normal corrosion through failure of the paint system.

These difficulties were overcome in a design
developed by Subcommittee VIII of ASTMCommit-
tee B-3325 (Figure 29). In this assembly, each of the
two middle specimens has a specimen of the other
metal each side of it, and only these middle speci-
mens are considered in appraising the results.

A fairly direct way of observing galvanic effects,
which also permits changes in mechanical properties
to bemeasured, involves the preparation of a composite
specimen formed by attaching a strip, or strips, of one
metal to a panel of another one. Tensile test specimens
that include the areas of galvanic action can be cut from
these panels after exposure, as shown in Figure 30.

A modification of the specimen shown in Figure 30
may be made simply by lapping a panel of one material
over a panel of another one. The greatest effects may

Key
(1) Bakelite washer 19.0 � 3.2 mm. (2) Metal B disc 30 � 1.6 mm. (3) Metal B disc 36.6 � 1.6 mm.
(4) Bakelite washer 35.5 � 3.2 mm. (5) Stainless stell lock washer. (6) Stainless steel bolt 4.8 � 38.1 mm.
(7) Stainless steel washer 15.9 mm o.d. (8) Metal A disc 25.4 � 1.6 mm. (9) Metal A disc 35.5 � 1.6 mm. (10) 11.1 mm
     bakelite bushing, 5.2 mm i.d. � 7.9 mm o.d. (11) Stainless steel washer 15.9 mm o.d. (12) Galvanised angle support.

3
4

5

6

7

8

9

10

11

12

2

1

Figure 29 Atmospheric galvanic couple test assembly.

Figure 28 Distribution of galvanic effects around contact

of a magnesium casting and a steel core.
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be observed when such panels are exposed with the
laps facing up so as to favor retention of corrosive
liquids along the line of contact. To permit observa-
tions of secondary effects of corrosion products, or
exhaustion of corrosive constituents, the relative posi-
tions of the dissimilar metals should be changed from
top to bottom in duplicate test assemblies.

Where the practical interest is in possible galvanic
effects of fastenings, it is simple to make up speci-
mens to include such couple assemblies as illustrated
in Figure 31.

A type of assembly calculated to favor maximum
galvanic action was developed by the Bell Telephone
Laboratories and is illustrated in Figure 32. Here, the
less noble metal is in the form of a wire wound in the
grooves of a threaded specimen of the metal believed
to be more noble. Good electrical contact is achieved
by means of set screws covered with a protective
coating. This assembly favors accumulation of corro-
sive liquids around the wire in the thread grooves.
Corrosive damage is also favored by the high ratio of
surface to mass in the wire specimens.

15.87 mm

1.58-mm thick
metal strips

4.76-mm diameter bolt
with nut 12.7 mm long

1.58-mm thick
metal strips

12.7 mm12.7 mm

28.57 mm

1.58 mm

15.87 mm

7.93 mm

101.6 mm

19.05
mm

19.05
mm

19.05
mm

12.7
mm

9.525
mm

12
5.

4
m

m
25

0.
8

m
m

12
5.

4
m

m

Metal B or C

Clearance holes for
4.76 mm bolt, use No 8
drill

Metal A

Metal B

Figure 30 Plate and fastening type galvanic couple test specimen.
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To determine whether a protective metallic coating
will retard or accelerate corrosion of a basis metal, and
to what distance either effect will extend, specimens in
which strips of various widths are left bare or made
bare have been used by Subcommittee 11 of ASTM
Committee B-8.325 The extent of corrosion in and near
the bare strips as compared with that on a completely
bare or completely coated specimen will provide a
measure of the extent of galvanic action and the dis-
tance through which the effect is able to extend from
the edges of the bare strips.

2.34.20 Tests in Natural Waters

The corrosion testing of metals in natural waters is
usually conducted in field or service tests since the

conditions of flow are important and often rate-
determining. Testing will be concerned with mains
water (potable water), river-water and seawater, or
combinations of these as in estuarine conditions.
Test specimens of various geometries will be used,
for example, in the form of wires, plates, tubes, etc.,
and certain general precautions should be followed.

1. The specimens should be mounted so that they are
insulated from their supporting racks and from
each other. Such insulation can be achieved by
the use of fastening assemblies, such as those illu-
strated in Figure 33. Occasional difficulties have
been encountered with this sort of assembly for
tests of copper and high-copper alloys because of
deposition of copper from corrosion products
along the surfaces of the insulating tubes, which
provided a metallic bridge between the specimens
and the rack and introduced undesired galvanic
effects. The required insulation and support can
be provided by use of porcelain or plastic knob
insulators in much the same manner as used on
atmospheric test racks. A modified design has the
advantage of offering less resistance to the flow of
water and is less likely to serve as a form of screen
to catch debris floating on, or suspended in, the
water. Additional details of rack design may be
found in the section on seawater tests in The Cor-
rosion Handbook (Uhlig, Selective Bibliography).

2. In the case of corrosion tests in the sea or in other
large volumes of water, that is, as opposed to tests
in waters flowing within pipes, all the specimens to
be compared should be suspended at the same
depth or should pass through the same range of
depths. Isolated specimens exposed at different
depths will not be corroded in the same way as
continuous specimens that extend through the
total range of depth to be studied. This is espe-
cially the case with specimens exposed to seawater

Figure 31 Specimen for studying galvanic corrosion
resulting from fasteners.

Cathodic element Anodic element 0.813-mm wire
9.52 mm-16 U.SS thread

Heavy coat
bituminous paint

6.35 ± 1.59 mm
38 ± 159 mm

89 ± 1.59 mm

Figure 32 Bolt and wire type atmospheric galvanic couple test specimen.
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from above high tide to below low tide. Where the
behavior of structures, such as piling, that pass
through these zones is to be investigated, the test
specimens must be continuous and large enough
to extend through the total range in order to take
into account differential aeration and other possi-
ble concentration cells that may have such a tre-
mendous effect on the results secured.326 For
example, in seawater exposure, isolated specimens
of steel exposed in the tidal zone have corroded 10
times as fast as portions of continuous specimens
of the same steel in the same zone that extended
also below low-tide level.312

3. The specimens should be oriented so that their flat
surfaces are parallel to the direction of water flowand
so that one specimen will neither shield an adjacent
specimen from effects of water velocity nor create
any considerable extra turbulence upstream of it.

4. In tests in seawater where accumulations of marine
organisms are likely, specimens exposed parallel to
each other should be spaced far enough apart to
ensure that the space between specimens will not
become completely clogged by fouling organisms.
A minimum spacing of 100mm is suggested.

5. Wooden racks used in seawater tests are likely to
be subject to severe damage by marine borers. The
wood used, therefore, must be treated with an
effective preservative, for example, creosote
applied under pressure, if the test is to extend for
several years. Organic copper compound preser-
vatives may suffice for shorter tests, for example,
2 or 3 years. Since the leaching of such preserva-
tives may have some effects on corrosion, metal
racks fitted with porcelain or plastic insulators
have an advantage over wooden racks.

6. Where constant depth of immersion is desired in
spite of tidal action, it is necessary to support the
test racks from a float or raft.

Recommended methods for assessing the corrosivity
of waters, including flowing potable waters, are
described in ASTM D 2688. Three procedures are
described in which test specimens in the form of
wires, sheets, or tubes are placed in pipes, tanks, or
other equipment. The test assembly for the first of
these consists of three helical wire coils mounted in
series on, and electrically insulated from, a support-
ing frame. The assembly must be installed so that
flow is not disturbed and turbulence and high velo-
cities, for example, of more than 1.53m s�1, are
avoided. A minimum test period of 30 days is recom-
mended. Procedures for the other specimen forms
are given in the standard.

An extensive study of the corrosion of metals in
tropical environments has been carried out by South-
well.327 Tests have included atmospheric exposure,
and exposure in seawater under mean tide and fully
immersed conditions for a range of ferrous and non-
ferrous metals and alloys.

The Marine Corrosion Working Party of the
European Federation of Corrosion has published
valuable advice on corrosion testing in service.328

2.34.21 Field Tests in Soil

The precautions generally applicable to the prepara-
tion, exposure, cleaning, and assessment of metal test
specimens in tests in other environments will also
apply in the case of field tests in the soil, but there
will be additional precautions because of the nature
of this environment. In the case of aqueous, particu-
larly seawater, and atmospheric environment, the
physical and chemical characteristics will be reason-
ably constant over distances covering individual test
sites, whereas this will not necessarily be the case in
soils, which will almost inevitably be of a less homo-
geneous nature. The principal factors responsible for
the corrosive nature of soils are the presence of
bacteria, the chemistry (pH and salt content), the
redox potential, electrical resistance, stray currents,
and the formation of concentration cells. Several of
these factors are interrelated.

These considerations will significantly affect the
location of test specimens in field testing. It is clearly
important to ensure that the conditions of exposure
are accurately known so that the corrosion test results
may be interpreted with respect to the end-use
requirements.

Two civil engineering operations require particu-
lar attention when soil corrosion tests in the field are

Specimen

Monel bolt
and washer
Bakelite tube
and washers

Support

Figure 33 Scheme for insulating specimens from metal

test racks.
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required. These are (1) the use of reinforced earth
structures in which the corrosion conditions will
differ from those at the site from which the soil has
been taken and which may take some time to come to
equilibrium in the new site, and (2) the use of
reclaimed or contaminated land where unusual cor-
rosive agents may be present in irregular distribution.
In both these situations, considerable thought should
be given to the corrosion test procedures.

Soil burial tests are popular despite the precautions
that are needed. It is also important that a sufficient
number of specimens are exposed so that statistical
treatment of the results may be applied to compensate
for some of the inevitable variations in the exposure
conditions. Certain precautions originally set out in
1937329 are still valid, and are as follows:

1. A sufficient number of specimens to yield a reli-
able coverage should be included.

2. The test site should be typical of the type of soil
to be investigated.

3. The depth of burial should be that which will be
occupied by the structure of interest. Specimens
to be compared should be buried at the same
depth. Ideally, tests for structures, such as piling,
that will extend through several horizons would
require the use of test specimens long enough to
extend to the same depth.

4. Specimens should be separate so that they will
not affect the corrosion of each other. Aminimum
spacing of two diameters was proposed.

5. Cylindrical specimens should be laid
horizontally.

6. Sheet or plate specimens should be placed on edge.
7. The ends of pipe specimens should be closed to

prevent internal corrosion.
8. Sufficient specimens should be provided to allow

withdrawals after several time intervals so as to
permit observations of changes in corrosion rates
with time.

9. A portion of the original surface should be pro-
tected so as to provide a datum line for the
measurement of pit depths.

10. In applying results of tests on small specimens to
estimating corrosion, particularly by pitting on
large structures, the effect of the increased area
in increasing the depth of pitting must be taken
into account.330

2.34.21.1 Other Tests

Other tests to determine bacterial-notably sulfate
reducing-activity, soil resistivity, pH, redox potential,

etc. will provide valuable data to supplement the
results obtained with test specimens. A useful account
of some of these was given in.331 A scheme for assess-
ment of corrosivity of soils based on some of these
parameters has been given by Tiller.332

A number of standards exist for the determination
of some of these parameters. BS 1377: Part 3 refers to
methods of tests for soils for civil engineering purposes,
and Part 9 refers to these and corrosivity tests in situ. It
is significant that the standard draws attention to the
fact that the results of the tests that are described
should be interpreted by a specialist. ASTM tests for
pH and resistivity of soil used for corrosion testing are
covered by G51 and G57, respectively.

2.34.22 Corrosion Testing of Organic
Coatings

Programs to evaluate the corrosion protection by
organic coatings on metals are intended to establish
relationships between coating properties and perfor-
mance. Such knowledge is essential to the most effec-
tive use of organic coating systems in corrosion
control. Depending on the detail with which such
studies are performed, light may be shed on the
mechanism of coating deterioration as well.

If valid and useful relationships are to be estab-
lished, it is essential that the factors affecting perfor-
mance be recognized and form part of the test record.
Since the performance is determined by interactions
between the coating, the substrate and the surround-
ing environment against which protection is sought,
significant factors and their interrelationships will
vary with the nature of the service.

Care in designing and conducting the test in no
way reduces the need for discrimination on the part
of the person using the test data in the selection of a
coating for a particular purpose. Test environments
must reflect the deteriorating influences of the ser-
vice for which they are applicable. A coating system
cannot reliably be selected for service in a chemical
plant on the basis of performance determined in a
rural atmosphere.

Thus, both the proper conduct of the testing pro-
gram and the valid use of the data depend on an
understanding of the nature of organic coatings and
of the forces through which they are degraded.

2.34.22.1 Behavior of Organic Coatings

An organic coating provides corrosion protection
through the interposition of a continuous, adherent,
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high-resistance film between the metal surface and its
environment. In principle, its function is the mechan-
ical exclusion of the environment from the metal
surface. It seldom, if ever, succeeds practically in
achieving this since all continuous organic films are
permeable to some degree to moisture, and many
coatings either have occasional physical defects or
acquire them in service. Surface conversion treat-
ments, such as phosphate and chromate dips, are
used to supplement the physical protective proper-
ties of coatings, as are chemically inhibiting primers
and wash primers. When such treatments are used,
they must be included in the record as constituting a
part of the coating system.

Critical parts of the test program are the prepara-
tion of test specimens, the selection of the exposure
conditions (both in laboratory and field tests), and the
selection of significant coating properties to be eval-
uated as a measure of deterioration with time.

2.34.22.2 Preparation

Specimens will normally be flat panels, large enough
to avoid any effects caused by nearby edges of the
specimen. Edges and backs are usually coated unless
the effect of uncoated edges is an intended test
variable. Panels may include the structural features
of plates, channels, welds, sharp edges, pits, or
depressions, depending on the service for which the
data are to be applicable.

The composition of the basis metal has been found
to influence the performance of organic finishes in
many cases. Thus, composition is a significant test
variable and must be considered in comparing test
data.

It is particularly important that surface roughness
and cleanness, which greatly affect adhesion, should
be carefully controlled and that the procedures used
to achieve them be a part of the test record. A high
degree of cleanliness is normally sought. If, however,
the data are to be applicable to the painting of out-
door structures, a certain amount of outdoor
weathering becomes a part of the specimen prepara-
tion prior to coating. Specimens again will be of the
basis metal appropriate for the related service
application.

The thickness of a coating plays an important part
in determining its physical characteristics. Unifor-
mity of thickness among specimens is therefore nec-
essary, particularly when coating deterioration is to
be assessed by changes in such properties. For the
preparation of reproducible specimens, methods of

applying coatings in uniform thicknesses are avail-
able, as are methods for accurately measuring film
thickness.

2.34.22.3 Exposure Conditions

In considering exposure tests, whether in the form of
laboratory, field, or service tests, it is important to
consider the purpose of the test and the relevance of
the data to the anticorrosion function of the coating.
Thus, in the case of paint coatings, factors such as
gloss deterioration, chalking, and color retention are
of considerable importance in some industries, for
example, the automotive industry, but perhaps of
minor importance in the painting of structural steel-
work. These assessment factors can nevertheless be of
significance, since they may be the precursors of
corrosion of the basis metal.

2.34.22.3.1 Laboratory tests

Laboratory tests are often conducted with the purpose
of providing an accelerated test procedure and if intel-
ligently used, that is, with proper respect for their
limitations, they are of value in determining the prob-
able order of durability, and hence, by implication,
corrosion protection of a group of paints. They can
also be of value in assessing the quality of a range of
similar compositions where there is already some
knowledge of the performance of the general compo-
sition. Although continuing attention is given to the
correlation of accelerated tests with field trials and
service performance, caution must always be exercised
in attempting to predict the type of failure likely to
occur under conditions of natural exposure. Certainly,
an approach based on ‘the rougher the treatment, the
better the test’ cannot be justified. Three main classes
of laboratory test can be identified and may be conve-
niently classified under the headings of (1) electro-
chemical, (2) coating adherence, and (3) exposure
cabinets – including weatherometers.

Electrochemical tests

This group includes the various electrochemical tests
that have been proposed and used over the last fifty
years or so. These tests include a number of techni-
ques ranging from the measurement of potential–
time curves, electrical resistance, and capacitance to
the more complex electrochemical impedance meth-
ods. The various methods have been reviewed by
Walter.333 As the complexity of the technique
increases, that is, in the mentioned order, the data
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that are produced will provide more types of infor-
mation for the metal-paint system. Thus, the imped-
ance techniques can provide information on the
water uptake, barrier action, damaged area, and
delamination of the coating as well as the corrosion
rate and corroded area of the metal. However, it must
be emphasized that the more comprehensive the
technique, the greater the difficulties that will arise
in interpretation and in reproducibility.

Adherence tests

This group of techniques involves the testing of the
metal-to-paint adherence. These techniques are cov-
ered by descriptions such as prohesion,334 blister,335

pull off (BS EN 24624), and cross-cut (BS EN ISO
2409). Detailed descriptions of these techniques will
be found in the appropriate references.

Exposure cabinets

This group of laboratory tests include the so-called
exposure cabinets, salt-spray, and weatherometer tests
in which the paint-coated panels are subjected to
various cycles of wetting and exposure to ultraviolet
light to simulate atmospheric conditions of exposure.
BS 3900: Part F3 describes a weatherometer consist-
ing of a 1.2m diameter drum that rotates at 1 rev/
20min, and has facilities for spraying the panels
(100� 150mm) periodically during a 24 h cycle and
exposing them to ultraviolet light by means of an
enclosed carbon arc. Spraying with distilled water is
effected by means of an atomizer and fan using the
following 24-h cycle: 4 h off, 2 h on, 10 h off, 2 h on
and 1 h off; the final 1 h is used for checking the arc.
The test is continued for 7 days, at the end of which
the panels are examined visually for change of color,
loss of gloss and blistering, and for checking, cracking,
and chalking by means of a lens (�25).

An appraisal of artificial weathering methods was
given in a report by Hoey and Hipwood336 who
described the effectiveness of various weatherometer
tests such as those described in BS 3900: Part F3 and
ASTM G 152/52. Although these tests simulate
atmospheric exposure, it is not possible to obtain a
direct correlation owing to variation in outdoor expo-
sure conditions from place to place, but they serve a
very useful purpose in providing a preliminary sort-
ing of paints that can then be tested in the field.

2.34.22.3.2 Field and plant tests

Field exposure of test panels offers the benefit of
a high degree of control over surface preparation
and application. Moreover, through standardized

exposure conditions, broader comparisons between
both paint systems and locations are possible. More
importantly, since replicates may be removed and
laboratory tested periodically, changes in properties
can be followed in considerable detail. At least four
replicates should be examined for each exposure
period to minimize the effects of atypical specimens.

The exposure site is selected according to
the service for which the data are to be applicable.
For atmospheric service, such factors as marine and
industrial contaminants, sunlight, dew, and sand abra-
sion must be considered. Atmospheric specimens are
normally mounted at 45�, facing south. This has been
shown to provide about a 2:1 acceleration of failure
compared with a vertical exposure. Whether this or
other standardized positions are used, the details of
the exposure are an important part of the test record.

The degree of deterioration experienced over a
given test period varies with climatic conditions. Since
these differ significantly from one season to another, a
standard specimen, the performance of which is well
known, should be included with each exposure to
increase the validity of coating comparisons.

For other environments, such as in seawater or in
chemical plants, exposure conditions that most nearly
duplicate those of the related service, and are at the
same time reproducible, are used. Impingement by
water or water carrying entrained solids, thermal
effects, and physical abuse are among the factors to
be considered.

2.34.22.4 Coating Evaluation

The performance of organic finishes on test is eval-
uated by visual observation and by physical tests
made upon coated specimens that have been exposed
for various periods of time to natural or accelerated
weathering conditions. Electrical tests are sometimes
used on immersed specimens.

Inspection of test panels at the test sites consists of
visual observations of blistering (see ASTM D 714)
and the appearance of rust (see ASTM D 610). For
these, photographs showing various degrees of deg-
radation that serve as observational standards greatly
reduce variations between observers. Results of con-
secutive observations entered on charts provide
visual records of the trend of these features with time.

These more serious evidences of degradation, how-
ever, are preceded by invisible physical alterations
within the coatings, which can be detected readily
and quantitatively by suitable physical tests of repli-
cate specimens removed from tests at periodic
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intervals. The use of such tests to reveal incipient
coating changes is, in a sense, a means of accelerating
the test program without distortion of the test envi-
ronment. This approach is especially dependent on
uniformity of properties among replicates, hence on
reproducible application techniques. Moreover, since
many coating properties are highly sensitive to
changes in temperature and relative humidity, equilib-
rium of the specimens during testing is necessary.
Testing conditions are commonly 25 �C and 50% RH.

Physical tests appropriate for this type of evalua-
tion are not necessarily limited to those properties
that the coating may be called upon to display in
service. A coating that shows a decrease in distensibil-
ity from 20% to 10% is still quite capable of with-
standing the expansion and contraction of the substrate
in atmospheric temperature cycling, yet such a coat-
ing can be expected to fail in service earlier than one
that shows no decrease. Thus, the properties of value
are those that have been established as reliable indices
of deterioration.

Besides providing early comparative data on coat-
ing performance, physical tests in dealingwith intrinsic
coating properties provide much-needed quantitative
information on the relationships between the several
factors affecting the ageing of organic films. The tests
cited as follows are those that have been shown to
indicate reliably significant changes in the condition
of coatings on tests.

2.34.22.4.1 Distensibility
This property is very sensitive to chemical changes
within the coating. Its measurement thus shows the
beginning of normal ageing or of deterioration
through reaction with the environment. Distensibility
is generally determined by bending the best panels
over a conical mandrel of known radius and calculat-
ing the % elongation at first rupture.

2.34.22.4.2 Abrasion tests

In these tests, the end point is normally taken as the
amount of abrasion required to penetrate the coating.
The results thus reflect the strength of the coating, its
cohesion, and in some cases, its adhesion to the basis
metal as well as resistance to abrasion.

2.34.22.4.3 Hardness

Coating hardness is related to the method of mea-
surement. Results reflect the resistance to scratching
as well as to indentation.

2.34.22.4.4 Impact tests
Such tests reveal the resistance of coatings to defor-
mation and destruction by concentrated sudden stres-
ses. They thus throw considerable light on the
integrity of the metal-coating bond. Changes in adhe-
sion through chemical reaction at the paint/metal
interface will be reflected in the impact-test values.

These tests for characterizing coating properties
necessarily continue to involve a certain amount of
empiricism. The intelligent use of these tests, how-
ever, has shown that wide variations of physical and
electrochemical characteristics of coatings as a func-
tion of composition may be obtained, and further,
that significant changes in these characteristics, that
can be measured before the usual evidence of failure
appears, occur upon natural and accelerated ageing.

2.34.23 Test Methods for Corrosion
Inhibitors

2.34.23.1 Immersed Conditions

Since corrosion inhibitors are used in a wide range of
applications, no universal test method exists. Recog-
nized methods tend to relate to a product or process
in which the inhibitor forms a part rather than to the
inhibitor per se. Thus, tests exist for inhibited coolants,
cooling waters, cutting oils, pickling liquids, etc.

The considerations applicable to corrosion test
methods also apply to tests for inhibited products.
The metals and alloys used, their surface preparation,
the temperature, flow rate, composition of the test
medium, the presence of heat transfer, and so on must
all be relevant to the proposed use of the inhibited
product. As with other test methods, there are those
tests that have been developed in particular labora-
tories for the development of inhibitors for particular
purposes and those that have acquired national or
international recognition by appropriate standards-
writing bodies.

The three types of test procedure discussed in this
chapter may often be identified in testing of inhibi-
tors or inhibited products. The testing of inhibited
engine coolants provides a suitable example.

Laboratory tests used in the development of inhi-
bitors can be of various types and are often associated
with a particular laboratory. Thus, in one case, simple
test specimens, either alone or as bimetallic couples,
are immersed in inhibited solutions in a relatively
simple apparatus, as illustrated in Figure 34. Some-
times, the test may involve heat transfer, and a simple
test arrangement is shown in Figure 35. Tests of
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these types have been described in the litera-
ture.337,338 However, national standards also exist for
this type of test approach. BSI and ASTM documents
describe laboratory test procedures and, in some
cases, provide recommended pass or fail criteria (BS

5117: Part 2: Section 2.2; BS 6580; ASTM D 1384).
Laboratory testing may involve a recirculating rig
test in which the intention is to assess the perfor-
mance of an inhibited coolant in the simulated flow
conditions of an engine cooling system. Although test
procedures have been developed (BS 5177: Part 2:
Section 2.3, ASTM D 2570), problems of reproduc-
ibility and repeatability exist, and it is difficult to
quote numerical pass or fail criteria.

These laboratory tests may be followed by engine
dynamometer tests (BS5117: Section 2.4) and finally
by road tests in working vehicles (BS 5117: Part 2:
Section 2.5), thus completing the sequence of labora-
tory, field, service testing.

The problems that have been experienced in the
recirculating rig test are indicative of those often
met in performance testing. Attempts to reproduce
the service conditions in a laboratory test inevitably
involve attempting to reproduce each of the controlling
conditions that exist in the real situation. Variations,
which may be relatively small, in these simulations can
lead to significant differences in test results. There is
therefore much to be said for keeping test conditions as
simple as possible rather than attempting to reproduce
accurately the conditions in practice. A balance
between reproducibility and realism has to be struck.

The testing of inhibitors for use in oil and gas pro-
duction, transport, and processing normally involves
two-phase oil–water fluids with, sometimes, a solid
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phase, for example, entrained sand particles. Tests are
usually of the dynamic variety with continuous move-
ment so that test specimens contact all phases present.
Awell known laboratory test procedure is the so-called
wheel test in which bottles of about 200-cm3 volume
containing weighed test specimens and a two-phase
fluid saturated with an appropriate gas (CO2 or H2S)
rotate inside a temperature-controlled chamber.339 For
many applications in these technologies, data are
required for high temperature high-pressure condi-
tions, and the use of autoclaves then becomes essen-
tial.340 Two reviews on test procedures for corrosion
inhibitors have been published.341,342

2.34.23.2 Vapor Phase Conditions

The testing of vapor phase inhibitors, usually referred
to as volatile corrosion inhibitors, is essentially a mat-
ter of placing a test specimen in the vapor space of a
closed vessel containing an aggressive atmosphere –
frequently water vapor, perhaps with SO2 present –
and a quantity of the inhibitor. Variations on the basic
technique include provision for circulation of the
vapor, the use of paper impregnated with inhibitor,
provision for temperature cycling, etc.

In the early 1950s, Wachter et al.,343 in the USA,
described a humidity cabinet test in which metal
specimens were supported inside inverted glass
tubes containing a slip of inhibitor-impregnated
paper in the lower end. The test was conducted
at 37.7 �C and 100% RH. In the UK, Stroud and
Vernon344 described two types of test: (1) with a
single test specimen suspended from a cork in the
neck of a 250-cm3 conical flask containing 25 cm3 of
water with 5 mass% of the inhibitor, which was held
at 35 �C during the day and at room temperature
overnight; and (2) with specimens suspended in the
upper part of glass tubes containing water and inhib-
itor with the lower part of the tubes immersed in a
thermostatted bath so that condensation occurred in
the upper part of the tubes. Other forms of test using
a climatic cabinet with tropical or industrial atmo-
spheres have also been described.345
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Appendix A: Methods of Removal of
Corrosion Product

This appendix provides information on chemical and
electrochemical treatments, which have been recom-
mended for the removal of corrosion products. In
using these methods the following points need to be
borne in mind:

1. The duration of chemical or electrochemical
treatment should be kept to the minimum neces-
sary to remove the corrosion product. Loosely
adherent material should be removed beforehand
by suitable mechanical means, for example,
scrubbing.

2. The combined action of chemical (or electro-
chemical) treatment and scrubbing is often more
effective than either method alone. It is frequently
advantageous to alternate short periods of immer-
sion with scrubbing to remove any corrosion prod-
uct that has become loosened by the action of the
chemical reagent.

3. The rate of attack of the chemical reagent on
sound metal should be determined on a separate
uncorroded sample of the material being cleaned,
and if necessary a correction should be applied to
the loss in weight of the corroded specimen. How-
ever, where a metal, and particularly an alloy, is
heavily corroded, thus exposing a surface struc-
ture different from that of an uncorroded surface,
it will be necessary to check the reliability of the
cleaning method (Mercer, A. D.; Butler, G.;
Warren, G. M. Br. Corrosion J. 1977, 12(2),
122–126). A procedure for obtaining more accu-
rate weight loss data in these circumstances has
been described [ISO 8407].

4. The possibility of redeposition of metal from the
dissolved corrosion product or, if electrochemical
treatment is employed, from the anode material
should always be kept in mind. If there is reason to
believe this has occurred during removal of the
corrosion product, further treatment to remove
the redeposited metal will be necessary before
the weight loss due to corrosion is measured.

A.1 Procedures for Removing Corrosion
Products

The removal of corrosion products from metal speci-
mens is described in Reference 1 and in ASTM G 1
and ISO 8407 and certain of these procedures are
described as follows.

Corrosion Testing and Determination of Corrosion Rates 1513

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



A.1.1 Electrolytic cathodic cleaning

After scrubbing to remove loosely attached corrosion
products, cathodically polarize in hot dilute sulfuric
acid under the following conditions:

Electrolyte-sulfuric acid (5 wt. %) plus an inhibi-
tor (0.5 kg m�3) such as diorthotolyl thiourea, quino-
line ethiodide, or b-naphthol quinoline. The
temperature should be 75�C, the cathode current
density 2000 Am�2, and the time of cathodic polari-
zation 3min. The anode should be carbon or lead. If
lead anodes are used, lead may deposit on the speci-
mens and cause an error in the weight loss. If the
specimen is resistant to nitric acid the lead may be
removed by a flash dip in 1:1 nitric acid. Except for
this possible source of error, lead is preferred as an
anode, as it gives more efficient corrosion product
removal.

After the electrolytic treatment, scrub the speci-
men with a brush, rinse thoroughly and dry.

Electric treatment may result in the redeposition
of a metal, such as copper, from reducible corrosion
products and thus decrease the apparent weight loss.

A.1.2 Chemical Cleaning

A.1.2.1 Copper and nickel alloys

Dip for 1–3min in 1:1 HCl or 1:10 H2SO4 at
room temperature. Scrub lightly with bristle brush
under running water, using fine scouring powder if
needed.

A.1.2.2 Aluminum alloys
Dip for 5–10min in an aqueous solution containing
2wt. % chromic acid (CrO3) plus 5 vol. % orthophos-
phoric acid (H3PO4, 85%) maintained at 80�C. Ultra-
sonic agitation will facilitate this procedure.

Rinse in water to remove the acid, brush very
lightly with a soft bristle brush to remove any loose
film, and rinse again. If film remains, immerse
for 1min in concentrated nitric acid and repeat pre-
vious steps. Nitric acid may be used alone if there are
no deposits. (See comments on this method when
used for corroded specimens in the paper by Mercer,
A. D.; Butler, G.; Warren, G. M. Br. Corrosion J. 1977,
12, 122.)

A.1.2.3 Tin alloys

Dip for 10min in boiling trisodium phosphate solu-
tion (15%). Scrub lightly with a bristle brush under
running water, and dry.

A.1.2.4 Lead alloys

Preferably use the electrolytic cleaning procedure
just described. Alternatively, immerse for 5min in
boiling 1% acetic acid. Rinse in water to remove
the acid and brush very gently with a soft bristle
brush to remove any loosened matter.

Alternatively, immerse for 5min in hot 5%
ammonium acetate solution, rinse and scrub lightly.
This removes PbO and PbSO4.

A.1.2.5 Zinc

Immerse the specimens in warm (60–80�C) 10%
NH4Cl for several minutes. Then rinse in water and
scrub with a soft brush. Then immerse the specimens
for 15–20 s in a boiling solution containing 5%
chromic acid and 1% silver nitrate. Rinse in hot
water and dry.

Note: in making up the chromic acid solution it is
advisable to dissolve the silver nitrate separately and
add it to the boiling chromic acid to prevent excessive
crystallization of the silver chromate. The chromic
acid must be free from sulfate to avoid attack on the
zinc. Immerse each specimen for 15 s in a 6% solu-
tion of hydriodic acid at room temperature to remove
the remaining corrosion products. Immediately after
immersion in the acid bath, wash the samples first in
tap water and then in absolute methanol, and dry in
air. This procedure removes a little of the zinc and a
correction may be necessary.

A.1.2.6 Magnesium alloys

Dip for approximately 1min in boiling 15% chromic
acid to which 1% silver chromate solution has been
added with agitation.

A.1.2.7 Iron and steel

Preferably use the electrolytic cleaning procedure, or
else immerse in Clark’s solution (hydrochloric acid
100 parts, antimonious oxide 2 parts, stannous chlo-
ride 5 parts) for up to 25min. The solution may be
cold but it should be vigorously stirred. Remove scales
formed under oxidizing conditions on steel in 15 vol.
% concentrated phosphoric acid containing 0.15 vol.
% of an organic inhibitor at room temperature.

A.1.2.8 Stainless steels

Clean stainless steels in 20% nitric acid at 60�C for
20min. In place of chemical cleaning, use a brass scraper
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or brass bristle brush or both, followed by scrubbing
with a wet bristle brush and fine scouring powder.

Other methods of cleaning iron and steel include
immersion in molten sodium hydride and cathodic
treatment in molten caustic soda. These methods
may be hazardous to personnel, and should not be
carried out by the uninitiated, or without professional
supervision.

A.1.3 General Note

Whatever cleaning method is used, the possibility of
removal of solid metal is present. This will result in
error in the determination of the corrosion rate. One
or more cleaned and weighed specimens should be
recleaned by the same method and reweighed. Loss
due to this second treatment may be used as a cor-
rection to that indicated by the first weighing.

Appendix B: Standards

B.1 ISO Standards

ISO standards are managed by the International
Organization for Standardization, known as ISO for
short (the short name is taken from the Greek ‘iso’
meaning equal, rather than being an abbreviation of
the name of the organization, which would, of course
be different in different languages). ISO standards
have a simple naming convention, ISO nnnn-pp:
yyyy, where nnnn is the standard number, pp the
optional part number and yyyy the year of publica-
tion. For standards published in collaboration with
national bodies, ISO may be supplemented with the
abbreviation of the body (as in ISO/ASTM . . .). In
the main text we have just given the standard number
and part number; here we list the current version at
the time of writing.

ISO 1456:2003 Metallic coatings – Electrodepos-
ited coatings of nickel plus chromium and of cop-
per plus nickel plus chromium
ISO 2160:1998 Petroleum products – Corrosive-
ness to copper – Copper strip test
ISO 2810:2004 Paints and varnishes – Natural
weathering of coatings – Exposure and assessment
ISO 3651–1:1998 Determination of resistance to
intergranular corrosion of stainless steels – Part 1:
Austenitic and ferritic-austenitic (duplex) stain-
less steels – Corrosion test in nitric acid medium
by measurement of loss in mass (Huey test)

ISO 3651–2:1998 Determination of resistance to
intergranular corrosion of stainless steels – Part 2:
Ferritic, austenitic and ferritic-austenitic (duplex)
stainless steels – Corrosion test in media contain-
ing sulfuric acid
ISO 4536:1985 Metallic and nonorganic coatings
on metallic substrates – Saline droplets corrosion
test (SD test)
ISO 4538:1978 Metallic coatings – Thioacetamide
corrosion test (TAA test)
ISO 4539:1980 Electrodeposited chromium
coatings – Electrolytic corrosion testing (EC
test)
ISO 4541:1978 Metallic and other nonorganic
coatings – Corrodkote corrosion test (CORR test)
ISO 4543:1981 Metallic and other nonorganic
coatings – General rules for corrosion tests
applicable for storage conditions
ISO 4623–1:2000 Paints and varnishes – Determi-
nation of resistance to filiform corrosion – Part 1:
Steel substrates
ISO 4623–2:2003 Paints and varnishes – Determi-
nation of resistance to filiform corrosion – Part 2:
Aluminum substrates
ISO 6251:1996 Liquefied petroleum gases –
Corrosiveness to copper – Copper strip test
ISO 6314:1980 Road vehicles – Brake linings –
Resistance to water, saline solution, oil and brake
fluid – Test procedure
ISO 6315:1980 Road vehicles – Brake linings –
Seizure to ferrous mating surface due to corro-
sion – Test procedure
ISO 6505:2005 Rubber, vulcanized or thermoplas-
tic – Determination of tendency to adhere to and
corrode metals
ISO 6509:1981 Corrosion of metals and alloys –
Determination of dezincification resistance of brass
ISO 6988:1985 Metallic and other nonorganic
coatings – Sulfur dioxide test with general
condensation of moisture
ISO 7120:1987 Petroleum products and lubri-
cants – Petroleum oils and other fluids – Deter-
mination of rust-preventing characteristics in the
presence of water
ISO 7384:1986 Corrosion tests in artificial
atmosphere – General requirements
ISO 7441:1984 Corrosion of metals and alloys –
Determination of bimetallic corrosion in outdoor
exposure corrosion tests
ISO 7539–1:1987 Corrosion of metals and alloys –
Stress corrosion testing,
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Part 1: General guidance on testing procedures
ISO 7539–2:1989 Corrosion of metals and alloys –
Stress corrosion testing,
Part 2: Preparation and use of bent-beam specimens
ISO 7539–3:1989 Corrosion of metals and alloys –
Stress corrosion testing,
Part 3: Preparation and use of U-bend specimens
ISO 7539–4:1989 Corrosion of metals and alloys –
Stress corrosion testing,
Part 4: Preparation and use of uniaxially loaded
tension specimens
ISO 7539–5:1989 Corrosion of metals and alloys –
Stress corrosion testing,
Part 5: Preparation and use of C-ring specimens
ISO 7539–6:2003 Corrosion of metals and alloys –
Stress corrosion testing,
Part 6: Preparation and use of precracked speci-
mens for tests under constant load or constant
displacement
ISO 7539–7:2005 Corrosion of metals and alloys –
Stress corrosion testing,
Part 7: Slow strain rate testing
ISO 7539–8:2000 Corrosion of metals and alloys –
Stress corrosion testing, Part 8: Preparation and
use of specimens to evaluate weldments
ISO 7539–9:2003 Corrosion of metals and alloys –
Stress corrosion testing,
Part 9: Preparation and use of pre-cracked specimens
for tests under rising load or rising displacement
ISO 8044 1999 Corrosion of metals and alloys –
Basic terms and definitions
ISO 8407:1991 Corrosion of metals and alloys –
Removal of corrosion products from corrosion test
specimens
ISO 8565:1992 Metals and alloys – Atmospheric
corrosion testing – General requirements for field
tests
ISO 9223:1992 Corrosion of metals and alloys –
Classification of corrosivity of atmospheres
ISO 9224:1992 Corrosion of metals and alloys –
Guiding values for the corrosivity categories of
atmospheres
ISO 9225:1992 Corrosion of metals and alloys –
Corrosivity of atmospheres – Methods of mea-
surement of pollution
ISO 9226:1992 Corrosion of metals and alloys –
Corrosivity of atmospheres – Methods of determi-
nation of corrosion rate of standard specimens for
the evaluation of corrosivity
ISO 9227:2006 Corrosion tests in artificial
atmospheres – Salt spray tests

ISO 9400:1990 Corrosion of metals and alloys –
Nickel-based alloys – Determination of resistance
to intergranular corrosion
ISO 9591:2004 Corrosion of aluminum alloys –
Determination of resistance to stress corrosion
cracking
ISO 10062:2006 Corrosion tests in artificial atmo-
sphere at very low concentrations of polluting gas(es)
ISO 10270:1995 Corrosion of metals and alloys –
Aqueous corrosion testing of zirconium alloys for
use in nuclear power reactors
ISO 10270:1995 Corrigendum 1:1997
ISO 11130:1999 Corrosion of metals and alloys –
Alternate immersion test in salt solution
ISO 11303:2002 Corrosion of metals and alloys –
Guidelines for selection of protection methods
against atmospheric corrosion
ISO 11306:1998 Corrosion of metals and alloys –
Guidelines for exposing and evaluating metals and
alloys in surface sea water
ISO 11463:1995 Corrosion of metals and alloys –
Evaluation of pitting corrosion
ISO 11474:1998 Corrosion of metals and alloys –
Determination of corrosion resistance through
accelerated outdoor atmosphere testing
ISO 11782–1:1998 Corrosion of metals and
alloys – Corrosion fatigue tests, Part 1: Cycles to
failure testing
ISO 11782–2:1998 Corrosion of metals and
alloys – Corrosion fatigue tests, Part 2: Crack
propagation testing
ISO 11844–1:2006 Corrosion of metals and alloys –
Classification of low corrosivity in indoor atmo-
spheres – Part 1: Determination and estimation of
indoor corrosivity
ISO 11844–2:2006 Corrosion of metals and alloys –
Classification of low corrosivity of indoor atmo-
spheres – Part 2: Determination of corrosion
attack in indoor atmospheres
ISO 11844–3:2006 Corrosion of metals and alloys –
Classification of low corrosivity of indoor atmo-
spheres – Part 3: Measurement of environmental
parameters affecting indoor corrosivity
ISO 11845:1995 Corrosion of metals and alloys –
General principles for corrosion testing
ISO 11846:1995 Corrosion of metals and alloys –
Determination of resistance to intergranular corro-
sion of solution heat treatable aluminum alloys
ISO 11881:1999 Corrosion of metals and alloys –
Determination of resistance to exfoliation corro-
sion of high strength aluminum alloys

1516 Experimental Techniques for Evaluating Corrosion

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



ISO 11881:1999 Corrigendum 1:1999
ISO 12732:2006 Corrosion of metals and alloys –
Electrochemical potentiokinetic reactivation mea-
surement using the double loop method (based on
Cihal’s method)
ISO 14993:2001 Corrosion of metals and alloys –
Accelerated testing involving cyclic exposure to
salt-mist, ‘dry’ and ‘wet’ conditions
ISO 15324:2000 Corrosion of metals and alloys –
Evaluation of stress corrosion cracking by the drop
evaporation test
ISO 15329:2006 Corrosion of metals and alloys –
Anodic test for evaluation of intergranular corrosion
susceptibility of heat-treatable aluminum alloys
ISO 16151:2005 Corrosion of metals and alloys –
Accelerated cyclic tests with exposure to acidified
salt-spray, ‘dry’ and ‘wet’ conditions
ISO 16701:2003 Corrosion of metals and alloys –
Corrosion in artificial atmosphere – Accelerated
corrosion test involving exposure under con-
trolled conditions of humidity cycling and inter-
mittent spraying of a salt solution
ISO 16784–1:2006 Corrosion of metals and alloys
– Corrosion and fouling in industrial cooling
water systems – Part 1: Guidelines for conducting
pilot-scale evaluation of corrosion and fouling
control additives for open recirculating cooling
water systems
ISO 16784–2:2006 Corrosion of metals and alloys
– Corrosion and fouling in industrial cooling
water systems – Part 2: Evaluation of the perfor-
mance of cooling water treatment programs using
a pilot-scale test rig
ISO 17081:2004 Method of measurement of
hydrogen permeation and determination of
hydrogen uptake and transport in metals by an
electrochemical technique
ISO 17475:2005 Corrosion of metals and alloys –
Electrochemical test methods – Guidelines for
conducting potentiostatic and potentiodynamic
polarization measurements
ISO 17864:2005 Corrosion of metals and alloys –
Determination of the critical pitting temperature
under potientiostatic control
ISO 21207:2004 Corrosion tests in artificial atmo-
spheres – Accelerated corrosion tests involving
alternate exposure to corrosion-promoting gases,
neutral salt-spray and drying
ISO 21610:2009 Corrosion of metals and alloys –
Accelerated corrosion test for intergranular corro-
sion susceptibility of austenitic stainless steels.

B. 2 IEC Standards

IEC standards are produced by the International
Electrotechnical Commission. They use a naming
convention similar to ISO.

IEC 60068–2–11: Edition 3, 1981: Environmental
testing – Part 2: Tests. Test – Ka: Salt mist
IEC 60068–2–42: Edition 3, 2003: Environmental
testing – Part 2–42: Tests – Test Kc: Sulfur dioxide
test for contacts and connections
IEC 60068–2–43: Edition 2, 2003: Environmental
testing – Part 2–43: Tests – Test Kd: Hydrogen
sulfide test for contacts and connections
IEC 60068–2–46: Edition 1, 1982 Environmental
testing – Part 2: Tests. Guidance to Test – Kd:
Hydrogen sulfide test for contacts and connections
IEC 60068–2–60: Edition 2, 1995: Environmental
testing – Part 2: Tests – Test Ke: Flowing mixed gas
corrosion test
IEC 60068–2–49: Edition 1, 1983: Environmental
testing – Part 2: Tests. Guidance to Test – Kc:
Sulfur dioxide test for contacts and connections
IEC 60068–2–52: Edition 2, 1996: Environmental
testing – Part 2: Tests – Test Kb: Salt mist, cyclic
(sodium chloride solution).

B. 3 ASTM Standards

ASTM standards use names of the form Xnnn-yy
(yyyy), where X is a letter that indicates the general
area of the standard (most corrosion standards start
with G), nnn is the standard number, yy is the last two
digits of the year in which the standard was last
revised and yyyy (if present) is the year in which
the standard was last reapproved. In the main text
we have given only the standard letter and number;
here we list the version of the standard that is current
at the time of writing (May 2009).

A262–02a (2008) Standard Practices for detecting
susceptibility to intergranular attack in austenitic
stainless steels
A380–06 Standard Practice for Cleaning, Descal-
ing, and Passivation of Stainless Steel Parts,
Equipment, and Systems
A763–93(2009) Standard practices for detecting
susceptibility to intergranular attack in ferritic
stainless steels
B117–07a Standard practice for operating salt-
spray (fog) apparatus
B154–05 Standard test method for mercurous
nitrate test for copper alloys
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B368–97(2003)e1 Standard method for copper-
accelerated acetic acid-salt-spray (fog) testing
(CASS test)
B380–97(2008)e1 Standard test method for corro-
sion testing of decorative electrodeposited coat-
ings by the Corrodkote procedure
B457–67(2008)e1 Standard test method for mea-
surement of impedance of anodic coatings on
aluminum.
B537–70(2007) Standard practice for rating of elec-
troplated panels subjected to atmospheric exposure
B735–06 Standard test method for porosity in gold
coatings on metal substrates by nitric acid vapor
D130–04e1 Standard test method for corrosive-
ness to copper from petroleum products by copper
strip test
D610–08 Standard practice for evaluating degree
of rusting on painted steel surfaces
D714–02e1 Standard test method for evaluating
degree of blistering of paints
D807–05 Standard practice for assessing the ten-
dency of industrial boiler waters to cause embrit-
tlement (USBM Embrittlement Detector Method)
D849–05 Standard test method for copper strip
corrosion by industrial aromatic hydrocarbons
D1014–09 Standard practice for conducting exte-
rior exposure tests of paints and coatings on metal
substrates
D1280–00(2007) Standard guide for total immer-
sion corrosion test for soak tank metal cleaners
D1384–00(2005) Standard test method for corro-
sion produced by leather in contact with metal
D1654–08 Standard test method for evaluation of
painted or coated specimens subjected to corro-
sive environments
D1743–05ae1 Standard test method for determin-
ing corrosion preventive properties of lubricating
greases
D1748–02(2008) Standard test method for rust
protection by metal preservatives in the humidity
cabinet
D1838–07 Standard test method for copper strip
corrosion by liquefied petroleum (LP) gases
D2059–03 Standard test method for resistance of
zippers to salt spray (fog)
D2247–02 Standard practice for testing water
resistance of coatings in 100% relative humidity
D2251–96(2004) Standard test method for metal
corrosion by halogenated organic solvents and
their admixtures
D2570–08 Standard test method for simulated
service corrosion testing of engine coolants

D2688–05 Standard test methods for corrosivity of
water in the absence of heat transfer (weight loss
methods)
D2758–94(2003) Standard test method for engine
coolants by engine dynamometer
D2803–03 Standard guide for testing filiform cor-
rosion resistance of organic coatings on metal
D2809–04e2 Standard test method for cavitation
corrosion and erosion-corrosion characteristics of
aluminum pumps with engine coolants
D2847–07 Standard practice for testing engine
coolants in car and light truck service
D2943–02(2007) Standard test method for alumi-
num scratch of 1,1,1-trichloroethane to determine
stability
D3310–00(2006) Standard test method for deter-
mining corrosivity of adhesive materials
D3843–00(2008) Standard practice for quality
assurance for protective coatings applied to
nuclear facilities
D3911–08 Standard test method for evaluating
coatings used in light-water nuclear power plants
at simulated design basis accident (DBA) conditions
D3912–95(2001) Standard test method for chemi-
cal resistance of coatings used in light-water
nuclear power plants
D3929–03 Standard test method for evaluating
stress cracking of plastics by adhesives using the
bent-beam method
D4340–96(2007) Standard test method for corro-
sion of cast aluminum alloys in engine coolants
under heat-rejecting conditions
D4350–00(2005) Standard test method for corro-
sivity index of plastics and fillers
D4627–92(2007) Standard test method for iron
chip corrosion for water-dilutable metalworking
fluids
D4798–08 Standard practice for accelerated
weathering test conditions and procedures for
bituminous materials (Xenon-Arc method)
D5144–08 Standard guide for use of protective
coating standards in nuclear power plants
E647–08 Standard test method for measurement
of fatigue crack growth rates
F363–99(2004) Standard test method for corro-
sion testing of gaskets
F482–03 Standard test method for corrosion of
aircraft metals by total immersion in maintenance
chemicals
F483–08 Standard test method for total immer-
sion corrosion test for aircraft maintenance
chemicals
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F981–04 Standard practice for assessment of com-
patibility of biomaterials for surgical implants with
respect to effect of materials on muscle and bone
F1110–08 Standard test method for sandwich cor-
rosion test
G1–03 Standard practice for preparing, cleaning,
and evaluating corrosion test specimens
G2/G2M-06 Standard test method for corrosion
testing of products of zirconium, hafnium, and
their alloys in water at 680�F [360�C]or in steam
at 750�F [400�C]
G3–89 (2004) Standard practice for conventions
applicable to electrochemical measurements in
corrosion testing
G4–01 (2008) Standard guide for conducting cor-
rosion tests in field applications
G5–94 (2004) Standard reference test method
for making potentiostatic and potentiodynamic
anodic polarization measurements
G7–05 Standard practice for atmospheric environ-
mental exposure testing of nonmetallic materials
G11–04 Standard test method for effects of out-
door weathering on pipeline coatings
G15–08 Standard terminology relating to corro-
sion and corrosion testing
G16–95 (2004) Standard guide for applying statis-
tics to analysis of corrosion data
G28–02 (2008) Standard test methods for detect-
ing susceptibility to intergranular corrosion in
wrought nickel-rich, chromium-bearing alloys
G30–97 (2003) Standard practice for making and
using U-bend stress corrosion test specimens
G31–72 (2004) Standard practice for laboratory
immersion corrosion testing of metals
G32–06 Standard test method for cavitation ero-
sion using vibratory apparatus
G33–99 (2004) Standard practice for recording
data from atmospheric corrosion tests of metallic-
coated steel specimens
G34–01 (2007) Standard test method for exfolia-
tion corrosion susceptibility in 2XXX and 7XXX
series aluminum alloys (EXCO test)
G35–98 (2004) Standard practice for determining
the susceptibility of stainless steels and related
nickel–chromium–iron alloys to stress corrosion
cracking in polythionic acids
G36–94 (2006) Standard practice for evaluating
stress corrosion cracking resistance of metals and
alloys in a boiling magnesium chloride solution
G37–98 (2004) Standard practice for use of Matts-
son’s solution of pH 7.2 to evaluate the stress cor-
rosion cracking susceptibility of copper-zinc alloys

G38–01 (2007) Standard practice for making and
using C-ring stress corrosion test specimens
G39–99 (2005) Standard practice for preparation
and use of bent-beam stress corrosion test specimens
G41–90 (2006) Standard practice for determining
cracking susceptibility of metals exposed under
stress to a hot salt environment
G44–99 (2005 Standard practice for exposure of
metals and alloys by alternate immersion in neu-
tral 3.5% sodium chloride solution
G46–94 (2005) Standard guide for examination
and evaluation of pitting corrosion
G47–98 (2004) Standard test method for deter-
mining susceptibility to stress corrosion cracking
of 2XXX and 7XXX aluminum alloy products
G48–03 Standard test method for pitting and
crevice corrosion resistance of stainless steels and
related alloys by the use of ferric chloride solution
G49–85 (2005) Standard practice for preparation
and use of direct tension stress corrosion test
specimens
G50–76 (2003) Standard practice for conducting
atmospheric stress corrosion tests on metals
G51–95 (2005) Standard test method for measur-
ing pH of soil for use in corrosion testing
G52–00 (2006) Standard practice for exposing
and evaluating metals and alloys in surface
seawater
G57–06 Standard test method for field measure-
ment of soil resistivity using the Wenner four-
electrode method
G58–85 (2005) Standard practice for the prepara-
tion of stress corrosion test specimen for weldments
G59–97 (2003) Standard test method for conduct-
ing potentiodynamic polarization resistance
measurements
G60–01 (2007) Standard practice for conducting
cyclic humidity exposures
G61–86 (2003)e1 Standard test method for con-
ducting cyclic potentiodynamic polarization mea-
surements for localized corrosion susceptibility of
iron-, nickel-, or cobalt-based alloys
G64–99 (2005) Standard classification of resis-
tance to stress corrosion cracking of heat treatable
aluminum alloys
G66–99 (2005)e1 Standard test method for visual
assessment of exfoliation corrosion susceptibility
of 5XXX series aluminum alloys (ASSET test)
G67–04 Standard test method for determining the
susceptibility to intergranular corrosion of 5XXX
series aluminum alloys by mass loss after exposure
to nitric acid (NAMLT test)
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G69–97 (2003) Standard test method for measure-
ment of corrosion potentials of aluminum alloys
G71–81 (2003) Standard guide for conducting and
evaluating galvanic corrosion tests in electrolytes
G 73–04 Standard practice for liquid impinge-
ment erosion testing
G78–01 (2007) Standard guide for crevice corro-
sion testing of iron base and nickel base stainless
steels in seawater and other chloride-containing
aqueous environments
G82–98 (2003) Standard guide for development
and use of a galvanic series for predicting galvanic
corrosion performance
G84–89 (2005) Standard practice for measurement
of time-of-wetness on surfaces exposed to wetting
conditions as in atmospheric corrosion testing
G85–02e1 Standard practice for modified salt
spray (fog) testing
G87–02 (2007) Standard practice for conducting
moist SO2 test
G90–05 Standard practice for performing acceler-
ated outdoor weathering of nonmetallic materials
using concentrated natural sunlight
G91–97 (2004) Standard practice for monitoring
atmospheric SO2 using sulfation plate technique
G92–86 (2003) Standard practice for characteriza-
tion of atmospheric test sites
G96–90(2008) Standard guide for online monitor-
ing of corrosion in plant equipment (electrical and
electrochemical methods)
G97–97(2007) Standard test method for labora-
tory evaluation of magnesium sacrificial anode
test specimens for underground applications
G100–89(2004) Standard test method for con-
ducting cyclic galvanostaircase polarization
G101–04 Standard guide for estimating the atmo-
spheric corrosion resistance of low-alloy steels
G102–89 (2004)e1 Standard practice for calcula-
tion of corrosion rates and related information
from electrochemical measurements
G103–97 (2005) Standard practice for evaluating
stress-corrosion cracking resistance of low copper
7XXX series Al-Zn-Mg-Cu alloys in boiling 6%
sodium chloride solution
G104:1989 Test method for assessing galvanic cor-
rosion caused by the atmosphere
G106–89(2004) Standard practice for verification
of algorithm and equipment for electrochemical
impedance measurements
G107–95(2008) Standard guide for formats for
collection and compilation of corrosion data for
metals for computerized database input

G108–94(2004)e1 Standard test method for
electrochemical reactivation (epr) for detecting
sensitization of AISI type 304 and 304L stainless
steels
G109–07 Standard test method for determining
effects of chemical admixtures on corrosion of
embedded steel reinforcement in concrete exposed
to chloride environments
G110–92(2003)e1 Standard practice for evaluat-
ing intergranular corrosion resistance of heat
treatable aluminum alloys by immersion in
sodium chloride þ hydrogen peroxide solution
G111–97(2006) Standard guide for corrosion tests
in high temperature or high pressure environ-
ment, or both
G112–92(2003) Standard guide for conducting
exfoliation corrosion tests in aluminum alloys
G116–99(2004) Standard practice for conducting
wire-on-bolt test for atmospheric galvanic corrosion
G123–00(2005) Standard test method for evaluat-
ing stress-corrosion cracking of stainless alloys
with different nickel content in boiling acidified
sodium chloride solution
G129–00(2006) Standard practice for slow strain
rate testing to evaluate the susceptibility of metal-
lic materials to environmentally assisted cracking
G135–95(2007) Standard guide for computerized
exchange of corrosion data for metals
G139–05 Standard Test method for determining
stress-corrosion cracking resistance of heat-treatable
aluminum alloy products using breaking load
method
G140–02(2008) Standard test method for deter-
mining atmospheric chloride deposition rate by
wet candle method
G142–98(2004) Standard test method for determi-
nation of susceptibility of metals to embrittlement
in hydrogen containing environments at high
pressure, high temperature, or both
G146–01(2007) Standard practice for evaluation
of disbonding of bimetallic stainless alloy/steel
plate for use in high-pressure, high temperature
refinery hydrogen service
G148–97(2003) Standard practice for evaluation
of hydrogen uptake, permeation, and transport in
metals by an electrochemical technique
G150–99(2004) Standard test method for electro-
chemical critical pitting temperature testing of
stainless steels
G152–06 Standard practice for operating open
flame carbon arc light apparatus for exposure of
nonmetallic materials
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G153–04 Standard practice for operating enclosed
carbon arc light apparatus for exposure of nonme-
tallic materials
G157–98(2005) Standard guide for evaluating the
corrosion properties of wrought iron- and nickel-
based corrosion resistant alloys for the chemical
process industries
G158–98(2004) Standard guide for three methods
of assessing buried steel tanks
G162–99(2004) Standard practice for conduc-
ting and evaluating laboratory corrosions tests in
soils
G165–99(2005) Standard practice for determining
rail-to-earth resistance
G168–00(2006) Standard practice for making and
using precracked double beam stress corrosion
specimens
G170–06 Standard guide for evaluating and qua-
lifying oilfield and refinery corrosion inhibitors in
the laboratory
G180–07 Standard test method for initial screen-
ing of corrosion inhibiting admixtures for steel in
concrete
G184–06 Standard practice for evaluating and
qualifying oil field and refinery corrosion inhibi-
tors using rotating cage
G185–06 Standard practice for evaluating and
qualifying oil field and refinery corrosion inhibi-
tors using the rotating cylinder electrode
G186–05 Standard test method for determining
whether gas-leak-detector fluid solutions can
cause stress corrosion cracking of brass alloys
G187–05 Standard test method for measurement
of soil resistivity using the two-electrode soil box
method
G188–05 Standard specification for leak detector
solutions intended for use on brasses and other
copper alloys
G189–07 Standard guide for laboratory simula-
tion of corrosion under insulation
G192–08 Standard test method for determining the
crevice repassivation potential of corrosion-resistant
alloys using a potentiodynamic-galvanostatic-
potentiostatic technique.

B. 4 NACE Standards

NACE standards are produced by NACE Interna-
tional (formerly the National Association of Corro-
sion Engineers). They use the naming convention
NACE XXnnnn-yyyy, where XX is the type of

standard, nnnn the standard number and yyyy the
year of publication. Here we list only the TM (Test
Method) standards; the full list can be found on the
NACE website (www.nace.org).

TM0101–2001 Measurement techniques related
to criteria for cathodic protection on underground
or submerged metallic tank systems
TM0102–2002 Measurement of protective coat-
ing electrical conductance on underground
pipelines
TM0103–2003 Laboratory test procedures for
evaluation of SOHIC resistance of plate steels
used in wet H2S service
TM0104–2004 Offshore platform ballast water
tank coating system evaluation
TM0105–2005 Test procedures for organic-based
conductive coating anodes for use on concrete
structures
TM0106–2006 Detection, testing, and evaluation
of microbiologically influenced corrosion (MIC)
on external surfaces of buried pipelines
TM0108–2008 Testing of catalyzed titanium
anodes for use in soils or natural waters
TM0109–2009 Above ground survey techniques
for the evaluation of underground pipeline coat-
ing condition
TM0169–2000 Laboratory corrosion testing of
metals
TM0172–2001 Determining corrosive properties
of cargoes in petroleum product pipelines
TM0173–2005Methods for determining quality of
subsurface injection water using membrane filters
TM0174–2002 Laboratory methods for the evalua-
tion of protective coatings and lining materials on
metallic substrates in immersion service
TM0177–2005 Laboratory testing of metals for
resistance to sulfide stress cracking and stress cor-
rosion cracking in H2S environments
TM0183–2006 Evaluation of internal plastic coat-
ings for corrosion control of tubular goods in an
aqueous flowing environment
TM0185–2006 Evaluation of internal plastic coat-
ings for corrosion control of tubular goods by
autoclave testing
TM0186–2002 Holiday detection of internal
tubular coatings of 250- to 760-mm (10 to 30
mils) dry-film thickness
TM0187–2003 Evaluating elastomeric materials
in sour gas environments
TM0190–2006 Impressed current laboratory test-
ing of aluminum alloy anodes
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TM0192–2003 Evaluating elastomeric materials
in carbon dioxide decompression environments
TM0193–2000 Laboratory corrosion testing of
metals in static chemical cleaning solutions at
temperatures below 93�C (200�F)
TM0194–2004 Field monitoring of bacterial
growth in oil and gas systems
TM0197–2002 Laboratory screening test to deter-
mine the ability of scale inhibitors to prevent the
precipitation of barium sulfate and/or strontium
sulfate from solution (for oil and gas production
systems)
TM0198–2004 Slow strain-rate test method for
screening corrosion-resistant alloys (CRAs) for
stress corrosion cracking in sour oilfield service
TM0199–2006 Standard test method for measur-
ing deposit mass loading (deposit weight density)
values for boiler tubes by the glass-bead-blasting
technique
TM0204–2004 Exterior protective coatings for
seawater immersion service
TM0208–2008 Laboratory test to evaluate the
vapor-inhibiting ability of volatile corrosion
inhibitor materials for temporary protection of
ferrous metal surfaces
TM0284–2003 Evaluation of pipeline and pres-
sure vessel steels for resistance to hydrogen-
induced cracking
TM0286–2001 Cooling water test unit incorpor-
ating heat transfer surfaces
TM0294–2007 Testing of embeddable impressed
current anodes for use in cathodic protection of
atmospherically exposed steel-reinforced concrete
TM0296–2002 Evaluating elastomeric materials
in sour liquid environments
TM0297–2008 Effects of high temperature, high-
pressure carbon dioxide decompression on elasto-
meric materials
TM0298–2003 Evaluating the compatibility of
FRP pipe and tubulars with oilfield environments
TM0304–2004 Offshore platform atmospheric and
splash zone maintenance coating system evaluation
TM0374–2007 Laboratory screening tests to deter-
mine the ability of scale inhibitors to prevent the
precipitation of calcium sulfate and calcium carbon-
ate from solution (for oil and gas production systems)
TM0384–2002 Holiday detection of internal
tubular coatings of less than 250-mm (10 mils)
dry-film thickness
TM0397–2002 Screening tests for evaluating the
effectiveness of gypsum scale removers

TM0399–2005 Standard test method for phospho-
nate in brine
TM0404–2004 Offshore platform atmospheric
and splash-zone new construction coating system
evaluation
TM0497–2002 Measurement techniques related
to criteria for cathodic protection on underground
or submerged metallic piping systems
TM0498–2006 Evaluation of the carburization of
alloy tubes used for ethylene manufacture
TM0499–99 Immersion corrosion testing of
ceramic materials.

B. 5 Other National Standards

Most other national standards have been subsumed
into ISO standards. Thus, the British Standards Insti-
tute (BSI) now markets standards as BS EN ISO xxxx
(for British Standard, European Norm, ISO xxxx).
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Abbreviations
ASTM American Society for Testing and Materials

EAC Environmentally assisted cracking

UTS Ultimate tensile strength

Symbols
E Modulus of elasticity

Ecorr Corrosion potential

h Height

I Current density

KISCC Threshold stress intensity factor for the onset

of stress corrosion cracking

t Specimen thickness

tf Time to failure

V Potential

s Maximum tensile stress

sth Threshold stress for the onset of stress

corrosion cracking

sy Lower yield strength

2.35.1 Introduction

2.35.1.1 Stressing Systems

Many different methods1–4 have been used for the
stressing of specimens (or testpieces), from which it
may be reasonably assumed that there is no single
method that is markedly superior to all the others.
Each method may have its peculiar advantages in a
given situation, but ideally, a test method should not
be so severe that it leads to the condemnation of a
material that would prove adequate for service or so
trifling as to permit the use of materials in circum-
stances where rapid failure ensues. Methods of stres-
sing testpieces, whether initially plain, notched, or
precracked, can be conveniently grouped according
to whether they involve:

1. a constant total strain or deflection;
2. a constant load;
3. an imposed strain or deflection rate.

Constant deflection tests usually have the attraction
of employing simple and, therefore, often cheap
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specimens and straining frames and of simulating the
fabrication stresses that are most frequently asso-
ciated with stress corrosion failure. Constant load
tests may simulate failure from applied or working
stresses more closely. Although tests involving the
application of a constant deflection rate (strain rate)
are commonly used, their relevance to service fail-
ures continues to be debated.

2.35.1.2 Constant Total-Deflection Tests

Prismatic beams stressed by bending offer a simple
means of testing sheet or plate material, typical
arrangements being shown in Figure 1(a)–1(e). Below
the elastic limit, the stresses may be calculated1,5 or

determined from the response of strain gauges attached
to the surface at an appropriate position.

Plastic bending of strip specimens to produce a
‘U’-bend, Figure 1(d) and 1(e), will usually allow the
use of a lighter restraining system, although some of
the effects of the plastic deformation, if not removed
by subsequent heat treatment, may be to influence
cracking response, and the stress obtained in the
outer fibers of the specimen is usually less reproduc-
ible than with more sophisticated specimens. Tubular
material may be tested in the form of ‘C’- or ‘O’-
rings, the former being stressed by partial closing of
the gap, Figure 1(c), and the latter by the forced
insertion of a plug that is appropriately oversized
for the bore. The circumferential stress at the outer

2-point bending(a)

H

‘C’-ring(c)

r

Constant-load
tensile test

(g)

Specimen

Compression
spring

‘U’-bend(d) (e) ‘U’-bend

Specimen

Constant-strain
tensile test

(f)

Jig

4-point bending(b)

L

A

Figure 1 Stressing systems for stress corrosion test specimens; (a) to (f) constant strain, (g) constant load.
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surface of a ‘C’-ring is maximal midway between the
bolt holes, but for the ‘O’-ring, it is constant over the
periphery, the stresses being readily calculated in
terms of measured deflections.1,2

Constant-deflection tensile tests, Figures 1(f )
and 1(g), are sometimes preferred to bend tests, but
for similar cross sections, require a more massive re-
straining frame. In principle, this problem may be sur-
mounted by the use of internally stressed specimens
containing residual stresses as the result of inhomoge-
neous deformation. The latter may be introduced
by plastic bending, for example, by producing a bulge
in sheet or plate material, or by welding, but such tests
cause problems in the systematic variation of the initial
stress, which will usually be in the region of the yield
stress. Moreover, elastic spring-back, in introducing
residual stresses by bulging plate or partially flatten-
ing tube, may introduce problems, and where welding
is involved, the structural modifications may raise
difficulties unless the test is simulative of a practical
situation.

At least as important as the choice of methods of
stressing is the realization of the limitations of the
various methods, these having been considered in a
review of stress corrosion test methods.6 The stiffness
of the stressing frame in constant-deflection tests may
influence results because of relaxation in the speci-
men during the initial loading stage and during
subsequent crack propagation. Especially in testing
ductile materials, the initial elastic strain is converted
in part to plastic strain, even if the total deflection
remains constant during cracking. This is because, as
the crack propagates, the stress increases on the
remaining uncracked portion of the specimen section
beyond the crack, eventually reaching the effective
yield stress. Yielding will then occur, accompanied by
yawning of the crack and frequently, with the propa-
gation of a Lüders band that results in a sharp load
drop, which is sometimes mistaken as an indication of
the crack having advanced by a burst of mechanical
fracture. Once load relaxation has been initiated, the
extent to which it proceeds can vary from specimen
to specimen. Thus, Figure 2 shows load relaxation
curves for two specimens of the same maraging steel
in the same stressing frame, which had a facility for
load recording throughout the test. The specimens
differed in the extent to which they showed load
relaxation prior to sudden fracture, this difference
being related to the number of cracks that developed
in the specimens. Marked load relaxation was asso-
ciated with the development of many cracks in the
specimen and little relaxation, with only a few cracks.

This can influence the time to failure, as is apparent
from Figure 2, where the specimen stressed at the
initially higher load took longer to fail than that at
the initially lower one. This is because, when only a
single stress corrosion crack develops, it will not need
to grow to large dimensions before sudden, final
failure occurs, since the applied load remains high,
whereas with the marked load relaxation associated
with the multicracked specimen, one of the cracks
will need to propagate much further before it reaches
the size for sudden fracture at the reduced load. Such
an explanation conforms to the observations7 that the
load at fracture is related to the area of stress
corrosion cracking upon the final fracture surface
and to the number of cracks initiated.

This type of result will depend upon the nature of
the stress corrosion system being studied, that is,
upon such properties as the fracture toughness of
the material and even upon the aggressiveness of
the environment employed. It will also vary accord-
ing to the stiffness of the restraining jig employed,
since the stiffer the frame, the less the elastic strain
that is likely to remain in the specimen after the
propagation of a Lüders band, so that a stress-
corrosion crack may cease to propagate in some cir-
cumstances, especially if the initial stress is in the
vicinity of the threshold stress. This indicates some of
the dangers inherent in comparing stress corrosion
resistances in terms of times to failure at a given
initial stress, an approach that is often practiced but
can be misleading. Figure 3 shows the results from
some tests in which the time to failure of specimens
previously cold worked in varying amounts is plotted
against initial stress. Comparison of the effects of
different amounts of cold work by tests at an initial
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stress of 280 or 155MPa gives different orders of
susceptibility, as shown inTable 1. It could be argued
that neither of these results is correct because the
prior cold work would result in different yield
strengths being developed in the three different con-
ditions and that the results should be rationalized by
making the comparison a function of the respective
yield strengths. Here again, however, the order of sus-
ceptibility varies according to the rationalized stress at
which the comparison is made, as the results inTable 1
show. It is difficult to escape the conclusion that a more
satisfactory basis of comparison is the threshold, but
even the latter may not be a basis for comparison of
results obtained using different restraining frames.

The simplicity of the rigs used in the constant-strain
tests is an advantage in the application of the corrosive
solution. Thus, in the case of two-point bending,
Figure 1(a), several specimens may be strained in the
same rig, which can be constructed of plastic and
immersed in a tank containing the test solution.

2.35.1.3 Constant-Load Tests

Dead-weight loading (with or without the assistance
of levers to reduce the load requirements) of tensile
specimens has the advantage of avoiding some of the
difficulties already discussed, not the least in allowing
accurate determination of the stress if the specimen is
uniaxially loaded. The relatively massive machinery
usually required for such tests upon specimens of
appreciable cross section is sometimes circumvented
by the use of a compression spring, Figure 1(g),
chosen with characteristics that ensure that it does
not change significantly in length during testing,
thereby approximating to a constant-load application.
For immersion tests, the frame may be coated in
polymer and the specimen insulated from the
shackles by plastic sleeves and washers to avoid bime-
tallic effects; alternatively, the specimen may be
enclosed in a glass cell containing the test solution.
The alternative approach of minimizing the size of
the loading system by reducing the cross section
of the specimen to the dimensions of a wire is dan-
gerous unless failure by stress corrosion cracking is
confirmed by, say, metallography. This is because
failure may result from pitting and an attendant
increase in the effective stress to the ultimate tensile
strength (UTS) in some stress corrosion environments.
Indeed, there is evidence for some systems that before
stress corrosion cracking proper can begin, a pit must
form wherein certain chemical or electrochemical con-
ditions are established that permit cracks to be ini-
tiated, and in such systems, the use of fine wires has
obvious pitfalls.

The load relaxation that accompanies some, if not
all, constant-deflection tests is replaced in constant-
load tests by an increasing stress condition, since the
effective cross section of the test piece is reduced
by crack propagation. This suggests that it will be
less likely that cracks will cease to propagate once
initiated, as may happen with constant deflection
tests at initial stresses in the region of the threshold
stress, and therefore, the threshold stresses are likely
to be lower when determined under constant-load
conditions than under conditions of constant deflec-
tion. Some results attributed to Brenner and Gruhl8

for an aluminum alloy, Figure 4, confirm this exp-
ectation. These results also show shorter times to
failure for the same initial stresswith constant load test-
ing and, as already indicated for constant-deflection
tests, raise queries as to the significance of time to
failure, the parameter so frequently used in assessing
cracking susceptibility.

Table 1 Relative susceptibilities to cracking of a mild

steel in boiling 4M NH4NO3 after various amounts of cold

work

Initial stress Susceptibility of different cold-
worked conditions

Most
(%)

Intermediate
(%)

Least
(%)

280MPa 0 10 34
155MPa 10 34 0

100% of yield stress 34 10 0

30% of yield stress 10 34 0
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Figure 3 Effects of different amounts of prior cold work

(0, 10 and 34%) on the stress corrosion of a 0.07% C steel
in boiling 4M NH4NO3.
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2.35.1.4 Slow Strain-Rate Tests

While this method of testing has been in use in some
laboratories for two decades or more and has
increased in use considerably in very recent years,
there remain some skepticism and unfamiliarity with
the method. In essence, it involves the application of
a relatively slow strain or deflection rate (�10�6 s�1)
to a specimen9 subjected to appropriate electrochem-
ical conditions. It should be emphasized that the strain
rates employed are very much lower than those
involved in straining electrode experiments where
the object, the measurement of current transients, is
totally different. In slow strain-rate corrosion tests,
the object is to produce stress corrosion cracks that
are metallographically indistinguishable from those
produced in constant-load or constant-deflection
experiments. The object in all these laboratory tests
is normally to obtain data in a relatively shorter
period of time, and this is frequently achieved by
adopting an approach that increases the severity of
the test. In stress corrosion testing, this usually takes
the form of increasing the aggressiveness of the envi-
ronment by changing its composition, temperature, or
pressure, stimulating the corrosion reactions (galva-
nostatic or potentiostatic), increasing the susceptibil-
ity of the alloy through changes in structure, or
increasing the severity of the stress by the introduction
of a notch or precrack. The application of dynamic
straining to a stress corrosion test specimen also
comes into this last category, and, like all of the other
accelerating approaches, its justification will vary
according to the circumstances in which it is used.

Most stress corrosion crack velocities fall in the
range from 10�3 to 10�6 mm s�1, which implies that
failures in laboratory test specimens of usual dimen-
sions occur in not more than a few days. This is found
to be so if the system is one in which stress corrosion
cracks are readily initiated, but it is common experi-
ence to find that some testpieces do not fail even after
extended periods of testing, which are then termi-
nated at some arbitrarily selected time. The conse-
quences are that considerable scatter may be
associated with replicate tests, and the arbitrary ter-
mination of the test leaves an element of doubt
concerning what the outcome would have been if it
had been allowed to continue for a longer time. Just
as the use of precracked specimens assists in stress
corrosion crack initiation, so does the application of
slow dynamic strain, which has the further advantage
that the test is not terminated after some arbitrary
time, since the conclusion is always achieved by the
specimen fracturing, and the criterion of cracking
susceptibility is then related to the mode of fracture.
Thus, in the form in which it is normally employed,
the slow strain-rate method will result in failure in
not more than �2 days, either by ductile fracture or
by stress corrosion cracking, according to the suscep-
tibility towards the latter, and metallographic or other
parameters may then be assigned in assessing the
cracking response. The fact that the test concludes
in this positive manner in a relatively shorter period
of time constitutes one of its main attractions.

Early use of the test was in providing data
whereby the effects of such variables as alloy
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Figure 4 Comparison of test results from bend and tension tests upon Al–Zn–Mg alloy in 3% NaCl plus 0.1% H2O2.
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composition and structure or inhibitive additions to
cracking environments could be compared, and also
for promoting stress corrosion cracking in combina-
tions of alloy and environment that could not be
caused to fail in the laboratory under conditions of
constant load or constant strain. Thus, they constitute a
relatively severe type of test in the sense that they
frequently promote stress corrosion failure in the labo-
ratory where other modes of stressing plain specimens
do not promote cracking, and in this sense, they are in a
category similar to tests on precracked specimens. In
recent years, an understanding of the implications of
dynamic strain testing has developed, and it now
appears that this type of test may have much more
relevance and significance than just that of an effective
and rapid sorting test. It may, at first sight, be argued
that laboratory tests involving the pulling of specimens
to failure at a slow strain-rate show little relation to the
reality of service failures. In point of fact, in constant-
strain and constant-load tests, crack propagation also
occurs under conditions of slow dynamic strain, to a
greater or lesser extent depending upon the initial value
of stress, the point in time during the test at which a
stress corrosion crack is initiated, and various metallur-
gical parameters that govern creep in the specimen.
Moreover, there is an increasing amount of evidence
for some systems which suggests that the function of
stress in stress corrosion cracking is to promote a strain
rate which, rather than stress per se, is the parameter that
really governs crack initiation or propagation. In these
cases, the minimum creep rate for cracking is as much
an engineering design parameter as is the threshold
stress or stress–intensity factor obtained from constant-
load tests on plain or precracked specimens.

The point may be illustrated by data for a ferritic
steel exposed to a carbonate–bicarbonate solution as
fatigue precracked cantilever beams subjected to con-
stant loads. Deformation in the plastic zone associated
with the precrack is time dependent following load
applications and can be measured, and the threshold
conditions for stress corrosion cracking defined, in
terms of a limiting average creep rate over a specific
time interval. That limiting creep rate may then be
used in subsequent experiments to calculate the
threshold stress from creep data determined indepen-
dently, these calculated threshold stresses then being
compared with values determined experimentally.
The creep properties of ferritic steels may be varied
by prior strain aging, following different amounts
of cold work, and Figure 5 shows the observed and
calculated threshold stresses from tests on specimens
subjected to various strain aging treatments. Clearly,

the general trend of the experimentally determined
curve showing the effects of the amount of prior
deformation is reflected in the calculated results.

The equipment required for slow strain-rate test-
ing is simply a device that permits a selection of
deflection rates while being powerful enough to cope
with the loads generated. Plain or precracked speci-
mens in tension may be used, but if the cross section
of these needs to be large or the loads high for any
reason, cantilever bend specimens with the beam
deflected at appropriate rates may be used. It is impor-
tant to appreciate that the same deflection rate does not
produce the same response in all systems and that the
rate has to be chosen in relation to the particular
system studied.

The representation of the results from slow strain-
rate tests may be through the usual ductility para-
meters, such as reduction in area, the maximum load
achieved, the crack velocity, or even the time to
failure, although as with all tests, metallographic or
fractographic examination, while not readily quanti-
fiable, should also be involved. Since stress corrosion
failures are usually associated with relatively little
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plastic deformation, the ductility of specimens will be
variable according to the extent to which stress cor-
rosion contributes to the fracture process. This will
also influence the shape of the load–extension curve
that may be obtained by continuous monitoring of the
response of a load cell incorporated in the system;
Figure 6 shows the forms of curves obtained with and
without attendant stress corrosion. It is apparent from
these curves that not only is the extension to fracture
dependent upon the presence or otherwise of stress
corrosion cracks, but so also is the maximum load
achieved. The latter may be used for expressing
cracking susceptibility in some systems, as also may
the area bounded by the load–extension curve. How-
ever, the variations in maximum load achieved in
slow strain-rate tests in circumstances of varying
cracking severity are not always large enough for
significant distinctions to be made. Even measure-
ments of ductility, such as reduction in area, are
readily invariably not made, if only because the
final fracture of the specimen does not always follow
a simple path, and the fitting of the two broken pieces
together is not easy. Probably, the easiest quantity to
measure with reasonable accuracy is the time to
failure, which has as much significance in a slow
strain-rate test as it does in constant-load or constant-
deflection tests. Indeed, the time to failure in slow
strain-rate tests is simply related to ductility para-
meters, a not very surprising result when it is remem-
bered that the less the intensity of stress corrosion
cracking, the greater will be the ductility to fracture
and therefore, the greater the time to failure for a given
strain rate.

Clearly, for slow strain-rate testing to have cre-
dence, it should give results that are comparable with
those obtained by other methods. Figure 7 shows
some results for tests upon low-alloy ferritic steels
in boiling 4M NH4NO3, the various alloying ele-
ments producing a range of cracking susceptibilities
as measured by the threshold stresses obtained from
constant-strain tests. These results have been
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normalized by dividing the threshold stress sth by the
lower yield strength sy for each steel, while the slow
strain test results have been normalized by dividing
the time to failure in the 4M NH4NO3 by the time
to failure in oil at the same temperature, so that
increasing departure from unity indicates increasing
cracking susceptibility. The general trend of the
results in Figure 7 is clear in indicating reasonable
agreement between the two types of tests in placing
the steels in essentially the same order of merit.

Although slow strain-rate tests are most fre-
quently taken to total failure in order to produce a
‘go/no-go’ type of result in which threshold stresses
are not defined, they can be conducted in a manner
that allows such definition. Specimens are preloaded
to various initial stresses in the absence of the crack-
ing environment or at a potential that prevents
cracking, after which they are allowed to creep until
the latter falls below the strain rate to be applied. The
applied straining is continued for a sufficient time
only to allow cracks to grow to a measurable size.
During straining, the stress upon the specimen varies
in a manner dependent upon the magnitude of the
applied strain-rate, hence the importance of restrict-
ing the test time to no longer than that necessary to
produce measurable cracks. The cracks are probably
most conveniently measured by microscopy on lon-
gitudinal sections of the gauge lengths, the length of
the deepest detectable crack divided by the test time
giving an average crack velocity. Figure 8 shows
some results from tests upon a cast nickel–aluminum
bronze exposed to seawater10 and clearly it is possible
to define a threshold stress below which cracking is
not observed. However, that threshold stress depends
upon the strain-rate applied, as is to be expected.
Another approach to defining threshold stresses in
slow strain-rate tests that may sometimes be useful is
to use tapered specimens, with the taper angle mini-
mized to avoid complications by resolved compo-
nents of the tensile load.11 Applied to the cracking
of a-brass exposed to sodium nitrite solutions, a
single tapered specimen gave threshold stresses
close to those obtained by the use of a number of
plain specimens loaded at a given strain rate to vari-
ous stress levels.

2.35.2 Testpiece

2.35.2.1 Precracked Samples

The literature contains many references to the use of
notched, as opposed to precracked or plain specimens

in laboratory studies of stress corrosion, for reasons of
improved reproducibility, inability to crack plain spe-
cimens under otherwise identical conditions or ease of
measuring some parameters, such as crack growth rate,
when the crack location is predetermined. However,
the developments in fracture mechanics have resulted
in a whole new field of stress corrosion testing in-
volving the use of specimens containing a sharp pre-
crack, usually produced from a notch by subjecting
the specimen to fatigue. The application of fracture
mechanics to stress corrosion cracking is the subject of
an admirable review by Brown,12 and various aspects
of the method are considered in papers presented at an
Advisory Group for Aerospace Research and Devel-
opment (AGARD) conference.13

The problems associated with the choice of plain
specimens for assessing stress corrosion resistance may,
at first sight, appear equally large in relation to pre-
cracked specimens in the sense that in the relatively
shorter time during which such tests have been in use,
a large number of specimen types have been used
(Figure 9). However, the differing specimen geometries
are rationalized through the stress–intensity factor, with
the result that data from different testpieces are compa-
rable, provided appropriate precautions are taken in
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specimen preparation. The biggest single difficulty is in
relation to the large size of specimen that is necessary
for highly ductile materials if the concepts of linear
elastic analysis are to be applicable. Since it is probable
that most service stress corrosion failures occur in
highly ductile materials in relatively thin sections, it is
clear that there are problems here, but the use of pre-
cracked specimens that do not conform dimensionally
to the requirements for linear elastic analysis to be
strictly valid is still worthwhile in some instances, and
in any case, developments in fracture mechanics over
the last decade or so allow alternative approaches than
that of linear elastic analysis.

Precracked specimens are sometimes useful for
other reasons than the analysis that they afford in
relation to stress–intensity factors. Such applications

may be associated with the simulation of service
situations, the relative ease with which stress-
corrosion cracks can be initiated at precracks, or the
advantages that sometimes accrue from the propaga-
tion of a single crack. The claim that has sometimes
been made of precracked specimen tests – that they
circumvent the initiation stage of cracking in plain
specimens, erroneously assumed invariably to be
related to the creation of a corrosion pit that provides
a measure of stress concentration approaching that
achieved at the outset with a precrack – is rarely
entirely valid. Thus, the geometries of a pit, notch,
or precrack are often as important for electrochemi-
cal reasons as they are for any reason associated with
their influences upon stress distribution. This is
because a geometrical discontinuity may be necessary

Precracked specimen configurations for stress corrosion testing

Increasing stress
intensity with
crack extension

Decreasing stress
intensity with
crack extension

Constant stress
intensity with
crack extension

Constant
load

Constant
deflection

Constant
load

Constant
load

Remote
tension

Single-edge
cracked plate

Center-
cracked
plate

Double
edge-cracked
plate

Surface-
cracked
plate

Circumfer-
entially
cracked
round bar

Single-edge
cracked plate

Cantilever
bending

(W-a)
dominated

(W-a)
dominated (W-a)

indifferent

3-point
bending

4-point
bending

(W-a)
indifferent

(W-a)
indifferent

(W-a)
indifferent

Remote
bending

Double torsion
single-edge
cracked plate

Single-edge
cracked plate

Single-edge
cracked plate

Center-
cracked
plate

Tapered
single-edge
cracked plate

Remote
bending

Crackline
bending

Crackline
bending

Crackline
bending

Crackline
tension

Figure 9 Classification of precracked specimens for stress corrosion testing. Reproduced from Smith, H. R.; Piper, D. E.

Stress Corrosion Testing with Precracked Specimens, The Boeing Co, D6–24872, ARPA 878, June, 1970.
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to provide the localized electrochemical conditions,
in terms of environment composition or electrode
potential, that are necessary for stress corrosion
crack propagation. The objections that have some-
times been made against the use of precracked speci-
mens, for example, to the validity of introducing a
transgranular precrack into a specimen that suffers
intergranular stress corrosion cracking, or of the
necessity of incurring a considerable expense to pro-
duce a very sharp crack when the introduction of a
corrosive environment may blunt the crack by the
dissolution, miss the point that such sharp disconti-
nuities do indeed exist in some real materials. Indeed,
one of the major attractions of precracked specimen
testing is that it can provide data that allow the desig-
nation of the maximum allowable defect sizes in
structures for the latter to remain in a safe condition.

In view of the significance of strain rate in stress
corrosion cracking, mentioned earlier, it is good to
remember that its significance is as applicable to
precracked specimens as it is to initially plain speci-
mens, in relevant systems. This has a number of
implications, not the least of which is the possible
influence of time delay between loading precracked
specimens and exposing them to the test environ-
ment. Moreover, the limiting stress–intensity factor
KISCC, above which cracks grow relatively rapidly
(Figure 10) may well depend upon the conditions
under which it is determined, and it should not be
regarded as some property of the material equivalent
to, say, a yield stress. There is now a considerable
volume of data that shows how relatively small fluc-
tuating stresses may reduce the threshold stresses or
stress-intensity factors for stress corrosion cracking,
and some of these effects are probably related to cyclic
loading sustaining creep-related effects. Crack-tip strain
rates have consequently become a topic of interest, and
expressions are available for cyclically loaded pre-
cracked specimens14,15 and also for multicracked speci-
mens16 of the form that initially plain specimens take
during slow strain-rate tests.

2.35.2.2 Comparison of the Results from
Plain and Precracked Specimens

It is clear that an initially plain specimen that devel-
ops a stress corrosion crack may, if the geometry is
appropriate, conform to the conditions obtaining in
an initially precracked specimen. This raises a ques-
tion, despite the opposing views of the protagonists of
the two types of testpieces, as to the comparability of
the result from each. Figure 11 shows the results17
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Figure 11 Threshold stress intensities KISCC from

precracked specimen tests, and threshold stresses sth from
plain specimen tests, for a Mg–7Al alloy in various structural

conditions tested in chromate–chloride solution.
Reproduced from Wearmouth, W. R.; Dean, G. P.; Parkins,

R. N. Corrosion 1973, 29, 251.
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obtained from stress corrosion tests upon a Mg–7Al
alloy exposed to a chromate–chloride solution, the
cracking susceptibility of the alloy being varied by
different heat treatments.The implication ofFigure 11
is that the threshold stress sth, determined upon initi-
ally plain specimens of small cross section, is related
to the threshold stress intensity KISCC obtained from
precracked specimens of relatively large section. Since
KISCC represents the stress intensity below which an
existing crack does not propagate, it would appear
that the threshold stress given by tests on plain speci-
mens corresponds to values belowwhich cracks do not
propagate to give total failure, that is, the threshold
stress for plain specimens is not necessarily the stress
below which cracks do not form. Examination of
plain specimens stressed below the threshold stress
revealed the presence of small stress corrosion cracks
that had ceased to propagate and moreover, the maxi-
mum sizes of the cracks that did not propagate to total
failure were quadratically related to the threshold
stress, as would be expected if the concepts of fracture
mechanics were applicable to these initially plain
specimens. Nonpropagating cracks have also been
observed at stresses below the threshold stress in
other systems, such as low-alloy ferritic steels exposed
to various environments, and would therefore, sup-
port the suggestion that what are being measured in
tests upon plain and precracked specimens are not as
different as has sometimes been suggested.

2.35.2.3 Crack Velocity Measurements

In mechanistic studies of stress corrosion and also in
the collection of data for remaining-life predictions
for plants there is need for stress corrosion crack
velocity measurements to be made. In the simplest
way, these can be made by microscopic measurements
at the conclusion of tests, the assumption being that
the velocity is constant throughout the period of
exposure, or, if the crack is visible during the test,
in situ measurements may be made by visual observa-
tion, the difficulty then being that it is assumed that
the crack visible at a surface is representative of the
behavior below the surface. Indirect measurements
must frequently be resorted to, and these have in-
volved observation of the elongation of the specimen,
crack-opening displacement, changes in the electrical
resistivity of the specimen, and acoustic emissions that
sometimes accompany crack extension.

Measurement of the elongation of the specimen is
probably the least satisfactory of all these, even
though it is often the simplest, requiring a transducer

that responds to dimensional change. Multiple crack-
ing of initially plain specimens raises problems in
interpreting the data in terms of crack velocities,
and so the technique has been frequently used for
attempting to determine the point in time when
cracking was initiated, the preceding time during
which the transducer shows no response being
equated to an incubation period for cracking. How-
ever, such results can be completely misleading
because the sensitivity of most transducers is such
that they will only detect change when the specimen
undergoes some plastic deformation, resulting from
the propagation of a crack to the size where the
remaining uncracked portion of the section beyond
the crack is raised to its yield strength. Consequently,
crack propagation can occur during the (so-called)
incubation period when the stress is insufficient to
cause the propagation of a deformation band. The
latter frequently occurs suddenly, producing a sharp
response by the transducer, which has sometimes
been interpreted as evidence of a burst of fast mechan-
ical fracture but which may, in fact, be nothing of
the sort. It is much more satisfactory to use a crack-
opening displacement gauge18 located across a pre-
crack. These gauges usually take the form of two thin
cantilever beams to which strain gauges are attached,
the beams being located at opposite sides of the
extremity of the precrack. As crack extension occurs
and the sides of the crack undergo relative displace-
ment, the strain gauges respond to the unbending of
the beams.

Changes in the electrical resistivity of a specimen
containing a propagating crack19 depend upon apply-
ing a high constant direct current at each end of the
specimen and measuring the potential difference
across electrical leads situated at the opposite sides
of the crack. The potential field in the region of
the crack is disturbed by the presence of the latter
and as the crack extends, the potential difference
between the leads on opposite sides increases, the
total current remains constant. This requires a reli-
able constant current source, and the technique is
dependent in some degree upon the exact positioning
of the leads and gives less reproducible results if
crack branching occurs. The initial thought that the
application of DC to the specimen may influence the
electrochemistry of the stress corrosion reactions is
not sustained in practice, and the technique can pro-
vide reliable data.

High-frequency stress waves are generated when
stress corrosion cracks propagate in some materials,
especially the high-strength steels when these undergo
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hydrogen-induced cracking. The detection of these
acoustic signals, which are filtered from lower ampli-
tude background noise, affords a means of studying
crack propagation.20 While the technique involves the
use of sophisticated and relatively costly equipment if
it is to be correctly practiced, it has been suggested that
it may also offer a means of distinguishing between
active paths and hydrogen-embrittlement mechan-
isms of cracking.21 However, that is not universally
accepted, and the data from acoustic signals need
treating with caution.22

2.35.2.4 Effects of Surface Finish

It is hardly surprising that the preparation of surfaces of
plain specimens for stress corrosion tests can some-
times exert a marked influence upon the results. Heat
treatments carried out on specimens after their prepa-
ration is otherwise completed can produce barely per-
ceptible changes in surface composition, for example,
decarburization of steels or dezincification of brasses,
that promote quite dramatic changes in stress corrosion
resistance. Similarly, oxide films, especially if formed at
high temperatures during heat treatment or working,
may influence results, especially through their effects
upon the corrosion potential.

However, quite apart from these chemical changes
at surfaces occasioned by the method of specimen
preparation, physical effects may be important. Paxton
and Procter23 have prepared a review of what little
is known about the effects of machining and grinding
upon stress corrosion susceptibility, the most obvious
effects being related to surface topography and the
introduction of residual stresses into the surface
layers. The former is more likely to be important in
the higher strength notch-sensitive materials, while
surface compressive stresses are likely to have the
general effect of delaying or preventing failure.

2.35.3 Choice of Environment

Although the list of environments reported as pro-
moting stress corrosion cracking in any alloy con-
tinues to grow with time, the concept of solution
specificity remains in that not all corrosive environ-
ments will initiate or sustain stress corrosion cracking
in all alloys. While it is inevitable that the environ-
ment will always remain as one of the variables that
may need to be assessed by stress corrosion tests,
nevertheless certain solutions, by their widespread
use over many years, have tended to become standard
test solutions for certain types of alloys. Thus, boiling

MgCl2 solution for stainless steels, boiling nitrate
solutions for carbon steels, and 3.5% NaCl for alumi-
num alloys, to mention but a few, have been exten-
sively used, for example, in comparing the effects of
metallurgical variables upon cracking propensities.
Such approaches raise two questions: the first
concerned with the extent to which ‘standard’ solu-
tions prepared in different laboratories may be
regarded as identical, and the second with the extent
to which degrees of susceptibility of a range of alloys
to cracking in one environment are related to cracking
in a different environment.

While the relatively small differences that may be
expected to occur between laboratories preparing a
solution to the same specification often will not influ-
ence stress corrosion test results, there are situations
where relatively small changes in environment can
promote marked changes in cracking response. Thus,
Streicher and Casale24 have pointed to the potential
problems associated with the use of nominally 42%
boiling MgCl2 in testing stainless steels. Since the
hydrate of MgCl2 is hygroscopic, solution prepara-
tion by weighing may lead to appreciable differences
in boiling point and hence, times to failure in a stress
corrosion test, so that it is preferable to prepare the
solution by adding water to the hydrate to achieve a
particular boiling point.

Similarly, pH variations resulting from either the
initial preparation or from changes during a stress
corrosion test may exert a marked influence upon
results in some systems. Thus, the cracking of carbon
steels in nitrates is markedly pH sensitive and, depend-
ing upon the volume of solution and the surface area of
the specimen exposed, as well as upon the time
involved in making the test, significant pH rises can
occur, and cracking can cease as a result. Moreover, if
tests are carried out with anodic stimulation, these
effects may be aggravated, especially if the counter
electrode is immersed in the test cell. In other cases,
for example, the medium and higher strength steels,
the initiation and maintenance of cracking frequently
requires localized pH changes within the confines of
the crack, and these can only occur if the initial condi-
tions of exposure are appropriate.

The oxygen concentration of the solution, as in
many instances of corrosion, can also be critical in
stress corrosion cracking tests. Instances are available
in the literature that show very markedly different test
results according to the oxygen concentration in sys-
tems as widely different as austenitic steels immersed
in chloride-containing phosphate-treated boiler water25

and aluminum alloys26 immersed in 3% NaCl.
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The assumption that the relative cracking
responses of a series of alloys will be the same irre-
spective of the environment to which they are
exposed can be extremely dangerous. Many examples
could be quoted of the dangers of drawing conclu-
sions from tests in a given environment and applying
these to a different situation, but some results by
Lifka and Sprowls27 will suffice. The results for the
relative cracking susceptibilities of three aluminum
alloys subjected to different exposure conditions are
shown in Figure 12, which indicate that an intermit-
tent spray test using acidified 5%NaCl solution gives
the same order of susceptibility for the three alloys as
was observed in outdoor exposure tests at three dif-
ferent locations. On the other hand, an alternate
immersion test in 3.5% NaCl, widely used for testing
aluminum alloys, places the alloys in a completely
different order of susceptibility. This single example
will suffice to indicate the necessity for simulating
service conditions as closely as possible where labo-
ratory data are to be used for selection or design in
relation to industrial equipment.

While the dangers inherent in using standardized
environments in relation to environment-sensitive
fracture are readily indicated by many examples that
can be quoted, there remains a problem in relation to
alloy development where possible service environ-
ments may not always be identifiable at the time of
the development program. In such circumstances, it
appears desirable that an alloy should be assessed in a
range of environments, but even then, it is necessary
for realism to be injected into the program if an
excessively large number of test environments are

not to be involved. The potential dependence of
cracking, with its implications for dissolution and film-
ing reactions or the discharge of hydrogen, suggests
that the solution pH is also likely to exert significant
influence upon cracking. Plots of cracking domains on
potential–pH diagrams sometimes indicate correla-
tions with certain reactions, and this may be useful in
guiding a testing program,28 that is, involving solutions
of different pH values and exploring the cracking
propensity as a function of potential.

The importance of potential cannot be over
emphasized, and some aspects of this part of stress
corrosion testing may be conveniently discussed in
the context of Figure 13. This shows the different
potential ranges for the cracking of ferritic steel
according to the environment in tests involving
potentiostatic control. Also shown are the free corro-
sion potentials for that steel in the different solutions.
These indicate that while failure would occur in the
nitrate at the free corrosion potentials, this would not
be so in the hydroxide or carbonate–bicarbonate
solution. This does not mean that carbon steels will
never fail by stress corrosion in these two environ-
ments at the free corrosion potential, since the latter
is, of course, dependent upon the composition of
the steel, its surface condition, the composition of the
environment, and other factors. It is possible, there-
fore, that as the result of, say, small additions to the
environments, added intentionally or present as impu-
rities, the corrosion potential can be caused to be
within the cracking range, or that as a result of small
additions to a steel, the corrosion potential may fall
outside the cracking range. Quite small changes in
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potential, often only a few tens of millivolts, can there-
fore produce dramatic changes in cracking response
and point to the necessity, especially in laboratory tests
attempting to simulate a service failure, of reprodu-
cing the potential with precision.

2.35.4 Stress Corrosion Test
Methods

2.35.4.1 Types of Test Cells

The cells that contain the specimen and environment
for stress corrosion tests often need to be more than a

vessel made in some substance, usually glass, that is
inert to the environment and which produces no
electrical response upon the test specimen. Where
cracking is initiated at surfaces through which heat
transfer occurs, it may be necessary to design a cell in
which such an effect is incorporated, since the con-
centration of substances in solution that may occur
at an interface through which heat passes, may play
a significant role in promoting cracking, especially
if surface deposits allow concentration by evapora-
tion while preventing mixing with the bulk or the
environment. The cracking of riveted mild-steel boi-
lers and the concentration of carbonate–bicarbonate
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solutions under pipeline coatings to produce crack-
ing in high-pressure gas transmissions lines are sig-
nificant examples. Dana29 has developed a method
for simulating the conditions for cracking of stainless
steels in contact with thermal insulating materials,
while concentration in leaking boiler seams is
simulated in the ‘embrittlement detector’ developed
by Schroeder and Berk.30

Such test cells involve, among other things, a
crevice, the essence of which is that the volume of
solution that it contains is relatively small compared
with the area of exposed metal, a ratio that may
influence stress corrosion test results determined in
more conventional cells where crevices do not exist.
The experiments of Pugh et al.,31 on the stress corro-
sion of 70–30 brass in ammoniacal solutions of vari-
ous volumes are particularly instructive in indicating
how this ratio may influence results, the time to
failure varying by about an order of magnitude for a
similar change in solution volume. Changes in the
surface area of exposed specimens, apart from the
effects already implied, may influence the cracking
response for other reasons, as shown by the results of
Farmery and Evans32 for an Al–7Mg alloy immersed
in a chloride solution. They found that coupling
unstressed to stressed specimens of varying area
ratio influences failure times, relatively shorter
times being obtained when the area of unstressed to
stressed specimen was large.

2.35.4.2 Initiation of Stress Corrosion Tests

It may be felt that the initiation of a stress corrosion
test involves no more than bringing the environment
into contact with the specimen in which a stress is
generated, but the order in which these steps are
carried out may influence the results obtained, as
may certain other actions at the start of the test.
Thus, in outdoor exposure tests, the time of the year
at which the test is initiated can have a marked effect
upon the time to failure,26 as can the orientation of the
specimen, that is, according to whether the tension
surface in bend specimens is horizontal upwards or
downwards or at some other angle. However, even in
laboratory tests, the time at which the stress is applied
in relation to the time at which the specimen is
exposed to the environment may influence results.
Figure 14 shows the effects of exposure for 3 h at the
applied stress before the solution was introduced to the
cell, upon the failure of a magnesium alloy immersed
in a chromate–chloride solution. Clearly, such prior
creep extends the lifetime of specimens and raises the

threshold stress very considerably, and since other
metals are known to be strain-rate sensitive in their
cracking response, it is likely that the type of result
apparent in Figure 14 is more widely applicable.

2.35.4.3 Hydrogen Embrittlement Tests

The absorption of hydrogen by various materials,
including high-strength steels, results in loss of duc-
tility, which in turn can result in cracking and frac-
ture when the metal is subjected to a sustained tensile
stress. Hydrogen may be introduced into these vari-
ous alloys from the gas phase (during manufacture or
welding), or from aqueous solution during surface
treatment (pickling, plating, and phosphating) or
from the environment during a spontaneous corro-
sion process in which the development of acidity
within the crack results in hydrogen evolution and
absorption. Various test methods33 may be used to
evaluate the effect of hydrogen on the properties of
alloys, including some ad hoc tests that were specifi-
cally developed for high strength steels.

Although similar constant-load test rigs are used
for both active-path corrosion and hydrogen stress
cracking, there is one fundamental difference in the
test procedure. In the case of active-path corrosion
testing, it is always carried out in the presence of the
corrosive environment, but in the case of hydrogen-
related cracking, testing may be carried out after
hydrogen has been introduced into the alloy either
deliberately by gaseous or cathodic charging, or fol-
lowing processes such as welding, pickling, or elec-
troplating. However, with precharged specimens, loss
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Reproduced from Wearmouth, W. R.; Dean, G. P.; Parkins,
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of hydrogen may occur34 when they are removed
from the environment, resulting in the entry of that
substance and so, sustained-load tests are also carried
out in the presence of an environment (gaseous or
aqueous) so that hydrogen is introduced into the test
piece during the application of the tensile stress.

2.35.4.4 Dynamic Tests

All of the properties evaluated by the conventional
tensile test (yield strength, tensile strength, elonga-
tion, and reduction in area) are affected by the pres-
ence of hydrogen, but in the case of the tensile
strength and yield strength, the effect is significant
only when the steel has a very high tensile strength
and has been severely embrittled. On the other hand,
the reduction in area, and, to a lesser extent, the
elongation may be used for detecting embrittlement.
Hobson and Sykes35 found that with low-carbon
steels there was an almost linear relationship between
reduction in area and hydrogen content of the steel.
Slow strain-rate tests are sometimes employed in
testing materials (and not only steels) after preexpo-
sure to a source of hydrogen. The strain rate may be
critical in that not only can it be too high but also, if it
is too low the hydrogen may diffuse out of the speci-
men before cracking occurs.

Various types of bend tests have been used to
evaluate embrittlement. Beck et al. 36 used thin strip
specimens and determined the decrease in height, Dh,
at fracture when the specimen was bent by compres-
sing it at a constant rate in a tensile testing machine
(Figure 15). The decrease in height, Dh, gives a mea-
sure of the embrittlement, the maximum elongation of
the outside fiber of the specimen being calculated
from the radius of curvature at maximum bending.
In general, the ductility is found to increase with the
rate of straining, and for this reason, high-strain-rate
tests, such as impact tests, are insensitive to hydrogen
embrittlement. Where the material is available only in
the form of tubing, semicircular specimens may be
used in place of flat strips in the compression bend
test. The total cross-head travel from the unstressed
height along the diameter to the point of fracture gives
a measure of embrittlement, which may be compared
with that obtained from an unembrittled specimen of
the same steel.

A constant-rate bend-test machine, which provides
an effective method for testing highly embrittled steel
wires of high-tensile strength, was designed by Zapffe
and Haslem37 (Figure 16). The motor A pulls a chord
attached to the traveling arm D that rotates about a

pivot pin. The wire specimen G (1.6 � 100mm) is
inserted in D and is supported by the fixed arm F, the
arrangement being so designed that tensile or torsional
stresses are avoided. The specimen is thus bent around
the pivot pan E (radius 1.6mm) at a constant rate, the
angle of bend to cause fracture giving a measure of its
ductility. Since ductility increases with rate of strain-
ing, the bending rate must be slow and (4%) is

Δh

Specimen

Figure 15 Bend test using a tensile testing machine.
Reproduced from Beck, W.; Klier, E. P.; Sachs, G. Trans.

AIME 1956, 206, 1263.
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considered to be suitable for detecting embrittlement.
A similar machine has been used for studying the
embrittlement of spring steel strip after hydrogen has
been introduced by cadmium plating.

An alternative procedure is the reverse-bend test
in which the specimen in the form of wire or strip
is bent repeatedly backward and forward over a man-
drel until it fractures, the number of bends

indicating the degree of embrittlement. However,
this method is considered to be less sensitive than
the single-bend test.

2.35.4.5 Static Tests

Whereas ductile materials, such as iron and mild
steel, are often considered not to crack when charged
with hydrogen and subjected to a tensile stress below
the yield stress, the position is different with high-
strength ferrous alloys where, depending on the
strength of the steel and the hydrogen content, failure
may occur well below the yield stress. However,
the fracture process is not instantaneous, and there
is a time delay before cracks are initiated; for this
reason, the phenomenon is sometimes referred to as
‘delayed failure.’

In the majority of cases, the tests are conducted
using a dead-weight lever-arm stress-rupture rig with
an electric timer to determine the moment of frac-
ture, but a variety of test rigs similar to those shown in
Figure 1(g) are also used. The evaluation of embrit-
tlement may be based on a delayed-failure diagram
in which the applied nominal stress versus time to
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Figure 17 Schematic representation of delayed failure

characteristics of a hydrogenated high-strength steel.
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Figure 18 Methods of gripping specimens in order to avoid bending stresses: (a) Device for threaded end specimens, and

(b) device for shouldered-end specimens. Reproduced from Stress Corrosion Testing, ASTM STP No. 425, 1967.
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failure is plotted, Figure 17, or the specimen may
be stressed to a predetermined value (say 75% of
the ultimate notched tensile strength) and is consid-
ered not to be embrittled if it shows no evidence
of cracking within a predetermined time (say 500 h).
Troiano38 considers that the nature of delayed frac-
ture failure can be described by four parameters (see
Figure 17):

1. the upper critical stress corresponding to the frac-
ture stress of the unembrittled notched specimen;

2. the lower critical stress, which is the applied stress
below which failure does not occur;

3. the incubation period or the time required for the
formation of the first crack;

4. the failure time or the time for specimen failure at
a given applied stress; in the intermediate stress
range, this includes a period of relatively slow
crack growth.

During the constant-load test, it is essential that only
axial tensile stresses are applied, as any bending
stresses that are introduced will result in a higher
true stress than that calculated. For this reason, the
ends of the specimens and the grips must be designed
to avoid bending stresses. The ASTM Standard E8
(Standard Test Methods for Tension Testing of
Metallic Materials) specifies that in the case of speci-
mens with threaded ends the grips should be attached
to the heads of the testing machine through properly
lubricated spherical-seated bearings and that the dis-
tance between the bearings should be as great as is
feasible (Figure 18).

In order to simplify the test procedure, a number
of investigators have designed test rigs in which the
bulky lever arm is replaced by a loading nut, the
stress in the specimen being determined by means
of strain gauges; these rigs are similar in principle to
those shown in Figure 1(g). Figure 19 shows a
spring-loaded rig that was used by Cavett and van
Ness39 to study the embrittlement produced by
hydrogen gas at high pressures, in which the tensile
load is applied by compressing a heavy-duty spring.

Raring and Rinebold40 have devised a method in
which the specimen is supported along the diameter
of a steel loading ring, Figure 20, and the stress is
applied by tightening the bottom nut until the diam-
eter corresponds with the required load. The sudden
release of elastic energy stored within the ring when
the specimen fractures results in displacement of the
tightening nut, and this is used to actuate a micro-
switch and timer. Williams et al. 41 have used notched
‘C’-rings, the stress being applied by tightening the

nut of a calibrated loading bolt that passes through the
diameter of the ‘C’ ring, Figure 21. The strain gauges
attached to the bolt form two arms of a Wheatstone
bridge circuit and to compensate for temperature

Figure 20 Loading-ring method of stressing a specimen.

Reproduced from Raring, R. H.; Rinebold, J. A. ASTM
Bulletin No. 213, 1956.

Hydrogen
inlet1

Loading spring

Bolt bearing

Stopping block

Steel ring

Brass ring

Specimen
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Specimen grip
with bolt joint

Figure 19 Spring-loaded rig for sustained load testing of

a steel specimen in gaseous hydrogen at high pressure.
Reproduced from Cavett, R. H.; van Ness, H. C. Welding J.

(research supplement) 1967, 42, 317.
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changes, the other two arms consist of two identical
strain gauges attached to a similar unstrained bolt.

Appendix A: Stresses in Bent
Specimens

In each of the following equations: s¼maximum
tensile stress, E=modulus of elasticity, and t¼ speci-
men thickness.

A.1 Two-point bending, Figure 1(a):

L ¼ k:t :E

s
sin�1 H :s

k:t :E

� �

where L= specimen length, k= constant (1.280), and
H=holder span.

A.2 Four-point bending, Figure 1(b):

s ¼ 12E:t :y

3L2 � 4A2

where y=maximum deflection, L=distance between
outer supports, and A=distance between inner and
outer supports.

A.3 ‘U’-bends, Figures 1(d) and 1(e):

Applied strain e= t/2r, when t< r, where r= radius of
curvature at section of interest.

A.4 ‘C’-rings, Figure 1(c):

s ¼ 4E:t :Z:D
pD2

where D=ODf � ODi, ODf = final outside diameter
of stressed ‘C’-ring, ODi = initial outside diameter
of unstressed ‘C’-ring, D=mean diameter, that is,
(OD � t), and Z=a correction factor, related to D/t as
indicated in Figure 22.
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Glossary
Exceedance The amount by which a data value

exceeds a selected threshold.

Extrapolation The process of predicting the value

of some quantity of interest over a region

(interval of space and/or time) that is outside

the region of observation or inspection.

Extreme value The largest (else smallest) number

in a data set.

Likelihood The joint probability distribution for the

sampled data, considered as a function of

the parameters of this distribution.

Operational failure rate The reciprocal of the

mean time between operational failures of

the function of a system that is subject to

preventive maintenance such as inspection

and repair.

Outlier A discordant or suspect data value.

Poisson process A sequence of events occurring

purely at random in time or over an area at a

constant mean rate.

Probability The relative ‘long-run’ frequency of

occurrence of an outcome from many

repetitions of a test or experiment, or the

degree of one’s current belief that a

statement is true. Measured on a scale from

0 to 1, where 0 indicates that the outcome of

interest cannot occur and 1 indicates that it

must occur.

Abbreviations
CDF Cumulative distribution function

EV Extreme value distribution

F dn Fisher’s variance-ratio distribution

GEV Generalized extreme value distribution

GPD Generalized pareto distribution

IRIS Internal rotary inspection system

LOTIS Laser optical tube inspection system

MAT Minimum allowable thickness

ML Maximum likelihood

MTBOF Mean time between operational failures

NDT Nondestructive testing (also known as

nondestructive examination, NDE)

NWT Nominal wall thickness

PDF Probability density function

RWT Remaining wall thickness

S-IDAP Shell inspection design analysis and

plotting package

t dn Student’s t distribution

TML Thickness measurement location

WT Wall thickness

Symbols
A Extrapolation area

a, b Intercept and slope for data regression line

Cf Cost of failure due to a crack

CpCost of inspection for cracks including the repair

of crack defects

C(T ) Long-run cost per unit time of policy that

inspects every T time units

Fmax,T(z ) Distribution function of the maximum

crack depth at inspection at time T

FT(z ) Unconditional distribution of the crack

depth at inspection at time T

F(y) Probability model cumulative frequency

distribution (cdf, Pr(Y < y))

f(x, u), F(x, u) Density and distribution function with

parameter y
F(x), f(x), f(xj�) Distribution function, density, and

conditional density

Fn(y) Sample cdf for n data values

GT(z; T � x) The distribution of crack depth at

inspection at time T conditional on initiation

of a crack at time x

G(Z; t) Distribution of crack depth for a crack that

has been growing for time t
Nt Number of cracks at time t

PWT ( ) Density function of initial wall thickness

p( ) Posterior or prior density function

Pr(A) Probability that event A occurs

Pr(AjB) Probability that A occurs given

that B occurs
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Pr(A & B), Pr(A, B) Probability that both A and B

occur

R Half-width of uniform error range

S(t) Survivor function (Pr(T > t) = 1 � F(t))

S2 Sample variance of data

T Optimum inspection interval

u Threshold wall loss

�x; �y Means or averages for sample data

X(p) The pth quantile of the maximum wall loss

distribution

y(i) i’th order statistic, the i’th sample value in

ordered data y(1) < y(2) <. . ..

zf Critical crack depth: if Z >zf , then failure occurs

aa Intercept for model regression line or similar

else scale parameter for Extreme Value

distribution

bb Slope for model regression line or similar

d, a Location and scale parameters of a GEV or

GPD

D, D̂ Change and estimated change in extreme

value mode between inspections

« Measurement error effect on the mode of a

Gumbel distribution

gg Euler constant, 0.57721.. . .

g, a0, b Parameters of Weibull distribution for

GT (z;T � x)

k Shape parameter of a GEV or GPD

ll Mean event rate for a Poisson process (e.g. pit

initiation or crack initiation)

m Mean of a probability distribution

m̂; ŝ Maximum likelihood estimates of distribution

parameters

w( ) Density of wall loss measurement error

Q, u, u1, u2 Possible values of the Bernoulli

parameter

r r Coefficient of Variation, s/m
s Standard deviation (square-root of variance) else

scale parameter for a distribution

s2;s2
c;s

2
e Variance and variance components of a

Normal distribution, N(m, s2)

j Bound for extreme value distribution

2.36.1 Introduction

Statistical techniques are used extensively across
the full range of scientific and engineering disciplines.
More often than not, the results of experimental
studies are reported in terms of averages, best-fit
lines, confidence limits, and distribution functions.
The special relevance of statistics to corrosion was

identified as early as 1933,1 and the application of
extreme value analysis techniques to some corrosion
engineering problems was introduced in the 1950s.2,3

Statistical approaches were then more widely adop-
ted and developed in Japan, both in the study of
localized corrosion processes4,5 and for remnant life
prediction in an engineering context.6 The 1980s
and 1990s saw increasing academic activity,7–9 and
recently there have appeared a small number of
guidelines and standards for the practical applications
of these techniques.10–12

Other chapters in this book describe the state of
the art in corrosion modeling, but here we briefly
mention a few examples where in statistical techni-
ques have proved particularly useful. In modeling
pitting corrosion of stainless steels, it is common to
assume that pit initiation is a Poisson process occurring
randomly in time and at sites distributed randomly
across the sample surface,13–15 although interactions
between pits are now being considered more signifi-
cant.16,17 Similarly, percolation theory18 has been used to
explain the critical Cr concentration for the passiv-
ation of stainless steels in dilute acids,19,20 the degree
of grain boundary sensitization required for inter-
granular SCC of 304 stainless steel in thiosulfate
solutions,21 the mechanism of pit initiation for stain-
less steels in chloride solutions,22 and the critical
compositional thresholds associated with dealloying
processes.23,24 Of course, Monte-Carlo (MC) techni-

ques25 are frequently applied to enable the computer
simulation of these and other corrosion processes; for
example, Figure 1 shows the results of an MC simu-
lation of the passivation of Fe–Cr alloys.

Statistical approaches are frequently applied to
the analysis of the results from the experimental
studies of pitting corrosion, and the so-called ‘elec-
trochemical noise’ monitoring is fundamentally
dependent on statistical theory. Both these applica-
tion areas are covered in some detail later. However,
the most economically important use of statistics in
corrosion is undoubtedly in the analysis of inspection
results to estimate the in-service corrosion rate of
industrial plants. These results are used to determine
the planned replacement and future inspection stra-
tegies for plants all over the world, with enormous
safety, financial, and environmental consequences
potentially arising from poor decisions. In this con-
text, it is natural to consider extreme corrosion events
so that extreme value analysis has found wide appli-
cation. In this chapter, we provide a basic introduc-
tion to the underlying mathematics behind the most
commonly used techniques in the statistical
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evaluation of corrosion data, but we focus, in partic-
ular, on those methods that have either been custo-
mized to a significant extent for specific applications
in corrosion, or seem most likely to be further devel-
oped by the corrosion community in the future.

2.36.2 Basic Terminology and
Methods

This is an introduction to the relevant statistical ter-
minology and methods discussed in this chapter, as can
be found in a fuller form in an introductory text book
or at online resources.26,27 Dedicated statistical soft-
ware packages, such as SPSS, MINITAB, SAS, or
GENSTAT, are also widely available and are usually
preferable for implementing statistical techniques.
Extensions of these ideas and nomenclature to allow
for other probability distributions and contexts are
introduced as and when they appear in this chapter.

2.36.2.1 The Normal Distribution and
Associated Distributions

Statistical methods are designed to explore the inter-
face between data and models. The simplest standard
model is the Normal (or Gaussian) distribution, as
illustrated in Figure 2 with an example dataset com-
prising 75 measurements of crack depth on circum-
ferential welds on piping at various locations inside a
nuclear power plant facility.

Note that although the data are clearly not ‘a
perfect fit’ to the model, they can nevertheless be
shown to be compatible with these model assumptions.

We write Y � Nðm; s2Þ to be read as ‘the random
variable Y has a Normal distribution with mean
m and variance s2.’ However, there are two possible
‘outliers’ in the right-hand ‘tail’ of the distribution at a
depth of 22 mm, which might warrant a validity check
and an assessment of any special circumstances at that
measurement location. The model allows us to make
statements such as ‘There is a 95% probability that
the next observation on Y will lie in the interval
m� 1:96s.’ Note that s is called the standard devia-
tion of Y and is measured in the same units. Replacing

(a) (b)

Figure 1 Surface exposed Fe (grey) and Cr (black) atoms after 100 000 time steps in a dissolution simulation involving

17 261 atoms in a bcc lattice: (a) 3 at.% Cr; (b) 18 at.% Cr. This simulation is based on the method described in Qian et al.,20

and it shows passivation when the Cr concentration is above the relevant percolation threshold, Pc(1,2)¼ 17.2 at.%.
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Figure 2 An example of a Normal (or Gaussian)

distribution. The dataset comprises 75 measurements of
crack depth on circumferential welds on piping inside a

nuclear power plant.

1550 Experimental Techniques for Evaluating Corrosion

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



1.96 (�2) with 1.64 produces a 90% interval size, while
3.29 (�3) produces 99%, and 4.89 (�5) leaves just a
one in a million chance of landing outside of the
interval. The smooth curve drawn in Figure 2 is called
the probability density function (PDF), and for the
Normal distribution, this has formula

f ð yÞ ¼ 1ffiffiffiffiffiffiffiffiffiffi
2ps2

p exp � y � m
s

� �2� �
½1�

Probabilities for this or any other random variable are
obtained by integrating the relevant PDF over the
chosen interval. In particular, the cumulative distribu-
tion function (CDF) is defined by

PrðY � yÞ ¼ Fð yÞ ¼
ðy
�1

f ðyÞdy ½2�

This probability may or may not have a simple for-
mula. For the Normal distribution, access is required
to a table of values for the standard distribution with
mean zero and standard deviation one. When the
measured variate is time, especially a failure time,
then SðtÞ ¼ PrðT > tÞ ¼ 1� FðtÞ is commonly
called the Survivor function.

A random sample of observations y1; y2; . . . ; yn on
any such random variable Y has sample mean
(or average) �y ¼ ð y1 þ y2 þ � � � þ ynÞ=n, which can
be used to estimate the population mean, m, and we
write m̂ ¼ �y. The distinction between capital letters
(Y, standing for the name of the random variable) and
lower-case letters (y, for the collected data) is fre-
quently dropped, whereas the distinction between
Latin letters (such as y and s for data) and Greek
letters (such as m and s for model parameters) is
always vital and should only be discarded when the
context and intent is clear – although for simplicity of
presentation, this will usually be assumed to be the case
in most of this chapter. By the Central Limit Theorem,
almost all sample means, �y, have approximately
(although exactly so if Y is itself Normal) a Normal
distribution, with mean m and variance s2=n – and
hence standard deviation (or ‘standard error’) equal to
s=

ffiffiffi
n

p
, which tends to zero as n increases.

The data will also have their own sample variance,
given by

s2 ¼ 1

ðn� 1Þ
Xn
i¼1

ðyi � �y Þ2 ½3�

which provides an ‘unbiased’ estimate of the population
variance s2, where we write ~� 2 ¼ s2, which then pro-
vides an estimate s=

ffiffiffi
n

p
of the ‘standard error of the

mean’. The divisor ‘n � 1’ is called the ‘degrees of
freedom’ for the numerator and will change as more

parameters (currently only one, namely m) are intro-
duced into the model of the population mean. When Y
is Normal, a 95% (say) ‘confidence interval’ for the true
mean, m, is m̂� ts=

ffiffiffi
n

p
, where t comes from tables for

the t-distribution, with t ¼ 1:96 for a large n when this
can also be used for other sampled distributions.

Proposed values of m (such as zero, for example),
which lie outside of this interval, are said to be
rejected at a 5% significance level. Conversely, the
confidence interval could alternatively be derived
from the formalities of the significance test.

Themean m represents the deterministic part of the
model and can be expanded – as can the noise (or
random) component s2 – to incorporate covariate data
x
~
1; x
~
2; . . . ; x

~
n collected along with y on a p-vector

x
~
¼ ðx1; x2; . . . xpÞT. Such information was available

for the data on Y, as summarized in Figure 2, namely
‘location,’ x1 ¼ 1 or 2, and x2 ¼ ‘working hours’; and
this was initially absorbed into a more complex
model of Y, incorporating parallel linear relationships
between Y and x2. The effect of location (reactor
number) was found to be statistically nonsignificant,
leaving just the simple regression line through the data
displayed in Figure 3. The fitted model is

yi ¼ 4:7609þ 0:1875x2i þ ei ; where

ei � Nð0; 0:9932Þ; i ¼ 1; . . . ; n ½4�
The histogram of the fitted residuals feig is shown in
Figure 4, where it can be seen that the visual fit for a
Normal distribution is superior to that for the original
y data seen in Figure 2 – as is often the case with the
residuals from more complex models, thereby making
the assumption of Normality of the random compo-
nent of the model more plausible. However, the two
outliers are still noticeable and may warrant special
attention. A typical definition of an outlier is any data
point for which the modulus of the associated residual
term in the fitted model exceeds 3s ; refer to the book
on outliers by Barnett and Lewis.28

Note that when modeling the variance in a corro-
sion context, it can be important to distinguish
between system or corrosion noise, s2c , and measure-
ment error, s2e. These may add to give s2 ¼ s2c þ s2e,
s2 ¼ ts2c þ s2e, or s

2 ¼ t 2s2c þ s2e, depending on the
context or assumptions – where t is the exposure time.

It is often useful to reorder the data by size, with
notation yð1Þ � yð2Þ � � � � � yðnÞ, implying that yð1Þ is
the data minimum, yðnÞ is the data maximum, and
more generally, yðiÞ is called ‘the ith’-order statistic.
Plotting yðiÞ against i/n gives the sample cumulative
distribution function, Fn, where
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Fnð yÞ ¼ i=n; yðiÞ < y � yðiþ1Þi ¼ 0; 1; 2; . . . ; n;

with yð0Þ ¼ �1; yðnþ1Þ ¼ 1
Alternatively, since E½FðyðiÞÞ� ¼ i=ðnþ 1Þ; i ¼ 1;
2; . . . ; n, plotting yðiÞ against i=ðnþ 1Þ and connect-
ing points directly by straight lines or a smooth curve
will provide an approximately unbiased estimate F̂ of
the population cumulative distribution function, F,
with Ŝ ¼ 1� F̂ for the Survivor function. Also, plot-
ting yðiÞ against F�1ði=ðnþ 1ÞÞ, when F is known
(perhaps only up to location and scale), should give
an approximately straight line if the assumed distri-
butional form is correct. The intercept and slope of

this line can provide estimates of the unknown loca-
tion and scale parameters. This technique can be
implemented algorithmically or via the appropriate
probability paper.

Discrete probability distributions can be used
for counting pits, failures, or other corrosion-
induced events. A standard model is the Binomial
distribution

pr ¼ PrðX ¼ rÞ ¼nCr p
r qn�r ;

q ¼ 1� p; r ¼ 0; 1; . . . ; n ½5�
for the number of ‘successes’ X in n independent trials
with a constant probability of success, p. This distri-
bution has mean m ¼ np and variance s2 ¼ npq, and
for a large n, this can be approximated by a Normal
distribution with the same mean and variance by
replacing ‘r’ with the interval r � 1

2 – except for
‘rare events’ with m < 5 when a Poisson distribution
can be used. For event counts in random samples of n
objects from a finite population of N objects, such as a
boiler with m ‘failed tubes’ out of N, we can use the
hypergeometric distribution

pr ¼mCN�m
r Cn�r=

N
Cn;maxf0;mþ n� Ng

� r � minfm; ng ½6�

This distribution has mean m ¼ mn=N and vari-
ances2 ¼ npq½ðN � nÞ=ðN � 1Þ�;where p ¼ ðm=NÞ;
q ¼ 1� p, and this can be approximated by a
binomial – and hence by Normal or Poisson distribu-
tions as appropriate – for a large enough N.

y = 0.1875x + 4.7609
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Figure 3 For the data shown in Figure 2, the effect of location on crack depth was found to be statistically nonsignificant,
leaving just the simple regression line shown here for the effect of ‘working hours.’
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Figure 4 The histogram for the fitted residuals ei from the

linear regression of Figure 3. The visual fit for a Normal

distribution is superior to that for the original crack depth
data seen in Figure 2. However, the two outliers are still

noticeable and may warrant special attention.
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2.36.2.2 Linear Regression

The statistical methods in ‘linear regression’ cover a
very wide range of models though the default assump-
tion is a simple ‘straight line regression,’ which has the
form y ¼ a þ bx. The textbook by Freund and
Wilson29 provides an introduction to this topic, with
a more extensive treatment in Neter et al.30 The stan-
dard straight line regression model can be written as

yi ¼ aþ bxi þ ei ;where ei � Nð0; s2Þ;
i ¼ 1; . . . ; n ½7�

The least-squares estimates a and b of the intercept a
and slope b and the unbiased estimate of the residual
variance s2 are given by

b ¼
X

ðxi � �xÞðyi � �yÞ=
X

ðxi � �xÞ2;
a ¼ �y � b�x ; ~� 2 ¼

X
ðyi � ŷiÞ2=ðn� 2Þ ½8�

where ŷi ¼ a þ bxi is the predicted value of yi from
the fitted model. Confidence limits about the line
and prediction limits for future observations can be
constructed. Formulae with further explanatory
discussion are supplied in an example of straight line
regression analysis of weight loss data, as is given later
in Section 2.36.3.2.1. Variants on this model are par-
allel regressions yi ¼ aj þ bxi ; j ¼ 1; 2 or broken-
line regressions

y¼ a1þb1x for x< x�then y¼ a2þb2x for

x	 x� ¼ ða2�a1Þ=ðb1�b2Þ ½9�
When duplicate observations are available for at least
one fixedvalue of x and there aremore than two distinct
x values, then this will provide an independent estimate
of the residual variance, enabling ‘analysis of variance’
techniques to be used to test the ‘goodness-of-fit’ of
a straight line to the data. This method can be extended
to more complex models.30

The polynomial regression model is given by

yi ¼ aþ b1xi þ � � � þ bkx
k
i þ ei ði ¼ 1; . . . ; nÞ ½10�

In this model, x is called a genuine variable, while its
powers, x2,. . ., xk are called carrier variables. This
model can be used when searching for a local opti-
mum in a dataset, and the most important special case
is quadratic regression, for which k ¼ 2.

Finally, we have general linear regression, for which

yi ¼ aþ b1x1i þ b2x2i � � � þ
bkxki þ ei ði ¼ 1; . . . ; nÞ ½11�

where some of the xj’ s may be genuine physi-
cally distinct variables (such as temperature or pres-
sure) and some may be carriers (such as powers
or interaction terms such as temperature.pressure) or
indicators of qualitative variates (such as location
or manufacturer). When all the xj’ s ( j ¼ 1, . . ., k) are
genuine, this model is called multiple linear regression.

These models are best fitted using a standard sta-
tistical package, which will supply the fitted para-
meters along with their standard errors, confidence
intervals, and tests for goodness of fit. Note that in a
model-fitting context, a nonlinear model is one where
the unknown parameters (conventionally denoted by
Greek letters) occur in a nonlinear fashion, as, for
example, in the models y ¼ aebx or y ¼ ax=ðbþ xÞ.

2.36.2.3 Poisson Process Modeling

If ‘events,’ such as pits or cracks, occur ‘purely at
random’ along a line, or in time, or over a surface –
but at a constant mean rate, say l – then they are said
to follow a (homogeneous) ‘Poisson process.’ The
count, say X , of events in any fixed interval/area of
size t then follows a Poisson distribution:

PrðX ¼ rÞ ¼ mrexpð�mÞ=r !;
r ¼ 0; 1; . . . ; m ¼ lt ½12�

This distribution has mean and variance equal to m and
can be approximated by a Normal distribution for a
large m. The gaps, t, between such events along a single
axis will follow an exponential distribution with PDF

f ðtÞ ¼ le�lt ; t > 0 ½13�
This distribution has mean and standard deviation
equal to 1/l. If the mean event rate l varies, then
this is called a nonhomogeneous Poisson process, in
which case, if the variation is known, the (time) axis
can be transformed to produce a homogeneous process
(i.e., by squeezing and stretching the axis appropri-
ately). This type of approach was used in Laycock
et al.31 to model the initiation of crevice corrosion of
stainless steels via metastable pitting events in open-
circuit conditions.

A standard all-purpose technique for estimating
the unknown parameters in these and more extensive
models is the method of maximum likelihood (ML),
which directly enables the production of standard
errors, confidence intervals, and prediction intervals
for estimated parameters and predictions about future
values for Y. An application of all these techniques
in a corrosion context can be found elsewhere.32
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2.36.2.4 Extreme Value Distributions

Extreme value (EV) distributions are typically applied
in a corrosion context to maximum pit depths
measured on a set of test coupons or from sampled
areas on a large metal structure. They may have been
recorded at one moment in time or at several distinct
times, and interest may center on extrapolation in
time and/or over larger areas. Relevant environmen-
tal parameters may have been measured along with
the measured maxima. The models can be applied to
single maxima or extended to include the largest two
or largest three et cetera on each coupon or sampled
area. An introductory text for the application of these
methods can be seen elsewhere.33

Gnedenko34 fully characterized the limit (implying
a large amount of unrecorded data, such as smaller
pits) distribution of the maximum (or minimum) as
being one of three types: I, II, or III. One textbook6

suggests that the maximum pit-depth is often
described by the Type I distribution, although Type
III with a finite upper bound has been found else-
where.35 Gnedenko’s limit theorems on the maximum
are analogous to the celebrated ‘Central Limit theo-
rem’ on the mean. These distributions reproduce their
form under maximization of further data in the same
way that the Normal distribution reproduces itself
under summation. The Type I distribution is more
commonly known as the Gumbel or, simply, the EV
distribution. The Type II is known as a Fréchet distri-
bution, and the Type III for maxima can be described
as a reversed three parameter Weibull distribution.
The distribution function of the EV with location
parameter d and scale parameter a – EV(d, a) – is

FðyÞ ¼ exp½�exp½�ðy � dÞ=a��;
�1 < y < 1; a > 0 ½14�

The mode is d, and the mean is m¼ dþ ga, where
g is the Euler constant, 0.57721. . ., while the standard
deviation is s ¼ ap/ 6

p
.

The generalized extreme value distribution
(GEV) subsumes the Type I, II, and III distributions
into a single three parameter distribution – GEV
(d,a,k) – with distribution function (for maxima)

FðyÞ ¼ expf�½1� kðy � dÞ=a�1=kg;
a > 0; ky � kx ¼ aþ kd ½15�

and shape parameter k < 0 for Type II with lower
bound x, k > 0 for Type III with upper bound x, and
when the k parameter reaches zero, the GEV

becomes the unbounded EV. The mapping y ! �y

recovers the form for minima. The mean is

m ¼ dþ a
k
½1� Gð1þ kÞ�

¼ x� a
k
Gð1þ kÞ; provided k > �1; ½16�

and the standard deviation is

s ¼ a
k
½Gð1þ 2kÞ � Gð1þ kÞ2�1=2;

provided k > � 1

2
½17�

Note that some references use x or g ¼ �k for
the shape parameter. Most, but not all, continuous
distributions have a limiting form that is a member of
the GEV family. In particular, both tails of the Nor-
mal distribution (i.e., maximum or minimum values)
have a limiting Type I distribution, as have maxima
from a Weibull distribution, while minima from a
Weibull distribution have exactly a Type III
distribution.

The joint generalized extreme value ( JGEV) mul-
tivariate density function for the r largest order sta-
tistics y�ð1Þ > y�ð2Þ > . . . > y�ðrÞ (e.g., from a single
coupon at one moment in time) is

f y�ð1Þ; y
�
ð2Þ; . . . ; y

�
ðrÞ

� �
¼ a�r

exp �ð1� �ðy�ðrÞ � �Þ=aÞ1=� � 1

k
� 1

� �	

Xr
j¼1

log 1� kðy�ðj Þ � dÞ=a
� �)

½18�

with bounds as for the GEVand a limiting form when
k ¼ 0, but the joint cumulative distribution function
does not have a simple closed form expression.

These distributions can be fitted to data using ML
techniques. For the EV distribution, suitable starting
values for iterative ML can be obtained by plotting
the order statistics yð1Þ � yð2Þ � � � � � yðnÞ against
F�1ði=ðnþ 1Þ ¼ �lnð�lnði=ðnþ 1ÞÞÞ; i ¼ 1;2; . . . ;n,
which can be done using EV plotting paper. The
intercept and slope of the line then provide estimates
of d and a, respectively, while deviations downwards
from the line at the upper end may indicate a Type
III distribution with k > 0 and hence an absolute
upper bound. By extending the EV fitted line, extra-
polated values for percentiles such as

ŷN ¼ F̂�1ðN=ðN þ 1Þ ¼ �̂� âln

ð�lnðN=ðN þ 1ÞÞÞ 
 �̂þ âlnðNÞ ½19�
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can be read directly off the graph. In hydrology and
meteorology, where data are typically annual max-
ima, ‘N¼T years’ is described as ‘the return period,’
and setting T¼ 100 years leads to the so-called ‘hun-
dred year storm’ prediction. In corrosion, where data
are more typically from sampled areas of size a, say,
ŷN becomes an extrapolation over the extrapolation
area A ¼ Na. The Nth return level ŷN is that value
which would be exceeded, on average, once every N

time or area units. Alternatively, since yN is the maxi-
mum of a set of maxima, it will also have a distribution
from the GEV family. This will be GEV(dN, aN, k)
where

dN ¼ dþ að1�N�kÞ=k;aN ¼ aN�k

and bound x¼ dþ a=k;k 6¼ 0;unchanged ½20�
The mean of this distribution is a best estimator for yN
in the usual mean-squared error sense

mN ¼ dN þ aN
k

1�Gð1þ kÞ½ �; provided k>�1

¼ dþ a gþ lnðNÞð Þ when k¼ 0

! dþ a lnðNÞ; as seen before

for the EV ‘return period’ method ½21�
When covariates, such as time, are measured along with
each maximum, a regression model for the mean – and
possibly the variance or scale parameter – is required.
Given a covariate vector x

~
¼ ðx1;x2; . . . ;xpÞT at each

maximum, a multiple regression model might set
di ¼ b

~
Tx
~
i ¼ b1x1i þb2x2iþ �� � þ bkxki ; i ¼ 1;2; . . . ;n

implying modeled mean

E½ yi jx
~
i � ¼ b0 þ b

~

Tx
~
i with intercept

b0 ¼
a
k
½1�Gð1þ kÞ� ½22�

and constant residual variance

Var½yi jx
~
� ¼ s2e

¼ ða=kÞ2 Gð1þ 2kÞ�Gð1þ kÞ2
 � ½23�
After fitting such a model using ordinary least-squares,
the fitted intercept and residual variance could be
equated to the above formulae and solved for a and
k, enabling an estimate of the bound x to be obtained
as a function of the covariates. The alternative of a
constant coefficient of variance model can be achieved
by additionally setting ai ¼ rb

~
Tx
~
i , where r¼ s=m, so

100r% is the percentage variability in the data, inde-
pendent of mean size. When the only covariate is time,
t, and a fixed ‘corrosion rate’ parameter, b, is desired,

then we must set di ¼ bti . Alternatively, setting
di ¼ bt bi allows for square-root, cube-root, or other
nonlinear dependency on time, as referenced else-
where in this chapter.

2.36.2.5 Threshold Techniques

These techniques can be applied in situations wherein
we are interested in the statistical properties of ex-
tremes from a single large sample, such as feature
depths from an Intelligent Pigging run or current
noise measurements obtained by online corrosion
monitoring.

Given a large random sample of measurements on
such a y, for a given threshold value u, the excee-
dances, x, are defined by x ¼ y � u for y> u. It can be
shown, see for example Smith and Davison,36 that for
sufficiently high thresholds and for a wide variety of
initial distributions, the number, n, of these excee-
dances has asymptotically a Poisson distribution,
while their sizes have a generalized pareto distribu-
tion (GPD) with CDF

FðxÞ ¼ 1� ð1� kx=sÞ1=k; x > 0 ½24�
The mean is s=ð1þ kÞ; k > 1, and the variance is
s2=½ð1þ kÞ2ð1þ 2kÞ�; k > 1=2. Maxima from this
distribution have a GEV distribution with shape
parameter k. A suitable value of the minimum thresh-
old, above which the GPD will hold, can be found by
plotting the mean exceedances in the data against the
increasing threshold. This plot should eventually
follow a straight line with slope �k/(1 þ k) and
intercept s/(1 þ k). A horizontal plot corresponds
to k¼ 0 and a simple exponential distribution for this
tail area distribution.

2.36.2.6 Wiener Process Modeling

Successive pigging runs along a corroding pipeline
or successive surveys over any corroding structure
will, in general, exhibit an increasing spread, as
measured by range or variance, s2. Models with
variance proportional to time are a consequence of
incrementally additive assumptions for corrosion –
which assumption is used, for example, in the
theoretical ‘shot noise’ models for electrochemical
noise measurements in pitting and crevice corro-
sion, as proposed by Cottis and other workers.37,38

A statistical model incorporating linear growth in
the mean and additive corrosion noise plus
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instrument noise for tracked feature depths on two
successive runs or surveys is

yji ¼ btj þoji þ eji ;where oji �W 0; tjs2W
� 

is a Wiener additive ðcorrosionÞnoise process
and "ji : N 0;s2M

� 
is measurement noise;

j ¼ 1;2 runs or surveys; i ¼ feature identifier:
½25�

A Wiener process has the simple property that its
additive increments are normally distributed. It follows
that the model for the corrosion increment y(2–1) is

yð2�1Þi ¼ bðt2 � t1Þþoð2�1Þi þ eð2�1Þi

� N bðt2 � t1Þ; ðt2 � t1Þs2W þ 2s2M
� 

;

where oð2�1Þi � N 0; ðt2 � t1Þs2W
� 

and eð2�1Þi

� Nð0;2s2MÞ; i ¼ feature identifier: ½26�
Since we know (t2� t1), the sample mean for y(2–1) will
provide an estimate b̂¼ �yð2�1Þ=ðt2 � t1Þ, which
can then be scaled to a yearly rate if the time units
are not years.

Given the sample variance s2ð2�1Þ for y(2�1), the
estimated variance for this estimated b will be
�̂2
b ¼ s2ð2�1Þ=½Nðt2 � t1Þ2�, which can then be used to

provide a confidence bound on this mean rate. Because
the sample count, N, for pigging runs and oil platform
or chemical plant surveys is typically large or very
large, this particular adjustment may prove minor.
However, feature tracking with successive pigging
runs is technically and practically difficult, and this
may lead to concentration on just a few of the
measured features. In particular, discarded data, here,
will include features that appear in one run but not in
the other. Assuming a constant probability in time for
such omissions (note that dependence on size will not
matter for the differenced data), discarding these data
will clearly not bias the subsequent estimates, although
including such discarded data in a full likelihood anal-
ysis could improve the precision of such estimates.
Given an independent estimate of sM – as supplied
by the manufacturer of the measuring instrument, say,
and the sample variance s2ð2�1Þ for y(2�1), we can then
estimate s2W to be equal to ðs2ð2�1Þ � 2s2MÞ= ðt2 � t1Þ.
Assuming the time units are years, a (two-sided) pre-
diction interval for yd – the (true, as opposed to
measured) corrosion increment after 1 year – will

therefore be yd ¼ b̂� t
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðs2b þ s2wÞ

q
, where ‘t ’ comes

from Student’s t-distribution on (N � 1) degrees of

freedom. Dropping the minus sign converts this into
a one-sided (upper bound) prediction interval with
an appropriately adjusted probability level. A set of n
successive runs or surveys will provide a set of (n � 1)
independent increments with means and variances to
be pooled appropriately, which can then be used in the
formulae mentioned earlier.

2.36.2.7 Sampling Theory and Sample
Surveys

The statistical methods in sampling theory are princi-
pally designed for sampling large inhomogeneous
populations of discrete items, such as motor vehicles,
books in libraries, or populations of people. Two key
ideas that can be useful when measuring corrosion on
large structures such as an oil platform or pipeline are
‘stratification’ and ‘clustering.’ The strata of a popula-
tion arise from dividing the whole population into
identifiable groups such that the between-groups
variability is likely to be larger than that within the
groups. So elbows, joints, verticals, horizontals, and
valves might form such a stratification on a large
industrial structure. Clusters arise from grouping the
whole of each such stratum into convenient and
identifiable clumps of items for subsequent ease of
sampling within each cluster. This process can be
extended in a nested fashion. In a two-stage procedure,
one or more clusters are chosen at random from every
stratum, and then one or more items are chosen at
random from each of the selected clusters. Practical
introductions to these ideas, along with their theoreti-
cal justification, can be found elsewhere.39,40

2.36.2.8 Experimental Design

When used, the statistical principles and methods of
experimental design can both help to justify the
assumptions made in the standard analyses of experi-
mental results and also improve the efficiency of the
information gathering for a given amount of experi-
mental effort. Two reference books on this subject are
Cobb41 and Cox and Reid.42 Randomization, block-
ing, factorials, and fractions, Latin Squares, central
composite, and optimal design are names of some of
the main ideas in this area of statistics. For an illus-
trative example in corrosion, consider an experiment
wherein metal coupons made of a particular alloy are
to be corroded in a controlled environment with two
flow rates F1 and F2, two temperatures T1 and T2,
and two levels of acidity pH1 and pH2. In a full
factorial experiment, a ‘single replicate’ would consist
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of one experiment at each of the 2� 2� 2¼ 8 com-
binations of the three ‘factors’ flow, temperature, and
acidity. Repeats would consist of exposing a further
set of eight coupons to the same conditions. The
addition of a base position or ‘central point’ at F0.
T0.pH0 is often useful. This method can be con-
trasted with the so-called one-at-a-time experimen-
tation, wherein each factor is altered one at a time
from the base position, with repeats at each such
selection. This implies a basic set of 2þ 2þ 2¼ 6
experimental combinations. For a given number of
coupons used, most analyses would show that the
factorial system provides a significantly more use-
ful set of results. Alternatively, consider a situation
wherein, say for financial reasons, only four of the
above eight possible factorial combinations can be
attempted (though, as usual, repeats might be more
easily available). There are 8C4 ¼ 70 possible selec-
tions of four experiments from the eight possible, of
which just two form a 23�1 fractional factorial (which
is also a simple Latin Square in this instance). The two
experiments are (F1.T1.pH1, F1.T2.pH2, F2.T2.pH1,
F2.T1.pH2) and its complement. These two have the
unique property that all possible pairings appear.
Selecting levels at random would have a chance of
just 2/70 of achieving this property. With more factors
or more levels, the potential gains increase markedly.

2.36.2.9 Bayes’ Theory

The specific relevance of Bayesian methods to engi-
neering applications is the ability to update subjective
information with data for decision-making. Although
the mathematical theory dates back to 1774, the
numerical integration routines required to solve
practical problems were not available until the
1980s. Since then, Bayesian techniques have increas-
ingly been used in reliability and risk applications
and are likely to become indispensable tools for cor-
rosion risk management. Bolstad43 is a suitable intro-
ductory text for ‘Bayesian Statistics,’ while Gelman
et al.44 provide the computational details necessary to
implement the methods to practical problems.

2.36.2.9.1 Bayes’ theorem

The essential mathematical content of the theory is
‘Bayes’ theorem’ also known as ‘Bayes’ rule,’ which was
discovered in a restricted form by the amateur mathe-
matician the Reverend Thomas Bayes and was subse-
quently published posthumously in 1763.45 A more

general formula first appeared in a 1774 paper by
Pierre-Simon de Laplace.46 In present-day notation,

PrðBjAÞ ¼ PrðAjBÞPrðBÞ
PrðAÞ ½27�

or, in words, the probability that B occurs given that A
occurs (i.e., Pr(B|A)) is equal to the probability
that A occurs given that B occurs (i.e., Pr(A|B)) times
the probability that B occurs (i.e., Pr(B)) divided by the
probability that A occurs (i.e., Pr(A)).

This rather simple-looking formula hides a deep
mathematical subtlety that must be thoroughly under-
stood if we are tomake proper use of Bayesianmethods.
As a formula in probability calculus, it is mathemati-
cally rigorous, yet ever since its first enunciation, there
have been divergent interpretations of its meanings,
leading to intense philosophical debate and controversy
in applications. The problem lies in the interpretation
of ‘probability,’ and we must devote some time and
effort to comprehending its various meanings.

2.36.2.9.2 Probability

Bayes’ formula can be rearranged to give the sym-
metrical form

PrðBjAÞPrðAÞ ¼ PrðAjBÞPrðBÞ; ½28�
where, in fact, the quantity, PrðBjAÞPrðAÞ, is the
probability that both A and B occur, denoted by
PrðA&BÞ or PrðA; BÞ.

The generic probabilities appearing in the above
formulae have the following special names:

� Pr(A) – the total probability that A occurs
� Pr(B|A) – the conditional probability that B occurs

given that A occurs
� Pr(A & B) – the joint probability that A and B occur

In ‘frequentist’ statistics, such as that presented in
previous sections, these probabilities are all inter-
preted as long-run frequencies that occur in repeated
sampling. Thus, the probability that a coin lands
heads is expressed as Pr(C¼ h)¼ 1/2, with the infor-
mal interpretation that in a 100 tosses of the coin, the
frequency of heads will be ‘approximately’ 50.

The alternative, ‘Bayesian,’ interpretation is that
probabilities can express degrees of belief. Thus,
Pr(C¼ h)¼ 1/2, quantifies one’s current belief that
the coin is fair – a statement that can be made even without
any data! Note, however, that an Empirical Bayesian

would be allowed to use previously collected data to
calculate a direct estimate of such a probability. The
chief use of Bayes’ Theorem in the context of Bayesian
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methods is to revise such beliefs given data. We will
illustrate this procedure, assuming that the coin has
landed tails-up in a single toss; that is, the event C ¼ t

has occurred.

2.36.2.9.3 Prior and posterior probabilities

The probability of tails is given by the Bernoulli data
model, PrðC ¼ t j� ¼ yÞ ¼ 1� y, where � is the
probability of heads. Notice that we use a capital
Greek letter for the Bernoulli parameter, which is,
according to the Bayesian paradigm, a random variable

and not a fixed unknown value. This is an essential
point of difference between Bayesian and frequentist
data modeling. Most statisticians currently use both
methods according to convenience, but true Bayesians
will never use frequentist methods.

To avoid unnecessary technical details, we assume
that it is known that � has only two possible values y1
and y2, which are known a priori. Then, applying
Bayes’ rule,

Prð�¼ yjC¼ tÞ¼PrðC¼ t j�¼ yÞPrð�¼ yÞ
PrðC¼ tÞ

¼ ð1�yÞ
PrðC¼ tÞPrð�¼ yÞ

½29�

To calculate the probability in the denominator, we
use the total probability formula

PrðC¼ tÞ¼PrðC¼ t j�¼ y1ÞPrð�¼ y1Þ
þPrðC¼ t j�¼ y2ÞPrð�¼ y2Þ ½30�

which gives

Prð�¼ yjC¼ tÞ

¼ ð1�yÞ
ð1�y1ÞPrð�¼ y1Þþð1�y2ÞPrð�¼ y2ÞPrð�¼ yÞ

½31�
In Bayesian statistics, the probability Prð�¼ yÞ is
known as the prior probability and Prð�¼ yjC¼ tÞ is
the posterior probability (having observed tails). Many
of the problems that arise applying Bayes’ rule can
be traced to inappropriate specification of the prior.
The key point to note here is that it cannot be speci-
fied independently of the data model, that is, the Ber-
noulli model, because in using the total probability
formula, it must be true that

Prð�¼ y1ÞþPrð�¼ y2Þ¼ 1 ½32�
Hence, the prior itself cannot be entirely subjective
nor can it be an arbitrary quantification of degrees of
belief as some Bayesian analysts insist.

2.36.2.9.4 Specifying the prior
We are now faced with the problem of specifying the
prior, since, evidently, it cannot be arbitrary. Laplace’s
own prescription for the prior – now known as an
uninformative prior – has Prð� ¼ y1Þ ¼ Prð� ¼ y2Þ ¼
1=2, giving the posterior

Prð� ¼ yjC ¼ tÞ ¼ 1� y
2� y1 � y2

½33�

and the prior predictive probability

PrðC ¼ hÞ ¼PrðC ¼ hj� ¼ y1ÞPrð� ¼ y1Þ
þ PrðC ¼ hj� ¼ y2ÞPrð� ¼ y2Þ
¼ ðy1 þ y2Þ=2 ½34�

In the special case that y1 þ y2 ¼ 1, the uninforma-
tive prior also gives PrðC ¼ hÞ ¼ 1=2, and is there-
fore in accord with our prior belief in a fair coin.
However, in all other cases, the uninformative prior
gives PrðC ¼ hÞ 6¼ 1=2.

An alternative to the uninformative prior is to use
a customized prior that matches both the total prob-
ability constraint and our prior predictive constraint.
Effectively, with Prð� ¼ y1Þ ¼ p, we must take

y1p þ y2ð1� pÞ ¼ 1=2 ½35�
and hence

Prð� ¼ y1Þ ¼

p ¼
1=2 �1 ¼ �2

ð1=2� �2Þ=ð�1 � �2Þ �1 6¼ �2
½36�

(

Such a prior is consistent with the data model and
belief in a fair coin even when, a priori, it is known
that neither y1 nor y2 is equal to 1/2. This is because
the parameter � in the Bernouilli data model is a
random variable and not some fixed unknown value.

Now, however, there is a degenerate case in which
one, but not both, of y1 or y2 is equal to 1/2. In this
case, the prior becomes Prð� ¼ yÞ ¼ dðy� 1=2Þ (d is
the delta function: dð0Þ ¼ 1 and dðxÞ ¼ 0 for x 6¼ 0).
The prior no longer has a nonzero value on all pos-
sible values, and, therefore, there is no possibility
of updating the prior, since Bayes’ rule gives
Prð� ¼ yjC ¼ tÞ ¼ Prð� ¼ yjC ¼ hÞ ¼ Prð� ¼ yÞ.

This phenomenon has been called the ‘zero pres-
ervation problem.’ It actually points to an inconsis-
tency between our prior belief and the data model
and requires revision of one or more of our models.
Clearly, the quantification of even the most uncon-
troversial beliefs – here, simply that a coin is fair – is
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fraught with technicalities, and it is no wonder that
Bayesian methods are often controversial.

2.36.2.9.5 Robust Bayes

The coin example reveals how, in the Bayesian para-
digm, consistency between prior beliefs and a data
model is obtained by randomization over the para-
meters using the prior. At the limits of this randomiza-
tion process are degenerate cases in which the prior has
zero probability, and there is no possibility of updating
prior beliefs by data. Although Bayes’ rule is still for-
mally applicable, there is really too great an inconsis-
tency to proceed with the analysis, without a major
revision of either our beliefs or the data model.

These issues, especially the ‘zero preservation prob-
lem,’ are especially relevant in applying Bayesianmeth-
ods to engineering risk, where risks can be seriously
underestimated. There is now increasing recognition
by practitioners that some form of sensitivity analysis
is required to augment the standard Bayesian analysis.

Currently under development are ‘robust Bayes’
methods that address many of the problems identi-
fied. The most promising methods employ classes of

priors, which are appealing from a mathematical
viewpoint, because Bayes’ rule maps classes of priors
to multivalued predictive probabilities. Thus, in the coin
example, a prior class such as

dðy� y1Þ; dðy� y2Þ; ½dðy� y1Þ þ dðy� y2Þ�=2f g
½37�

yields the multivalued prior predictive probability

PrðC ¼ hÞ 2 fy1; y2; ðy1 þ y2Þ=2g ½38�
Such multivalued probabilities have a clear interpre-
tation in terms of prior belief – here simply, that the
probability of heads takes on one of the three values.

2.36.3 Corrosion Science

This section demonstrates the application of some of
the above techniques to the analysis of experimental
data, primarily from laboratory studies.

2.36.3.1 Pitting Potentials and Induction
Times

One common method for the experimental study of
pitting corrosion is the measurement of ‘pitting
potentials.’ Typically, multiple repeat experiments
are carried out for each given set of experimental
conditions, using a freshly prepared sample for each

test. This produces several measurements of the
pitting potential for the given set of conditions, and
these measurements will be spread over a range of
potentials that is much wider than that of the inher-
ent measurement error and can be attributed to the
mechanistic details of the pit initiation process. Fol-
lowing Shibata and Takeyama,5 such data are often
presented as sample cumulative probability distribu-
tion functions, as shown in Figure 5.

Similarly, another common experiment is to mea-
sure the ‘induction time’ before stable pitting is
observed on a given sample. Results of these experi-
ments on multiple samples can be presented as the
(estimated) survival probability function, S(t), by
plotting the ith-order statistic against 1 � i/(nþ 1),
as described in the basic terminology and methods
section. Further examples and discussion on these
methods can be found elsewhere.5,7,14

2.36.3.2 Coupon Testing

Corrosion coupons are often exposed in a test envi-
ronment for significant periods of time and then
examined to enable the determination of their corro-
sion rate. Usually, the examination consists of remov-
ing solid corrosion products and then measuring
both the depth of any pits and the total weight
lost from the coupon during the exposure. Some-
times, electrochemical methods may also be used to
obtain corrosion rate information at certain times
during the exposures. This section describes some
examples of statistical approaches to the analysis of
the resulting data.
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2.36.3.2.1 Straight-line regression analysis of
weight loss data

Figure 6 shows the metal loss from carbon steel
coupons exposed at two statistically similar sites
along the River Thames over a period of 5 years.47

The metal loss (mm) was calculated from the weight
loss by assuming one-side uniform corrosion and
applying Faraday’s Second Law, and the slope of the
‘best fit’ line gives an estimate of the ‘corrosion rate’
(mm year�1) over the measurement period.

Although a formal approach to corrosion might
suggest omitting the intercept, a, to give a simple
regression through the origin, that is y¼ bt, it is rarely
sensible to do this in practice for the whole of a
data set unless an appropriate significance test on
a suggests that the intercept can be safely omitted,
even though a may have no metallurgical validity at
time zero. By forcing y to be zero at time zero, it may
extend the formal range of validity of the model, but it
will then almost certainly predict a higher (possibly
much higher) corrosion rate, and it is the validity of
the model for extrapolation into the future, not the
past, which is important in practice.

In this case, the calculation of a prediction interval
is also appropriate. This has the form

yx ¼ ŷx � t �̂

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1

n
þ ðx � �x Þ2Pðxi � �x Þ2

 !vuut ½39�

for a future observation on y at x, with t selected
appropriately from t-tables with (n � 2) degrees of

freedom. A confidence interval about the line (which
omits the ‘1’ inside the bracket above – as this term
relates not to the line itself, but to future noise in the
observations as they appear about the line) and the
prediction interval for future observations are
demonstrated in Figure 6.

2.36.3.2.2 Extreme value analysis of

pit depth measurements
Figure 7 shows the maximum pit depth as a function
of immersion time for 316L stainless steel coupons in
a 10% ferric chloride solution at 50 C, as reported
by Pierpoline et al.48 Laycock et al.32 have fitted
to this data a constant coefficient of variance model
with nonlinear time dependence, using ML. This
had location parameter di ¼ bt bi and scale parameter
ai ¼ rbt bi (where r ¼ s=m), and produced the fol-
lowing parameter estimates (with associated standard
errors in brackets)

~� ¼ 1:004ð�0:317Þ; ~� ¼ 6:322ð�1:721Þ;
~� ¼ 0:401ð�0:162Þ; b ¼ 0:376ð�0:047Þ ½40�

This implies the following formula for the extrapo-
lated mean for maxima as a function of extrapolation
area A in square inches and time t in days

~� ¼ð29:16� 14:404=A 0:401Þt 0:376 !
29:16t 0:376 ¼ xt 0:376 for large A ½41�

When the two or three largest (etc.,) maxima are
collected at each location, this can afford greater
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precision for the same estimated parameters, as
demonstrated for the earlier data.49

Another example is provided by a set of 1800
maximum pit depths extracted from 8� 8 grids over
experimental coupons of a corrosion-resistant alloy
subjected to a complex cyclic testing regime, involv-
ing hold periods at 350 C (for between 1 and 23 h),
with and without exposure to salt, for total test dura-
tions of 1 year. The statistical package Genstat was
used to prepare an analysis of variance table for the
data, with the results shown in Table 1.

Inspection of a half-normal plot for the residuals
showed good linearity, suggesting that the standard
model assumptions, for this particular analysis, were
sound. It can be seen that the variation of maximum pit
depths between days of exposure (3, 4, or 11, treated as
a factor with three levels) and temperature cycles

(either 1 or 23 h at 350 C) and salt treatments (Yes
or No) was highly significant (P< 0.001), but the other
two factors (salt replenishment and measurement
position) were definitely nonsignificant (P> 0.5)
although not so small as to cast doubt on the validity
of the model or data. Therefore, four experimental
conditions, defined by the two temperature cycle
schemes and exposure to or not to salt, were found
to give statistically different results in terms of maxi-
mum pit depths, though no detectable growth of pits
could be found for the cycle with 23 h at 350 C and no
salt exposure. Hence, the Fortran program described in
Laycock et al.32 was used to fit four-parameter GEV
distributions to the three sets of data, which had signif-
icant upward time trends. Figure 8 shows a plot
against time of one of these fitted GEVmean functions,
which were all Type III, for a selection of extrapolated
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Figure 7 Maximum pit depth as a function of immersion time for 316L stainless steel coupons in a 10% ferric chloride

solution at 50 C. Reproduced from Pierpoline, R.; White, R. J.; Wrong, C.; Cornwell, L.; Griffin, R. In NACE-9: Advances in
Localised Corrosion; Isaacs, H., Bertocci, U., Kruger, J., Smialowska, S., Eds.; NACE: Houston, TX, 1990; pp 123–126.

Table 1 Analysis of variance for pit depth data from coupons of a corrosion-resistant alloy subjected to a complex cyclic

testing regime

Source of variation Degrees of freedom Sum-of-squares Mean-square Variance-ratio F dn probability

Cycles(2) 1 79 644.4 79644.4 548.74 <.001
Days(3) 2 19183.6 9 591.8 66.09 <.001

Salt(Y/N) 1 10339.5 10339.5 71.24 <.001

Replication 1 0.1 0.1 0.00 0.975

Position 24 2666.2 111.1 0.77 0.784
Residual 1770 256898.0 145.1 – –

Total 1799 368757.5 – – –

1800 maximum pit depths were extracted as internal 5� 5 grids (to remove edge effects) from 8� 8 grids over experimental coupons. The
statistical package Genstat was used to prepare this table.
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exposure areas related to operational requirements for
this alloy, which was to be used inside jet engines
operating in a marine environment.

2.36.3.2.3 Response surface regression

analysis of LPRM data

Sometimes, experiments are carried out to determine
the influence of various parameters (such as alloy
composition) on the corrosion rate in a given environ-
ment. In one such set of experiments, linear polariza-
tion resistance measurements (LPRM) were used to
measure corrosion rates for a selection of different
carbon steels in a concentrated HFenvironment. The
steels were selected because they had small differ-
ences in residual element (nickel, chromium, copper)
and carbon content, and it was suspected that such
variations were responsible for unexpected failures
due to corrosion in HF alkylation plants. To deter-
mine the optimum steel composition for corrosion
resistance in this environment, the data were analyzed
using response surface regression. The most popular
version of this is the bivariate second order model:

yi ¼ b00 þ b10x1i þ b01x2i þ b20x
2
1i þ b02x

2
2i

þ b11x1ix2i þ ei ði ¼ 1; . . . ; nÞ; ½42�
which can be described as the quadratic version of
bivariate linear regression, and it represents a smooth
hill, or valley, or saddle-point in the response surface.

The general tth-order, k-variate, model has the
form

yi ¼
X

0�i1þi2þ...ik�t

bi1þi2þ...þik
xi11ix

i2
2i . . . x

ik
ki þ ei

ði ¼ 1; . . . ; nÞ ½43�
This model has k genuine variables, the rest being
carrier variates.

The fitted model was a second-order response
surface for LPRM regressed on carbon, chromium,
copper, and nickel content, based on 45 determina-
tions of LPRM. This model gave a good fit to the
data, with a squared multiple correlation coefficient
of �80% and 30 degrees of freedom for the residual.
A contour plot for the raw data is shown in Figure 9(a),
while the corresponding contour plot for the fitted
model but controlled for the hidden variates (nickel
and copper at their median values) is shown in
Figure 9(b). From this saddle-point figure, the quali-
tative conclusions for this application were that when
copper and nickel are at their median levels (0.06%
and 0.04%, respectively), a decreasing carbon content
is good for corrosion resistance, provided chromium
is low, while an increasing carbon content will be
good when chromium is high. This analysis sup-
ported a recommendation for new guidelines on the
residual element and carbon content of steels for
concentrated HF service.
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Figure 8 A Fortran program32 was used to fit four-parameter GEV distributions to pit depth data from cyclic testing of
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2.36.3.3 Crack Depth Modeling

Cracks in engineered structures, whether they are
caused by (corrosion) fatigue or stress-corrosion
cracking, can be considered, in general, as defects,
which initiate and ‘grow’ according to some random
mechanism. Hence, there is much scope for model-
ing. There is, of course, an extensive literature on
crack growth, and, in particular, fracture mechanics
has been extensively used to study the principle and
nature of fatigue crack growth. Many authors present
purely theoretical considerations in an attempt to
provide a model to predict crack growth, and such
methods have been reviewed.50,51 Dolinski52 is skep-
tical as to whether theoretical considerations alone
can provide an adequate model for prediction. On the
other hand, when data are presented, they are often
experimental in nature,53 from which it is extremely
difficult to infer useful practical models for the pre-
diction of crack growth in real complex systems. For
this reason, an empirical model, which makes reason-
able assumptions, and which can be evaluated or
fitted using data on the nature and extent of cracks
observed at inspection may be more useful in prac-
tice. This empirical approach will suppose that the
physical properties of the system, such as loading
history and material characteristics, are inherent in
the field data and also suppose that data are available
in sufficient quantity and in a form that allows the
fitting of a statistical model. This model can then be
used to predict fatigue crack growth and to investi-
gate the consequences of various inspection policies.
This philosophical contrast between a physical model
and an empirical one based on the observation of

large scale effects is not uncommon and not easily
resolved. Although the model in this section is not
based strictly on fracture mechanics, the approach
and the assumptions made are simple, and the
approach taken is a practical one.

2.36.3.3.1 Two-stage modeling of crack

growth

Detailed models of crack growth will consider crack
development in stages. Suppose a crack initiates
according to one random process, and subsequent to
initiation, it grows according to another random pro-
cess independently of the initiation process. Given a
simple model for each stage, the distribution of crack
depths at some time T can be formulated. The sim-
plest model that can capture the randomness of the
initiation process is the homogeneous Poisson pro-
cess.54 This supposes that cracks initiate purely at
random but at an average rate of l crack initiations
per unit of time. Then, the number of crack initia-
tion events in the time period [0,T ], NT , will be
Poisson distributed with mean lT , that is,
EðNt Þ ¼ lT and PrðNt ¼ nÞ ¼ e�lT ðlT Þn=n!.

Next, let the distribution of crack depth for a crack
that has been growing for some time t be G(z; t) – G,
which will be specified later. For now, put simply, not
all cracks that have been growing for the same time
would be expected to be of the same size – some will
propagate more quickly than others. Thus, the depth
of a crack Z that has been growing for a particular
time will be a random variable, and this random
variable will have distribution G.

Suppose a structure or an area on a structure is
inspected for cracks at some time T, and a number of
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Figure 9 LPRM data for carbon steels of different alloy content in deaerated 60% HF (by volume) at 71 C, with 5 ppm

of predissolved iron. The fitted model is a second-order response surface regressed on carbon, chromium, copper, and

nickel content, based on 45 determinations of LPRM. A contour plot for the raw data is shown in (a), while the corresponding

contour plot for the fitted model but controlled for the hidden variates (nickel and copper at their median values) is shown in
(b). Data produced in a multiclient project at CAPCIS Ltd, Manchester, UK.
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cracks are observed. If any of these cracks is selected
at random (with no size-related selection bias), then
it is a property of the Poisson process of initiation
events that the time of initiation of the crack is
uniformly distributed over the interval [0,T ] – that
is, the crack could have initiated in any equal interval
of time within [0,T ] with equal probability. This can
be thought of as the defining property of the Poisson
process and one that characterizes events that occur
‘purely at random.’ With inspection carried out at
time T, conditional on initiation of a crack at time
x, the distribution of crack depth at time T will be
GT ðz;T � xÞ. However, we do not observe x, and,
therefore, predictions have to be made uncondition-
ally. To do this, we appeal to the law of total proba-
bility so that the unconditional distribution of the
crack depth at timeT (with no regard to the initiation
time), FT ðzÞ, is

FT ðzÞ ¼
ðT
0

PrðZT � zjx ¼ xÞf ðxÞdx

¼ 1

T

ðT
0

GT ðz;T � xÞdx; ½44�

where f is the probability density function of the
initiation time. This expression is interpreted as fol-
lows: the distribution of the depth Z is a weighted
average of the distribution of depth, given the initia-
tion time with weights given by the probabilities
of particular initiation times. We have already stated
that for the Poisson process, these initiation times are
uniformly distributed on [0,T ] so that f ðxÞ ¼ 1=T .

For n crack depths z1; . . . ; zn observed at time T,
the log-likelihood function is given by

Xn
i¼1

log
d

dz

ðT
0

GT ðzi ;T � xÞdx
	 �� �

½45�

From this, we can estimate the parameters of G

and F by implication, and make predictions about
Zt for t > T.

It may be natural to focus on the maximum crack
depth. Only the maximum crack depth may be
recorded. In this case, given n crack initiations in
the interval [0,T ], the distribution function of
the maximum crack depth is Fmax;T ðzjNt ¼ nÞ ¼
fFT ðzÞgn, given the assumption that the n crack
depths are independent and identically distributed.
If, in general, the number of cracks at a location at an
inspection is unknown, it follows, arguing uncondi-
tionally on Nt , that the distribution function of the
maximum crack depth is given by Fmax;T ðzÞ ¼P1

n¼0fFT ðzÞgnPrðNt ¼ nÞ, and the likelihood for

an observed maximum crack depth zð1Þ is
log½ ddz Fmax;T ðzð1ÞÞ� if zð1Þ > 0 and log½PrðNt ¼ 0Þ�
¼ �lT ifzð1Þ ¼ 0 (i.e., if no cracks have initiated).

With FT ðzÞ given by eqn [44], it then follows that

Fmax;T ðzÞ ¼
X1
n¼0

1

T

ðT
0

GT ðz;T�xÞdx
	 �n

e�lT ðlT Þn=n!

¼exp �l
ðT
0

1� GT ðz;T � xÞdx
	 �

½46�

As to the form of the distribution function for
GT ðz;T � xÞ, for simplicity, the two-parameter
Weibull distribution is recommended. This distribu-
tion is widely used in reliability for modeling failure
times.55 Taking the scale parameter a of the Weibull
to be a power function of the ‘growing time,’
t ¼ T � x, G becomes

GT ðz; tÞ ¼ 1� exp½�fz=ða0tgÞgb�; ½47�
where b is the shape parameter. This implies that the
mean depth grows according to m ¼ a0Gð1þ 1=bÞtg,
and where Gð�Þ is the gamma function. This power
law function for the scale parameter, while having no
immediate physical justification, provides, along with
the Weibull distribution, a flexible family of growth
laws and also implies power law growth in the mean.
The implied distribution of the maximum crack
depth is then

Fmax;T ðz; l; a0; b; gÞ

¼ exp �l
ðT
0

exp � z

a0ðT � xÞg
	 �b

" #
dx

" #
½48�

Extrapolation in space and time now proceeds as
follows. Suppose the estimation of the maximum is
carried out using maxima from sampled regions of
area A at time T, if we wish to determine the distri-
bution of the maximum over an area a > A at time
t> T, then it is required to scale up the initiation rate
l to lða=AÞ, and, therefore, the distribution of the
maximum over an area a at time t is then

Fmax;t ;aðz; l; a0; b; gÞ

¼exp �l
a

A

� � ðt
0

exp � z

a0ðt � xÞg
	 �b

" #
dx

" #
: ½49�

If X is the time for the maximum crack depth to
reach some critical level, zf , then the expected
value of X can be determined from this distribution,
since PrðX > tÞ ¼ PrðZmax;t ;a < zf Þ and EðX Þ ¼Ð1
0 PrðX > tÞdt .
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2.36.4 Corrosion Engineering

Statistical data analysis techniques have long been
used in the assessment of corrosion damage to indus-
trial plant. Such techniques can be applied to condition
assessment, wherein there typically are concerns about
the influence of measurement error and the extrapo-
lation of sample inspection results to uninspected
areas; and life prediction, wherein the goal is to deter-
mine the remaining life of the equipment.

2.36.4.1 Sample Inspection of Heat
Exchanger Tubes

Heat exchanger tubes are often inspected using non-
destructive testing (NDT) methods – such as IRIS
(internal rotary inspection system) or LOTIS (laser
optical tube inspection system) – and the results are
typically reported in terms of the maximum pit depth
in each inspected tube. However, in many such cases,
no more than 10 or 20% of the tubes are tested, at least
initially, and the sample data must be used to estimate
the overall condition of the tube bundle. The hyper-
geometric distribution – as described in the introduc-
tory section – can be applied here to determine the
required level of inspection for a given detection
requirement.

ASTM G4610 describes a procedure based on the
Type-I EV (Gumbel) distribution for extrapolating
maximum pit depths over areas larger than the
inspected area, and this technique is described in the
following example. A carbon steel ammonia condenser
with cooling water on the tube-side was inspected after
�2 years service. The exchanger contained 773 nomi-
nally identical tubes, of which 54 were inspected, and
the maximummeasured pit depth from each inspected
tube was recorded. The method described in G46 was

then applied to this dataset, as shown in Figure 10. In
this case, the extent of inspection was �7%, and the
maximum measured pit depth was 0.99mm, while the
maximum predicted pit depth was 1.32mm.

The previous example provides no validation that
the analysis has produced an accurate estimate of the
condition for the uninspected tubes. However, the
next example concerns another exchanger with cool-
ing water on the tube side, in which 357 out of 410
tubes were inspected (with the remaining 53 tubes
being uninspectable due to obstructions). To assess
the accuracy of the GEV analysis technique, the full
dataset was randomly sampled to create simulated
inspection datasets of different sizes from 5 to 100
tubes. For each of these simulated datasets, the GEV
technique was used to estimate the maximum pit
depth in the entire 410 tube bundle, with 95% confi-
dence limits also determined for each prediction. As
shown in Figure 11, for sample sizes over �50 tubes
(or �25% inspection), the estimated maximum pit
depth is both quite stable and in excellent agreement
with the maximum measured pit depth from all the
inspected tubes.

In the latter example, it is also instructive to
consider the measurement error. For the NDT tech-
nique used in this case, the stated accuracy on clean
tubes was � 0.05mm, but this varies for other inspec-
tion methods. For a sample size of 10% (40 tubes),
Figure 12 shows the impact of taking this effect
into account. The ML estimates for the Gumbel
parameters were obtained using the Xtremes software
of Reiss and Thomas.56 To allow for small sample
calculations, we use the parametric bootstrap method
to obtain standard errors and confidence limits.57 The
bootstrap method is implemented in the Xtremes
software. Therefore, all we need to do is adjust the
ML estimates to allow for the measurement error.
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Figure 10 ASTM G46 extrapolation method for maximum pit depth in an ammonia condenser with 54 tubes inspected out
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In the special case that the measurement error is
uniform, we use the following method.

The (ideal) genesis of the Gumbel is as follows:

1. The distribution of deep pits follows an exponen-
tial distribution, 1� expð�ðx � yÞ=sÞ.

2. The number of deep pits follows a Poisson distri-
bution with mean l.

Then, the distribution of the maximum pit depth fol-
lows the Gumbel distribution, exp½�expf�ðx � yÞ=
sþ lnðlÞg�, which has mode yþ s lnðlÞ and scale s.

If, in fact, the pits are measured with uniform
error between �R and R, then the distribution of
measured depths x is exponential with distribution
function 1� exp � x � y� eð Þ=s½ �, where

e ¼ s ln
sinhðR=sÞ

R=s

� �
½50�

The resulting distribution of the maximum measured
pit follows the Gumbel distribution, exp½�exp
f�ðx � y� eÞ=sþ lnðlÞg�, which has mode yþ e

þ slnðlÞ and scale s. Therefore, the effect of the
measurement error is to increase the mode by an
amount e. Hence, given the ML estimates, �̂ and �̂,
the appropriate adjustment for uniform error is to
reduce the mode by an amount

ê ¼ �̂ ln
sinhðR=�̂Þ

R=�̂

� �
½51�

while leaving the scale estimate as �̂. The usual
parametric bootstrap can now be applied with the
adjusted parameters to obtain the required standard
errors and confidence limits. Further discussion on
these techniques can be found elsewhere.58

2.36.4.2 Thickness Measurement
Locations

Corrosion engineers are frequently faced with the
situation wherein they have inspection data showing
the change in wall thickness (or increase in pit depth)
at certain locations on a given piece of equipment
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Figure 11 For a cooler with pitting corrosion on the internal surface of the tubes, this figure compares the maximum

measured pit depth in samples of varying size (up to 100 sampled tubes); the calculated maximum pit depth based on

GEV analysis of the given sample size; and the maximum measured pit depth in the 357 inspected tubes from the 410 tube
bundle (1.85mm).
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the tubes; and the maximum measured pit depth in the 357 inspected tubes from the 410 tube bundle (1.85mm).

1566 Experimental Techniques for Evaluating Corrosion

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



over several months or years, and are now being asked
to predict the remaining useful life of this equipment.
Here, we ignore the various possible different defini-
tions for ‘end-of-useful-life’ and assume that there is a
defined minimum allowable wall thickness, and that
reaching this thickness at any one location constitutes
the end-of-life for the given piece of equipment. In-
service inspection codes59,60 describe simple ways of
calculating corrosion rates for a single thickness mea-
surement location (TML); for example, the long-term
corrosion rate is determined from the wall loss
between the first measurement and the most recent
measurement, while the short-term corrosion rate is
obtained using only the two most recent measure-
ments. However, there are also several different sta-
tistical approaches to this problem.

2.36.4.2.1 Straight-line regression

Figure 13 shows the wall thickness data obtained by
ultrasonic testing at one particular location on a wet
gas flowline over a period of several years.

In this case, the observed erosion–corrosion dam-
age was restricted to the outside of a bend, and the
inspections always covered 100% of the damaged
area such that there is no concern here about extrap-
olation of the results to other locations. As in the

earlier examples concerning coupon testing data,
the slope of this ‘best fit’ line gives an estimate of
the ‘corrosion rate’ over the measurement period, and
a confidence interval about the line and the predic-
tion interval for future observations are also shown.
The corresponding graphic produced for these data
by the Shell inspection design analysis and plotting
(S-IDAP) package61 is presented in Figure 14, where
it is seen to present much the same predictions out to
the same time point in 2008.

2.36.4.2.2 Extreme value analysis

In this example, ultrasonic testing has been used to
map the extent of internal corrosion damage to a
carbon steel Benfield process vessel.62 Inspections
were carried out �1 year apart, the measurements
made using continuous scans of 50mm� 50mm
grids and the minimum measured wall thickness
being reported for each grid. For the worst case
(thinnest) locations at the first inspection, the maxi-
mum measured wall loss between the two inspections
was 0.6mm, but, on average, there was negligible
change (Table 2). It might be assumed, therefore,
that the apparent differences between results at spe-
cific TMLs are all due to the measurement error
(which has a mean of zero). However, for 8 of the 11
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Figure 13 Minimum wall thickness data from ultrasonic testing measurements on the outside of a bend in an offshore

gas flowline, with confidence and prediction intervals around the best fitting line.
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circumferential rows making up the inspected area,
the minimum measured thickness was found in a dif-
ferent grid in the two inspections. This happens partly
because of inherent measurement errors and partly
because the highest corrosion rates are not neces-
sarily experienced at the same locations at all times.

An alternative approach to this problem again
takes advantage of extreme value analysis methods.
In Figure 15, the maximum wall loss in each circum-
ferential row is plotted for each inspection time.
This is done in such a way that data conforming to
a Type-I EV distribution would fall along a straight
line. Hence, it is clear that the data from each inspec-
tion follow a Type-I EV distribution, but the entire
distribution has shifted to higher wall loss values over
time, as might reasonably be expected in a vessel
suffering from corrosion. The corresponding corro-
sion rate can be calculated from the change in the
Gumbel mode (assuming the same scale). Thus, we
consider x � EVðm; sÞ for the wall loss data from
August 2001 and x � EVðmþ D; sÞ for the data
from November 2002. As the data are based on
minima from different locations, we can assume that
the wall loss results are statistically independent,
yielding two independent samples, each of size 11.
Using the ML estimation procedure, we obtain
the parameter estimates �̂ ¼ 5:05; �̂ ¼ 0:36, and
�̂ ¼ 0:43. In general, ML estimates are biased in
small samples. To estimate the bias-corrected esti-
mate and its standard error, we use the two-sample
jackknife procedure, which gives �̂ ¼ 0:46 with
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Figure 14 The same measurement data as in Figure 13, with the extrapolation in time carried out using the S-IDAP
package described by Hoeve et al.61

Table 2 Ultrasonic testing results from inspection of a

Benfield Process vessel at several thickness measurement

locations in 2001 and 200262

TML Wall loss Aug 01–Nov 02 (mm)

1 �0.4

2 0
3 �0.9

4 0.1

5 �0.5

6 0.3
7 0.6

8 0.6

9 �0.1
10 0.2

11 0.3

Mean 0.01

The selected locations are those where the minimum wall
thicknesses were found in 2001. Note that negative values
indicate an apparent increase in wall thickness.
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standard error 0.22. Note that the large sample stan-

dard error for the ML estimate of the mode is s
ffiffiffiffiffiffi
1:11
n

q
.

In the present case, this is estimated by

0:36
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:11=11

p ¼ 0:114. Hence, the standard error
for the difference of two independent ML estimates
is 0:114

ffiffiffi
2

p ¼ 0:16, which is, as expected, somewhat
less than that obtained using the jackknife proce-
dure.57 Thus, we conclude that a wall loss of 0.46 �
0.22mm occurred over a period of 457 days, yielding
a corrosion rate estimate of 0.37 � 0.18mm year�1.

2.36.4.2.3 Bayesian methods

In many corrosion applications, fitness for purpose is
assessed using the remaining wall thickness (RWT).
However, the RWT varies with the initial wall thick-
ness, WT, independently of the corrosion process. The
primary corrosion damage measure is actually the wall
loss, which is independent of the initial wall thickness.
For a given wall loss, X ¼ x, the determination of the
RWT depends on the measurement method. Generi-
cally, measurement methods determine either the
material remaining or the material lost. In the first
case, the RWT is measured directly as

yð1Þ ¼ ðWT � xÞ þ eð1Þ ½52�
(for some error eð1Þ), and in the second case, the wall
loss is measured directly as x þ eð2Þ (for some error
eð2Þ), giving the apparent RWT

yð2Þ ¼ NWT� ðx þ eð2ÞÞ ½53�
where NWT is the nominal wall thickness. However,
noting that yð2Þ ¼ ðWT� xÞþ ½ðNWT�WTÞ� eð2Þ�,
in general, the RWT is given by y¼ðWT�xÞþ e.

Bayesian methods are ideally suited to the prob-
lem of varying wall thickness. Wall loss X is assumed
to be independent of the initial wall thickness, WT,
and to have a continuous distribution function FðxÞ.
Hence, conditional on the initial wall thickness,
WT ¼ w, the wall loss has the truncated distribution
function FðxÞ=FðwÞ and differentiation gives the
conditional density,

f ðxjWT ¼ wÞ ¼ f ðxÞ
FðwÞ ½54�

Hence, the first application of Bayes’ rule is to obtain
the posterior as

pðy;WT ¼ wjxÞ ¼ 1

cðxÞ
f ðx; yÞ
Fðw; yÞ pðyÞpWTðwÞ ½55�

where the normalizing constant is given by

cðxÞ ¼
ð ð

pWTðwÞ
Fðw; yÞ dw

� �
f ðx; yÞpðyÞdy ½56�

Now the posterior density pðyjxÞ can be obtained by
integrating over the initial wall thickness to give

pðyjxÞ ¼ f ðx; yÞ
cðxÞ pðyÞ

ð
pWTðwÞ
Fðw; yÞ dw ½57�

This formula explicitly quantifies the effect of uncer-
tainty in initial wall thickness. In cases wherein the
wall loss is small compared with the initial wall thick-
ness, Fðw; yÞ ffi 1, and the posterior reduces to

pðyjxÞ ¼ f ðx; yÞpðyÞR
f ðx; yÞpðyÞdy ½58�

Having obtained the posterior, the posterior pre-
dictive probability of wall loss exceeding a
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Figure 15 EV analysis of minimum wall thickness data from surveys of a Benfield process vessel in August 2001 and
November 2002. The progression of the distribution from left to right shows the rate at which the minimum wall thickness is

decreasing, which is a practical definition of the corrosion rate. Reproduced from Wilson, P. T.; Krouse, D. P.; Moss, C. J.
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threshold, u, is given by integrating over the poste-
rior, that is,

PrðX > ujxÞ ¼ 1�
ð
Fðu; yÞpðyjxÞdy ½59�

These results can be extended to the case when the
wall loss is measured directly with measurement-
error density, ’ðzÞ, since the likelihood conditional
on the wall thickness is now given by

f ð yjWT ¼ wÞ ¼ 1

FðwÞ
ðy

y�w

f ðy � zÞ’ðzÞdz ½60�

The case in which the RWT is measured directly
gives a similar result,

f ðyjWT ¼wÞ¼ 1

FðwÞ
ðy

y�w

f ðw� yþ zÞ’ðzÞdz ½61�

In cases wherein the wall loss can be localized to a
‘defect’ and there are a large number per compo-
nent, the problem reduces to considering the max-
imum wall loss. In case the number of defects is
Poisson with mean l, the maximum wall loss has
distribution function expfl½1�FðxÞ�g.

In many practical situations, the GEV distribution
can be used to approximate the distribution of themaxi-
mum wall loss. A question of special interest is whether
the distribution has an upper bound, which is given by

dþ a
k
¼ Xð1=eÞ þ

Xð0:5Þ � Xð1=eÞ
1� ðln2Þk ½62�

where XðpÞ denotes the p the quantile of the distribu-
tion. Evidently, since the quantiles are readilyestimated
by the sample values, uncertainty in the putative upper
bound is dominated by uncertainty in the shape param-
eter, k. Indeed, any Bayesian analysis using the GEV is
very sensitive to the shape-parameter prior, and more
experience is required to assess whether the results
are suitably robust for practical application.

Figure 14 shows an analysis of wall thickness data
produced by the S-IDAP package described by
Hoeve et al.61 S-IDAP makes Bayesian predictions
based on a number of alternative models in addition
to the linear or constant corrosion rate model. These
include a genuine change in corrosion rate as well as
other data anomalies such as an outlier or incorrect
measurement. Given prior probabilities for the can-
didate models, Bayes’ rule can be used to calcu-
late the posterior probability of each model, thereby
indicating the most probable model. Such informa-
tion is useful for reviewing the data to ensure a ro-
bust prediction. The final prediction is a weighted

combination of the predictions from each model.
According to Bayes’ rule, the optimal prediction is
obtained by weighting the predictions from each
model with the model’s posterior probability.

2.36.4.3 Pit Depth Data

For pitting corrosion, analysis of inspection data is
generally focused on predicting the time at which the
deepest pit is expected to penetrate through the com-
plete thickness of the inspected item. Of course,
extreme value techniques are naturally suited to this
problem. Furthermore, pits in engineering metals and
alloys generally initiate at defects, such as nonmetallic
inclusions or intermetallic particles, such that the num-
ber of potential pit initiation sites is typically very large.
It is also well known that many pits will initiate and
propagate for short periods, producing only small pits,
while a relatively small number of pits may become
‘stable’ and grow to significant depths from an integrity
perspective. For example, experimental data presented
by Bhakta and Solomon63 show pit densities for low
carbon steel in the range 100–350 cm�2. Coupled with
the resolution of themeasuring instrument, this implies
that data sets consisting of all practicably measurable
pits at a given site may inherently consist of data incor-
porating a known and (relative to the majority of the
initiated pits) large threshold.

2.36.4.3.1 Extreme value analysis for

life prediction

Figure 16 shows all pit depths over 6 mm, as found
by inspection of two copper-plated 316L stainless
steel college roofs in the south of England. The first
roof had been exposed for 1523 days and the second for
883 days. The mean exceedance plots for these data
gave a slope that was not significantly different from
zero after applying the usual least-squares criteria,
implying a simple exponential distribution for these
exceedances, and hence a Type-I EV for maxima.

Timedependence can be incorporated into the fitted
GPD models by assuming the square root law for
growth (see other comments in this chapter), which
then had exponential type probability density functions

f ð yÞ ¼ 2:893t�0:5exp½�2:893ð y � 6Þt�0:5�;
y > 6 Roof 1 ½63�

with mean 0.346t0.5, and

f ð yÞ ¼ 1:062t�0:5exp½�1:062ðy � 6Þt�0:5�;
y > 6 Roof 2 ½64�

with mean 0.0.941t0.5.
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The count of exceedances over the specified value
will follow a Poisson distribution with mean rates
over the whole roof

¼ 4:3A exp½�2:893ð y � 6Þt�0:5� for Roof 1
¼ 3:9A exp½�1:062ð y � 6Þt�0:5� for Roof 2 ½65�

where A = 5 000 000 cm2. Given that the roof (cover)
thickness is 400 mm, this reaches a mean count of
1 after 12 years for Roof 1, and after 3 years for Roof 2.
This analysis gives the expected time to the first
penetration for each roof covering.

In the majority of cases, life prediction based on
the analysis of historical data involves the key
assumption that the environmental conditions in the
future can reasonably be considered similar to those
in the past. However, even if this assumption is rea-
sonable on average, over long time periods, the envi-
ronmental conditions usually vary quite significantly
over time. For example, Figure 17 shows the varia-
tion of the chloride concentration in an open recir-
culating cooling water system over several years.
Despite this variation, which will be not limited
to the chloride level but will extend to many other
factors such as pH and inhibitor concentration,

a Japanese survey of carbon steel heat exchangers in
cooling water circuits found that the depth of the dee-
pest pit tends to increase with the square root of time
over many years of service.64 From their survey data,
they calculated the variation of EV model parameters
over time and used this to produce remaining life
estimates for exchanger tube bundles in this type of
service. Some further discussion and alternative
approaches to this problem are provided elsewhere.65

2.36.4.3.2 Life prediction models

transformable to linearity

A model with profound implications for the extrapo-
lation of long-term corrosion rates in time is the
power-law model y ¼ at b , as reported in Laycock
et al.,32 Aziz and Godard,66 and de la Fuente,67 and
elsewhere, all with b < 1 and b¼ 0.5 or 0.67 typical. It
is important to note that the corrosion rate, that is,
dy/dt, is now time dependent and cannot be reported
in isolation as a single number. By assuming a multi-
plicative error, taking logs of this model produces
a straight line regression model, which can be fitted
by ordinary least-squares with dependent variable
y 0 ¼ log(y), intercept a 0 ¼ log(a), slope b, and
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Figure 16 All pit depths over 6 mm, as found by inspection of two copper plated 316L stainless steel college roofs in
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covariate x¼ log(t), except that b is of course no
longer the corrosion rate. Now, suppose that corro-
sion is progressing according to such a law, as illu-
strated in Figure 18, but we only have some current
data, collected at time t¼ t1, say. Then, fitting a
simple straight line through the origin with these

data will produce the straight line superimposed on
the curve as shown in Figure 18, and an extrapolated
corrosion rate much in excess of future corrosion
rates. Now, suppose that we collect some more data,
at a later time t2 and fit a straight line regression
through the two time points we now have, as again
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Figure 17 Distribution of measured chloride concentrations (ppm) in an open recirculating cooling water system, obtained

from 1550 measurements over 12 years of operation.
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illustrated in Figure 18. This time the predicted cor-
rosion rates are much closer to reality for reasonable
extrapolations into the future. This suggests that,
where it is convenient to have just a single reportable
‘corrosion rate,’ straight-line regression should be
used, with an intercept, utilizing just the latest two or
three time points. If more points are available, then the
tests for deviations from linearity (as described earlier)
can be used to assist in model determination.

2.36.4.4 Intelligent Pigging Data

Pipeline inspections by Intelligent Pigs can produce
vast amounts of data, which are typically summarized
in lists of ‘features’ with depths greater than some
predefined reporting threshold. When comparing the
data from two different inspections of the same pipe-
line, it is often attempted to match the ‘corrosion
features’ from the two runs and thereby determine a
corrosion rate for each feature. However, for various
reasons, such as changes in technology over time, it is
often difficult to match all the reported features in
this way. Here, we describe methods for analysis of
both ‘tracked’ and ‘untracked’ features.

2.36.4.4.1 Untracked features: Pareto

distribution example

Suppose that the results of two pigging runs down a
large and actively corroding pipeline are presented as
two sets of untracked feature depths y11; y12; . . . y1n1 at
time t1 and y21; y22; . . . ; y2n2 at time t2 with n2 	 n1.
Because the later survey may have new features, the
two data mean �y1 and �y2 may not provide a sound

estimate of the corrosion rate. Indeed, if there are
enough fresh features, the second mean could be
smaller than the first. Instead, consider the
n < minðn2; n1Þ largest order statistics y�ð11Þ > y �ð12Þ
> � � � > y�ð1nÞ and y�ð21Þ > y�ð22Þ > � � � > y�ð2nÞ for the
two series. Since interest will center on the growth
rate of the largest values, it seems sensible to use a
mean exceedance plot to decide on a common cutoff
point for the two ordered series based on the same
count of measurements to maintain rough compara-
bility and equivalence to a fully tracked sequence.
A plot of the two fitted GPD distributions for a
simulated set of pigging data that has been filtered and
processed in this manner can be seen in Figure 19.
The modal shift between these two roughly parallel
curves is 2.85mm and the runs were 6months apart,
implying a corrosion rate of 5.7 mm year�1.

2.36.4.4.2 Tracked feature comparison

Figure 20 shows a set of 22 tracked feature depths
from two pigging runs of a subsea gas pipeline. The
tracked features are all from one pipe spool known
to have suffered some internal damage early in ser-
vice life, many years before these two pigging runs.
However, there was also a risk of ongoing internal
corrosion due to upsets in dewpoint control. The
pigging data are expressed as percentage wall thick-
ness lost, with the difference between the two sets of
data converted to an implied wall loss in millimeters
– based on a nominal original wall thickness of
15.9mm. Since 7 of the 22 values are negative, with
a maximum absolute value of 1.27mm, there is sub-
stantial measurement error involved. The average
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Figure 19 Fitted Pareto distributions for the largest 1500 order statistics from two successive pigging runs (simulated data
only). The modal shift between these two roughly parallel curves is 2.85mm, and the runs were 6months apart, implying a

corrosion rate of 5.7mm year�1.
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impliedwall loss is�0.426mmwith a standard error of
0.208mm (so an implied corrosion rate of �0.065mm
year�1 with standard error of 0.032mm year�1). Note
that this average loss is based on all the 22 values.
Discarding the seven negative values as ‘erroneous’
would produce a severely biased estimate of the true
corrosion rate – since, without further information, it
must be assumed that the unknown measurement
errors are as likely to be positive as negative. An infer-
red tolerance for these measurements of �1.3mm
implies a measurement error standard deviation of
0.65mm with variance of 0.4225. The variance of the
recordedwall loss data is 0.9520; hence if we assume an
additive corrosion process, the implied Wiener noise
variance (see Section 2.36.1) is (0.9520� 2� 0.4225)
¼ 0.1070 over the 2393 days between the pigging runs,
or 0.0163 scaled to 1 year – so a standard deviation of
0.13mm year�1. Since the 95% (one-sided) point from
Student’s t-distribution on (22 � 1)¼ 21 degrees of
freedom is 1.72, and a 95% upper prediction bound
on future values for the corrosion rate will be

�0:065 � 1:72 � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið0:0322 þ 0:0163Þp ¼ �0:29 mm

year�1, which coincides with the single (so�5%) max-
imum observed corrosion rate found in the 22measured
annual corrosion rates.

2.36.4.5 Optimizing Inspection and
Repair Intervals

Corrosion damage and cracks detected by nonde-
structive inspection may be subject to repair. Such

maintenance will, in general, need to be carried out
within an effective maintenance program.68–70 Based
on assumptions about the rate of corrosion or crack
growth, the consequences of failure, the cost of inspec-
tion and repair, and data to estimate parameters relat-
ing to these quantities, maintenance decision-making
can follow. In particular, the optimum time between
inspections may be determined.

2.36.4.5.1 Planning inspections for cracks

In the simplest case, assume that an inspection is
carried out at T time units since the last inspection
or failure; inspections are perfect (all crack defects
are detected at inspection and repaired) so that they
renew the system; on failure, all crack defects are
repaired, and the system is renewed; the cost inspec-
tion including the repair of crack defects is fixed at
Cp; and the cost of failure is Cf . Denote the time to
failure by X, then

FX ðtÞ ¼ PrðX � tÞ ¼ PrðZmax;t > zf Þ
¼ 1� Fmax;t ðzf Þ ½66�

where Fmax;t ðzf Þ is the distribution of the maximum
crack depth at time T. The long-run cost per unit
time is given by the renewal-reward theorem71:

CðT Þ ¼ EðU Þ=EðV Þ ½67�
where EðUÞ is the expected cost of an renewal inter-
val, and EðV Þ ¼ EfminðX ;TÞg is the expected
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Figure 20 A set of 22 tracked feature depths from two pigging runs of a subsea gas pipeline. These features are all from
one pipe spool known to have suffered some internal damage early in service life, many years before these two pigging runs.

1574 Experimental Techniques for Evaluating Corrosion

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



length of a renewal interval. The renewal interval is
defined as the time between successive renewals. Now

EðU Þ ¼ Cf � ðCf � CpÞFmax;T ðzf Þ ½68�
since the cost of a renewal interval is Cp if the renewal
interval ends with an inspection that occurs with
probability Fmax;T ðzf Þ, and Cf if the renewal interval
ends with a failure that occurs with probability
1� Fmax;T ðzf Þ. Also,

EðV Þ ¼ EfminðX ;T Þg ¼
ðT
0

f1� FX ðtÞgdt

¼
ðT
0

Fmax;t ðzf Þdt ½69�

Thus,

CðTÞ¼fCf�ðCf�CpÞFmax;T ðzf Þg=
ðT
0

Fmax;t ðzf Þdt ½70�

This is the classic age-based replacement policy of
Barlow and Proschan [72]. CðTÞ is minimized with
respect to T to obtain T �, the cost-optimal age limit
for inspection (or more generally, preventive mainte-
nance). For this purpose, Fmax;t ðzf Þ, Cp, and Cf must be
specified and CðTÞ minimized. Differentiating eqn
[70] with respect to T and setting the derivative
equal to zero, we obtain

ffmax;T � ðzf Þ=Fmax;T � ðzf Þg
ðT �

0

Fmax;t ðzf Þdt

þ Fmax;T � ðzf Þ ¼ Cf=ðCf � CpÞ ½71�
where fmax;t ðzf Þ is the density function of the maxi-
mum crack depth. T* can be found by solving eqn [71]
numerically, or by plotting CðTÞ against T for various
values of T.

If the cost of crack repairs is additional to the cost
of inspection, the cracks costing Cr each to repair,
then the optimum inspection interval does not
depend on Cr, because the expected cost of a renewal
interval E(U) increases by lCr � EðV Þ, where l is the
rate of crack initiation – a longer inspection interval
will result in more cracks developing. Thus, the long-
run cost per unit time, CðT Þ, increases by a factor lCr

that does not depend on T.

2.36.4.5.2 Optimizing inspections with

unknown cost of failure

Often in practice, it is difficult to specify the cost of
failure. Engineers may be happier to prescribe a
required reliability. Such a required reliability is
best expressed in terms of the operational reliability,
which is defined as the distribution of the time

between operational failures of the system. Assuming
that system renewal intervals are independent of one
another, the time of any failure can be taken as time
origin, and events up to the first subsequent failure
can be considered without loss of generality. Thus, if
the time to the first operational failure of the system
is denoted by Y1 and subsequent time to second
operational failure by Y2, . . ., then Y1;Y2; . . . are
independent and identically distributed with distri-
bution function FY ðyÞ, say. It follows that
RY ðyÞ ¼ RX ðy � nTÞgfRX ðT Þgn;

ðnT � y < ðnþ 1ÞT ; n ¼ 0; 1; . . .Þ ½75�
where RY ð yÞ ¼ 1� FY ð yÞ is the operational reliabil-
ity function. This result is given in this form by
Lewis.73 The mean and variance of this distribution
can be determined explicitly:

EðY Þ ¼ mT þ Tf1� FX ðTÞg=FX ðT Þ

¼
ðT
0

ð1� FX ðxÞÞdx=FX ðTÞ ½76�
varðY Þ ¼ s2T þ T 2f1� FX ðT Þg=fFX ðT Þg2

where mT ¼ EðX jX < T Þ and s2T ¼ varðX jX < TÞ.
We call E(Y) the mean time between operational fail-
ures (MTBOF). For small T, mT � 0 and s2T � 0.
Therefore, EðY Þ�T=FX ðT Þ; varðY Þ � fT=FX ðT Þg2,
and Y has approximately an exponential distribution
with mean T=FX ðT Þ. This approximation is supported
by the results of Xie et al. [74]. Furthermore,

FX ðT Þ=T ¼PrðZmax;T > zf Þ=T ½77�

can be interpreted as the operational failure rate.
Thus, given a reliability constraint that is expressed

in terms of the MTBOF, the required inspection inter-
valT* can be obtained from eqn [77] and using the fact
that FX ðtÞ ¼ 1� Fmax;t ðzf Þ. Note that an implied cost
of failure, Cf , can be determined by substitution of T*
in eqn [71]. T* can also be determined by specifying
the operational failure rate in eqn [77].

2.36.4.5.3 Crack inspection case study

Maximum crack depths were measured on identical
circular welds at locations in two identical plants
after varying amounts of operating time (Figure 21).
A number of welds were subjected to repeated
inspection by NDT, but here, only the first inspec-
tions are considered. The complete dataset is pre-
sented in Scarf et al.75 Where a weld was inspected
and no crack found, this was recorded as a zero.
At inspection, welds were repaired. It was of interest
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to the engineers operating the plant to determine
if there was some positive trend in crack depth
with age (or time since last inspection), and if so, at
what rate cracks were ‘growing’; and also to deter-
mine how often they should carry out costly
inspections.

The crack depth data are used here to demon-
strate the estimation of the maximum crack depth
distribution (eqn [49]). The estimated parameters are
shown in Table 3. These imply that visible cracks
initiate at a rate per weld of one every 7937 operating
hours and then subsequently grow at a mean rate
given by m ¼ a0Gð1þ 1=bÞtg ¼ 6:32t0:000785. This
growth rate implies that, for example, the mean
depth of a crack that has been growing for 10 000 h
is 6.37mm. The estimated growth rate is extremely
slow, suggesting that the cracks were in fact not grow-
ing at all and were present in the welds from new.

To demonstrate the methods of this section fur-
ther, the growth rate parameter is taken to be g ¼ 0:3,
and a0 is rescaled. Taking a0 ¼ 0:4 implies that the
mean depth of a crack that has been growing for
10 000 h is 6.34mm, and 9.23mm for one growing
for 35 000 h. The distribution of the maximum crack
depth over the entire system (assuming 60 welds on
the system) at time T is then as shown in Figure 22.

The probability density is drawn here for various
values of T. The mean maximum depth and the
standard deviation of the maximum crack depth are
increasing as expected.

The probability of observing a maximum crack
depth that is at least as big as some specified thresh-
old can be determined. For example, from Figure 22,
there is a significant risk that a maximum crack
depth in a weld is larger than 40mm after 50 000 h
(P¼ 0.033). This probability rises to 0.727 after
100 000 h of operation.

To consider an optimum time between inspec-
tions, assuming perfect inspection and repair (weld
renewal), the cost of inspection and repair of welds,
Cp, can be considered as the unit of cost. Then, the
cost of failure, Cf , need only be specified in terms of
the cost of inspection and repair. The failure-critical
threshold for the maximum crack depth must also
be specified. This is taken to be 40mm. Then, the
long-run cost per unit time can be determined
for various T. This is shown in Figure 23(a)
with Cf ¼ 4Cp. The optimum inspection interval
is �55 000 h. The sensitivity to Cf and zf may be
investigated simply by determining T* for various
values of Cf and zf . For example, for a scenario in
which the cost of failure is considerably higher than
the cost of inspection, say Cf ¼ 10Cp, T* reduces
to �45 000 h. Where an operational reliability is
required, this is done most simply by specifying an
operational failure rate, eqn [77], and solving for T*
by trial and error. In Figure 23(b), the operational
failure rate is plotted against T. Given a required
operational reliability, T* may be read off this
graph. Note that this T* then implies a cost of
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Table 3 Parameter estimates for the model: Poisson

process of crack initiation (rate l) with distribution of crack

depth given by eqn [47]

Parameter Estimate

a0 7.092

b 1.645

g 0.00079
l 0.00013

0
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Figure 22 The distribution (probability density) of the

maximum crack depth over the system at various times,
T, in operating hours.
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failure that may be calculated and used to confirm
engineering judgment about these quantities. An
operational reliability of (at most) one failure for
every 5� 106 operating hours requires that the
inspections take place every 40 000 h, which in
turn implies that Cf ¼ 20Cp (approximately).

The calculations mentioned earlier may be per-
formed on a spreadsheet. The integral in eqn [49]
may be evaluated most simply using Simpson’s rule.
For the calculation of the long-run cost (eqn [70]), the
integral in the denominator can be calculated likewise
and noting that Fmax;t ðzf Þ 
 1 for small t (here for t �
20 000). These approximations provide sufficient accu-
racy for optimization purposes, given that the cost
function is relatively flat in the region of the optimum.

2.36.5 Corrosion Monitoring

The science of electrochemical noise monitoring
began in the 1980s76,77 and has since extended into
commercially available corrosion monitoring techni-
ques. The standard noise analysis techniques are typ-
ically built on incrementally additive assumptions
for corrosion, as in the theoretical ‘shot noise’ models
for pitting and crevice corrosion proposed by Eden,
Cottis, and other workers.37,38 These result in Poisson

models and consequently have variance equal to the
mean, which can be approximated by Normal distri-
butions. More generally, statistical analysis methods
may ignore the ordering of the measured potential
or current values by using sequence-independent
parameters such as the mean, standard deviation,
skew, and kurtosis, or they may take the sequencing
into account by computing the autocorrelation func-
tion, power spectral density PSD� cE for potential,
or cI for current – or higher-order spectra. When
potential and current noise are measured simulta-
neously, electrochemical noise resistance Rn, electro-
chemical noise impedance, characteristic charge q,
and characteristic frequency fn can be calculated.
The Rn is obtained as the ratio of the standard devia-
tion of potential to the standard deviation of current,
justified by appealing to the definition of electrical
power for an alternating current. The PSD referred
to is that at low frequencies, where the noise is white
(hence, the PSD is frequency-independent). Electro-
chemical noise impedance can be estimated in essen-
tially the samewayas theRn, bydividing the PSD of the
potential noise by the PSD of the current noise. Several
researchers have analyzed the relationship between
Rn and the polarization resistance Rp, and some claim
to have proved that the two are equivalent.78

2.36.5.1 Threshold Techniques

When this technique is used on a correlated time-
series, such as the current noise plot in Figure 24(a),
preliminary filtering of the data is required so as to
produce a set of statistically independent measured
maxima. The most widely adopted method is declus-
tering (see Coles33, p. 99). In this, an empirical rule is
used to define isolated clusters of exceedances, fol-
lowed by extraction of the maximum within each
such cluster. In meteorology, this is sometimes
described as ‘rainstorm identification’. The empirical
spreadsheet formula with a bandwidth of 10 units
used to extract the maxima in Figure 24(b) from
the noise data in Figure 24(a) was

IFðANDðððMAXðF11 : F20Þ�AVERAGEðF11 : F20ÞÞ<1Þ;
ððMAXðF10 : F20Þ�AVERAGEðF10 : F20ÞÞ>1ÞÞ;1;0Þ
�F20IFðANDððMAXðF11 : F20Þ�AVERAGE

ðF11 : F20ÞÞ< 1Þ;
ððMAXðF10 : F20Þ�AVERAGEðF10 : F20ÞÞ>1ÞÞ;1;0Þ
�F20
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This is for data row 20 updated as usual for other
rows. The mean exceedance plot for these data can be
seen in Figure 24(c), in which a threshold of 200 mA
was used as a cutoff point for fitting the straight line.
The statistical package Xtremes, which is supplied
with the book by Reiss and Thomas,56 offers an
automated procedure for selecting this threshold.

2.36.6 Summary and Conclusions

Statistical techniques have long been used in both
corrosion science and engineering. Rigorous data
analysis can help to ensure that the maximum possi-
ble benefit is achieved from analysis of corrosion
data, be it from laboratory experiments, or plant
inspection programs. However, the full range of avail-
able methods is not widely used in either field. For
corrosion engineering in particular, modern com-
puter technology and readily available statistical soft-
ware packages present a considerable opportunity for
wider use of advanced analysis methods that will
make better use of limited inspection data and pro-
vide quantitative measures of uncertainty, thereby
enabling improved decision making. Key applications
include estimating the maximum extent of damage
from sample inspections and estimating corrosion
rates from wall thickness measurements at different
times. While values extrapolated far beyond the sam-
pling region have to be interpreted with care,
extreme value analysis provides an established
method for carrying out such predictions. Also,
when combined with risk-based inspection and reli-
ability engineering methodologies, statistical techni-
ques can be used to guide decisions on the required
extent of inspection, especially in relation to piping
systems wherein only relatively small sample inspec-
tions are practically feasible.
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Symbols
V[x,y] Voltage at position x,y on a regular 2-D grid

2.37.1 Introduction

For the purposes of this chapter, modeling is defined
as the construction of a mathematical-based descrip-
tion of the corrosion process that permits the calcu-
lation of expected corrosion behavior for arbitrary
conditions within a specified range. While physical
models (i.e., practical systems that are expected to
have the same behavior as a real corrosion system)
have been used (e.g., to study current distribution
in cathodic protection), these have received rela-
tively little attention recently. In contrast, the rapidly
increasing power of computer hardware and software
has led to a huge growth in the use of mathematical
models, usually using numerical methods to solve
the complex systems of equations that govern most
corrosion processes.

2.37.2 Applications of Modeling

There are two distinct reasons for the development
of models of corrosion processes:

1. Prediction of behavior : Many would expect that
the construction of predictive models (i.e., models
that can predict corrosion behavior over a range
of conditions) would be the most important
aspect of corrosion modeling, and this is certainly
a common view. For some well-defined problems,

such as the distribution of cathodic protection
current in a uniform conductive environment
such as seawater, predictive models based on
‘first-principles’ methods can be very accurate
and form an important tool in the corrosion engi-
neer’s armoury. However, many corrosion processes
are very complex and the construction of first-
principles predictive models is currently difficult
(but seeChapter 2.38, Modeling of Aqueous Cor-
rosion and Chapter 2.39, Predictive Modeling of
Corrosion), and practical predictive models
often use relatively simple functions (possibly, but
not necessarily, based on theoretically expected
dependencies) that are calibrated using measured
data. Thus, such models are often concerned
more with fitting functions to data than with real
understanding of the corrosion process. One such
method, the use of neural networks, is discussed
in Chapter 2.40, Neural Network Methods for
Corrosion Data Reduction, while other data-based
models may be discussed in the context of the spe-
cific corrosion process.

2. Testing and developing understanding : While it may
not be appreciated by those who have not attempted
to develop models, one of the most powerful appli-
cations of modeling is to test understanding of
mechanisms. One of the fundamental reasons for
this is that the construction of a theoretically-
based model requires every aspect of a mechanism
to be exactly defined and quantified, which is often
not done (and may be essentially impossible with-
out constructing a model, due to the complexity of
corrosion processes) in the absence of the rigorous
analysis required by the modeling process. Then
the comparison of the output of the model with
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observations provides a challenging test of the
precision of understating of the mechanism. Fur-
thermore, the process of creating a model almost
inevitably enhances the understanding of the pro-
cess by those involved in the creation – a challenge
for modelers is often to convey their enhanced
understanding to others.

2.37.3 Modeling Methods

This section covers a number of modeling methods:

1. Modeling of electrochemical reactions
Electrochemical kinetic theory is well-developed,
and accurate models of the behavior of pure
metals in reasonably simple environments can be
developed. This is covered in Chapter 2.38,
Modeling of Aqueous Corrosion and Chapter
2.39, Predictive Modeling of Corrosion, which
demonstrates the detail required for the construc-
tion of accurate first-principles models.

2. Modeling of spatial distribution
For a number of corrosion processes, such as gal-
vanic corrosion, pitting corrosion, crevice corrosion,
and cathodic protection, the challenge is to evaluate
the distribution of reaction over the surface of a
component. In the simplest cases, such as cathodic
protection, it is sufficiently accurate to treat the
problem as that of potential and current distribution
in a uniform resistive medium. In more challenging
cases, such as pitting and crevice corrosion, it is
necessary to account for changes in the chemistry
of the solution and the consequent changes in reac-
tion kinetics. In this case, the techniques in the previ-
ous sectionbecome important, althoughmostwork in
this area tends to use rather simplified models of
interfacial chemistry. Such models have been devel-
oped for many years, but the advent of general-
purpose finite element programs has made these
methods much more accessible.Chapter 2.39, Pre-
dictive Modeling of Corrosion provides examples
of the state-of-the art in such modeling, but does not
go into the details of the principles underlying the
spatial aspects of the models, which are described in
outline in the following section.

3. Data-based modeling
Owing to the complexity of the interactions
between metallurgical structure, environment and
mechanical stress, many corrosion processes are
not yet amenable to theoretically-based modeling,
and predictive models must therefore be based
on measured data. Such models are then highly

dependent on both the quality and the quantity
of the measured data on which they are based.
We can define the ‘problem domain’ for a partic-
ular set of measured data as being a region in a
multidimensional space where each dimension
represents one of the variables that have a signifi-
cant effect on the behavior. For accurate models,
it is important that the measured data provide
an adequate coverage of the problem domain and
that the measured data have well-defined values
for all of the dimensions of the multidimensional
space. Unfortunately, this is rarely achieved, espe-
cially where real service data are concerned. The
modeling of the data then becomes a problem of
fitting the ‘best’ function to the measured values.
For small data sets, it is usually necessary to make
some simplifying assumptions about the behavior,
such as assuming linear dependencies and neglect-
ing interactions betweenvariables. If sufficient infor-
mation is available, more complex functions can be
fitted, such as higher-order polynomials. Neural
network methods (introduced in Chapter 2.40,
Neural Network Methods for Corrosion Data
Reduction) provide a particularly interesting
approach, whereby the functional relationship is
effectivelydetermined by the fitting process, rather
than being defined in advance.

2.37.4 Approaches to Modeling
Spatial and Time Distribution

When we are concerned with the spatial distribution
of corrosion (e.g., when attempting to model crevice
corrosion or pitting corrosion), either for the final
steady state or for incorporating the evolution over
time, the problem can almost invariably be expressed
as requiring the solution of a set of partial differen-
tial equations over the space and time concerned
(the ‘problem domain’) with specified boundary
conditions. Occasionally, it is possible to obtain an
analytical solution, but usually only in highly simpli-
fied cases. Consequently, it is normally necessary to
use a numerical method to obtain a solution. As a
generalization, many of the numerical methods aim
at converting the differential equations into a finite
(but usually large) set of simultaneous difference
equations. These can then be solved by conventional
methods for the solution of simultaneous equations
(essentially these write the simultaneous equations as
a matrix equation that can be solved by matrix inver-
sion). There are three approaches to this.
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2.37.4.1 Finite Difference Methods

In the finite difference method, the problem domain
is covered by a regular grid of points, the objective
then being to determine the values corresponding
to the solution to the system of differential equa-
tions at the grid points. These will be points with
a constant spacing along a line for a 1-dimensional
problem, crossing points of a square grid for a
2-dimensional problem and points on a cubic grid
for a 3-dimensional problem. (Some finite difference
methods use grid spacings that vary according to a
regular pattern, and these may offer advantages for
electrochemical problems.1) Then the solution can be
approximated by replacing the differential equations by
the corresponding difference equations. For the detailed
mathematics of the process (and an indication of the
large variety of methods that have been developed to
obtain a solution), the readers are referred to Britz,1 but
we can illustrate themethod bya simplified explanation.

We shall consider one of the simplest classes of
problems, that of determining the steady-state poten-
tial distribution in a uniform 2-dimensional conductor
(e.g., a conductive sheet). If we consider a grid point
somewhere in a 2-dimensional array (Figure 1), it is
easy to see that the best estimate of the true value
of the potential at a point is the average of the
corresponding potentials in the four nearest neighbors.
Thus, if V[x,y] is the potential at point x, y , we can
write

V x; y½ � ¼ V x � 1; y½ � þ V x þ 1; y½ � þ V x; y � 1½ �ð
þ V x; y þ 1½ �Þ=4

Edge and corner points and internal boundaries
will obviously have to be handled specially (and this
is where the boundary conditions will be introduced).
Writing the appropriate equations for all grid points
leads to a set of simultaneous equations, which can be
solved by matrix inversion or by a range of alternative

techniques (iterative solution methods are usually
used, because the arrangement of grid points in
the problem domain is normally very regular; these
effectively implement the matrix inversion in a very
efficient manner by taking advantage of the regularity).
The method has the advantage of conceptual simplic-
ity and relatively easy implementation without spe-
cialist software. However, it does not handle complex
geometries very well and it is inefficient for problems
where small regions need to be analyzed in detail in a
large problem domain (since this requires a very large
number of very closely spaced points).

2.37.4.2 Finite Element Method

The limitations of the finite difference method are, to
an extent, a result of the requirement to use an array
of elements of constant size and shape. The finite
element method provides the ability to use elements
of arbitrary (and variable) size and shape, although at
the expense of more complex mathematics; we shall
not attempt to explain the mathematical basis here
(see the Comsol web site2 for extensive documenta-
tion on the method and its application to electro-
chemical problems). Fortunately several programs,
both commercial and open-source, are available to
handle finite element problems. Most of these are
targeted to well-defined problems such as stress anal-
ysis and the analysis of heat flow in uniform media.
Heat flow is slightly more complex than current flow,
due to the heat capacity of the material, but the
steady-state temperature distribution will be identi-
cal to the steady-state voltage distribution. Because of
the greater generality and greater practical signifi-
cance, program literature will usually refer to the
analysis of thermal rather than electrical problems.

Some programs3 are able to handle problems
involving multiple physical processes (such as diffu-
sion, migration, and reaction) and provide a simple

V[x,y]

V[x,y+1]

V[x,y−1]

V[x+1,y]V[x−1,y]

Figure 1 2-Dimensional grid for finite difference analysis of potential distribution.
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way to analyze problems associated with the distri-
bution of corrosion processes.

2.37.4.3 Boundary Element Method

Both the finite difference and finite element methods
need to fill the problem domain with elements,
and consequently, it is often necessary to use very
large numbers of elements, with the result that
very large matrices need to be inverted (the matrix
size required is approximately proportional to the
square of the number of elements). The boundary
element method is based on analyzing only elements
on the boundaries of the problem domain. This
leads to a major reduction in the number of ele-
ments required, and hence the size of matrix that
needs to be inverted. However, the computational
benefits are not quite as significant as this would
suggest, as the matrix that needs to be inverted is
usually much more completely filled than for the
other methods, and the inversion is consequently
much slower for given matrix dimensions. Further-
more, the boundary element method can only be used
for a subset of possible characteristics within the

problem domain; fortunately the electrical behavior
of a uniform conductive material can be handled.
Hence this method is popular for the solution to
current distribution problems in cathodic protection.
A subsidiary benefit of themethod is that it can handle
problem domains with no exterior boundary (i.e., the
conductive medium can extend to infinity), which
is particularly useful for cathodic protection pro-
blems. It is beyond the scope of this article to describe
the mathematical basis of the boundary element
method and the readers are referred to appropriate
texts.4 As with the finite element method, commercial
software is available to implement the boundary ele-
ment method.
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Abbreviations
CCT Critical crevice temperature

CR Corrosion rate

HKF Helgeson–Kirkham–Flowers equation of state

Me Metal

MSA Mean spherical approximation

NRTL Nonrandom two-liquid (equation)

Ox Oxidized form

Re Reduced form

SHE Standard hydrogen electrode

UNIFAC Universal functional activity coefficient

(equation)

UNIQUAC Universal quasi-chemical (equation)

Symbols
ai Activity of species i

A Surface area

Aij Surface interaction coefficient for species i and j

b Tafel coefficient using decimal logarithms
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ci,b Bulk molar concentration of species i

ci,s Surface molar concentration of species i

Cp Heat capacity at constant pressure

d Characteristic dimension

Di Diffusion coefficientsta of species i

Dt Turbulent diffusion coefficient

e� Electron

E Potential

Eb Passivity breakdown potential

Ecorr Corrosion potential

Ecrit Critical potential for localized corrosion

Erp Repassivation potential

E0 Equilibrium potential

f Friction factor

fi Fugacity of species i

F Faraday constant

Gex Excess Gibbs energy

i Current density

ia Anodic current density

ia,ct Charge-transfer contribution to the anodic

current density

ia,L Limiting anodic current density

ic Cathodic current density

ic,ct Charge-transfer contribution to the cathodic

current density

ic,L Limiting cathodic current density

icorr Corrosion current density

ip Passive current density

irp Current density limit for measuring repassivation

potential

i0 Exchange current density

i* Concentration-independent coefficient in

expressions for exchange current density

Ji Flux of species i

kads Adsorption rate constant

kdes Desorption rate constant

ki Reaction rate constant for reaction i

km,i Mass transfer coefficient for species i

K Equilibrium constant

Kads Adsorption equilibrium constant

Ksp Solubility product

li Reaction rate for ith reaction

mi Molality of species i

m0 Standard molality of species i

ni Number of moles of species or electrons

Nu Nusselt number

Pr Prandtl number

R Gas constant

Rk Rate of production or depletion of species k

Re Reynolds number

S Supersaturation

Sc Schmidt number

Sh Sherwood number

t Time

T Temperature

ui Mobility of species i

vi Rate of reaction i

V Linear velocity

z Direction perpendicular to the surface

zi Charge of species i

a Thermal diffusivity

ai Electrochemical transfer coefficient for species i

b Tafel coefficient using natural logarithms

gi Activity coefficient of species i

di Nernst layer thickness for species i

DGads,i Gibbs energy of adsorption for species i

DH6¼ Enthalpy of activation

DF Potential drop

e Dielectric permittivity

h Dynamic viscosity

ui Coverage fraction of species i

uP Coverage fraction of passive layer

l Thermal conductivity

mi Chemical potential of species i

mi
0 Standard chemical potential

�mi Electrochemical potential of species i

n Kinematic viscosity

ni Stoichiometric coefficient of species i

r Density

F Electrical potential

ji Electrochemical transfer coefficient for reaction i

v Rotation rate

r Vector differential operator

�X Surface species X

2.38.1 Introduction

Aqueous corrosion is an extremely complex physical
phenomenon that depends on a multitude of factors
including the metallurgy of the corroding metal, the
chemistry of the corrosion-inducing aqueous phase,
the presence of other – solid, gaseous, or nonaqueous
liquid – phases, environmental constraints such as
temperature and pressure, fluid flow characteristics,
methods of fabrication, geometrical factors, and con-
struction features. This inherent complexity makes
the development of realistic physical models very
challenging and, at the same time, provides a strong
incentive for the development of practical models to
understand the corrosion phenomena, and to assist in
their mitigation. The need for tools for simulating
aqueous corrosion has been recognized in various
industries including oil and gas production and
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transmission, oil refining, nuclear and fossil power gen-
eration, chemical processing, infrastructure mainte-
nance, hazardous waste management, and so on. The
past three decades have witnessed the development of
increasingly sophisticated modeling tools, which has
been made possible by the synergistic combination of
improved understanding of corrosion mechanisms and
rapid evolution of computational tools.

Corrosion modeling is an interdisciplinary under-
taking that requires input from electrolyte thermo-
dynamics, surface electrochemistry, fluid flow and
mass transport modeling, and metallurgy. In this
chapter, we put particular emphasis on corrosion
chemistry by focusing on modeling both the bulk
environment and the reactions at the corroding inter-
face. The models that are reviewed in this chapter are
intended to answer the following questions:

1. What are the aqueous and solid species that give rise
to corrosion in a particular system? What are their
thermophysical properties, andwhat phase behavior
can be expected in the system? These questions
can be answered by thermodynamic models.

2. What are the reactions that are responsible for
corrosion at the interface? How are they influ-
enced by the bulk solution chemistry and by flow
conditions? How can passivity and formation of
solid corrosion products be related to environ-
mental conditions? How can the interfacial phe-
nomena be related to observable corrosion rates?
These questions belong to the realm of electro-
chemical kinetics and mass transport models.

3. What conditions need to be satisfied for the
initiation and long-term occurrence of localized
corrosion? This question can be answered by elec-
trochemical models of localized corrosion.

These models can be further used as a foundation for
larger-scale models for the spatial and temporal evo-
lution of systems and engineering structures subject
to localized and general corrosion. Also, they can be
combined with probabilistic and expert system-type
models of corrosion. Models of such kinds are, how-
ever, outside the scope of this review, and will be
discussed in companion chapters.

2.38.2 Thermodynamic Modeling of
Aqueous Corrosion

Historically, the first comprehensive approach to
modeling aqueous corrosion was introduced by Pour-
baix in the 1950s and 1960s on the basis of purely
thermodynamic considerations.1 Pourbaix1 devel-
oped the E–pH stability diagrams, which indicate

which phases are stable on a two-dimensional plane
as a function of the potential and pH. The potential
and pH were originally selected because they play a
key role as independent variables in electrochemical
corrosion. Just as importantly, they made it possible
to construct the stability diagrams in a semianalytical
way, which was crucial before the advent of computer
calculations. Over the past four decades, great prog-
ress has been achieved in the thermodynamics of
electrolyte systems, in particular for concentrated,
mixed-solvent, and high temperature systems. These
advances made it possible to improve the accuracy of
the stability diagrams and, at the same time, increased
the flexibility of thermodynamic analysis so that it can
go well beyond the E–pH plane.

The basic objective of the thermodynamics of
corrosion is to predict the conditions at which a given
metal may react with a given environment, leading to
the formation of dissolved ions or solid reaction pro-
ducts. Thermodynamics can predict the properties of
the system in equilibrium or, if equilibrium is not
achieved, it can predict the direction in which the
system will move towards an equilibrium state.
Thermodynamics does not provide any information
on how rapidly the system will approach equilibrium,
and, therefore, it cannot give the rate of corrosion.

The general condition of thermodynamic equilib-
rium is the equality of the electrochemical potential,
m�i in coexisting phases,2 that is,

m�i ¼ mi þ ziFf ¼ m0i þ RT ln ai þ ziFf ½1�
where mi is the chemical potential of species i; m0i , its
standard chemical potential; ai, the activity of the
species; zi, its charge; F, the Faraday constant; and f
is the electrical potential. The standard chemical
potential is a function of the temperature and, sec-
ondarily, pressure. The activity depends on the tem-
perature and solution composition and, to a lesser
extent, on pressure. The activity is typically defined
in terms of solution molality mi,

ai ¼ ðmi=m
0Þgi ½2�

where m0 is the standard molality unit (1mol kg�1

H2O), and gi is the activity coefficient. It should be
noted that the molality basis for species activity
becomes inconvenient for concentrated solutions
because molality diverges to infinity as the concentra-
tion increases to the pure solute limit. Therefore, the
mole fraction basis is more generally applicable for
calculating activities.3 Nevertheless, molality remains
the most common concentration unit for aqueous
systems and is used here for illustrative purposes.
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Computation of m0i and gi is the central subject in
electrolyte thermodynamics. Numerous methods,
with various ranges of applicability, have been
developed over the past several decades for their
computation. Several comprehensive reviews of the
available models are available (Zemaitis et al.,4

Renon,5 Pitzer,6 Rafal et al.,7 Loehe and Donohue,8

Anderko et al.3). In the next section, the current status
of modeling m0i and gi is outlined as it applies to the
thermodynamics of corrosion.

2.38.2.1 Computation of Standard-State
Chemical Potentials

The computation of the standard chemical potential
m0i requires the knowledge of thermochemical data
including

1. Gibbs energy of formation of species i at reference
conditions (298.15 K and 1 bar).

2. Entropy or, alternatively, enthalpy of formation at
reference conditions.

3. Heat capacity and volume as a function of temper-
ature and pressure.

For numerous species, these values are available in
various compilations (Chase et al.,9 Barin and Platzki,10

Cox et al.,11 Glushko et al.,12 Gurvich et al.,13 Kelly,14

Robie et al.,15 Shock and Helgeson,16 Shock et al.,17,18

Stull et al.,19 Wagman et al.,20 and others). In general,
thermochemical data are most abundant at near-
ambient conditions, and their availability becomes
more limited at elevated temperatures.

In the case of individual solid species, the chemi-
cal potential can be computed directly from tabulated
thermochemical properties according to the standard
thermodynamics.2 In the case of ions and aqueous
neutral species, the thermochemical properties listed
above are standard partial molar properties rather
than the properties of pure components. The standard
partial molar properties are defined at infinite dilution
in water. The temperature and pressure dependence of
the partial molar heat capacity and the volume of ions
and neutral aqueous species are quite complex because
they are manifestations of the solvation of species,
which is influenced by electrostatic and structural
factors. Therefore, the computation of these quantities
requires a realistic physical model.

An early approach to calculating the chemical
potential of aqueous species as a function of temper-
ature is the entropy correspondence principle of
Criss and Cobble.21 In this approach, heat capacities
of various types of ions were correlated with the
reference-state entropies of ions, thus making it

possible to predict the temperature dependence of
the standard chemical potential.

A comprehensive methodology for calculating
the standard chemical potential was developed by
Helgeson et al. (Helgeson et al.,22 Tanger and
Helgeson23). This methodology is based on a semi-
empirical treatment of ion solvation, and results in an
equation of state for the temperature and pressure
dependence of the standard molal heat capacities
and volumes. Subsequently, the heat capacities and
volumes are used to arrive at a comprehensive equation
of state for standardmolalGibbs energyand, hence, the
standard chemical potential. The method is referred to
as the HKF (Helgeson–Kirkham–Flowers) equation of
state. An important advantage of the HKF equation is
the availability of its parameters for a large number of
ionic and neutral species (Shock and Helgeson,16

Shock et al.,18 Sverjensky et al.24). Also, correlations
exist for the estimation of the parameters for species
for which little experimental information is available.
TheHKFequation of state has been implemented both
in publicly available codes (Johnson et al.25) and in
commercial programs. A different equation of state
for standard-state properties has been developed on
the basis of fluctuation solution theory (Sedlbauer
et al.,26 Sedlbauer and Majer27). This equation offers
improvement overHKF for nonionic solutes and in the
near-critical region. However, the HKF remains as the
most widely accepted model for ionic solutes.

2.38.2.2 Computation of Activity
Coefficients

In real solutions, the activity coefficients of spe-
cies deviate from unity because of a variety of
ionic interaction phenomena, including long-range
Coulombic interactions, specific ion–ion interactions,
solvation phenomena, and short-range interactions
between uncharged and charged species. Therefore,
a practically-oriented activity coefficient model must
represent a certain compromise between physical
reality and computational expediency.

The treatment of solution chemistry is a particu-
larly important feature of an electrolyte model. Here,
the term ‘solution chemistry’ encompasses ionic dis-
sociation, ion pair formation, hydrolysis of metal ions,
formation of metal–ligand complexes, acid–base
reactions, and so on. The available electrolyte models
can be grouped in three classes:

1. models that treat electrolytes on an undissociated
basis,

2. models that assume complete dissociation of all
electrolytes into constituent ions, and
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3. speciation-based models, which explicitly treat the
solution chemistry.

The models that treat electrolytes as undissociated
components are analogous to nonelectrolyte mixture
models. They are particularly suitable for supercriti-
cal and high temperature systems, in which ion pairs
predominate. Although this approach may also be
used for phase equilibrium computations at moderate
conditions (e.g., Kolker et al.28), it is not suitable for
corrosion modeling because it ignores the existence
of ions. The models that assume complete dissocia-
tion are the largest class of models for electrolytes
at typical conditions. Compared with the models
that treat electrolytes as undissociated or completely
dissociated, the speciation-based models are more
computationally demanding because of the need to
solve multiple reactions and phase equilibria. Another
fundamental difficulty associated with the use of spe-
ciation models lies in the need to define and charac-
terize the species that are likely to exist in the system.
In many cases, individual species can be clearly
defined and experimentally verified in relatively
dilute solutions. At high concentrations, the chemical
identity of individual species (e.g., ion pairs or com-
plexes) becomes ambiguous because a given ion has
multiple neighbors of opposite sign, and, thus, many
species lose their distinct chemical character. There-
fore, the application of speciation models to concen-
trated solutions requires a careful analysis to separate
the chemical effects from physical nonideality effects.

It should be noted that, as long as only phase
equilibrium computations are of interest, comparable
results could be obtained with models that belong to
various classes. For example, the overall activity coef-
ficients and vapor–liquid equilibria of many transi-
tion metal halide solutions, which show appreciable
complexation, can be reasonably reproduced using
Pitzer’s29 ion-interaction approach without taking
speciation into account. However, it is important to
include speciation effects for modeling the thermody-
namics of aqueous corrosion. This is due to the fact
that the presence of individual hydrolyzed forms,
aqueous complexes, and so on is often crucial for the
dissolution of metals and metal oxides. It should be
noted that activity coefficients of individual species
are different in fully speciated models than in models
that treat speciation in a simplified way. Therefore, it is
important to use activity coefficients that have been
determined in a fully consistent way, that is, by assum-
ing the appropriate chemical species in the solution.

The theory of liquid-phase nonideality is well-
established fordilute solutions.A limiting law for activity

coefficients was developed by Debye and Hückel30 by
considering the long-range electrostatic interactions of
ions in a dielectric continuum. The Debye–Hückel the-
ory predicts the activity coefficients as a function of the
ionic charge and dielectric constant and density of
the solvent. It reflects only electrostatic effects and,
therefore, excludes all specific ionic interactions. There-
fore, its range of applicability is limited to �0.01M for
typical systems. Several modifications of the Debye–
Hückel theory have been proposed over the past several
decades. The most successful modification was devel-
oped by Pitzer29 who considered hard-core effects
on electrostatic interactions. A more comprehensive
treatment of the long-range electrostatic interactions
can be obtained from the mean-spherical approxima-
tion (MSA) theory,31,32 which provides a semianalyti-
cal solution for ions of different sizes in a dielectric
continuum. The MSA theory results in a better pre-
diction of the long-range contribution to activity coef-
ficients at somewhat higher electrolyte concentrations.

The long-range electrostatic term provides a base-
line for constructing models that are valid for elec-
trolytes at concentrations that are important in
practice. In most practically-oriented electrolyte
models, the solution nonideality is defined by the
excess Gibbs energy Gex. The excess Gibbs energy
is calculated as a sum of the long-range term and one
or more terms that represent ion–ion, ion–molecule,
and molecule–molecule interactions:

Gex ¼ Gex
long-range þ Gex

specific þ � � � ½3�
where the long-range contribution is usually calcu-
lated either from the Debye–Hückel or the MSA
theory, and the specific interaction term(s) repre-
sent(s) all other interactions in an electrolyte solu-
tion. Subsequently, the activity coefficients are
calculated according to standard thermodynamics2 as

ln gi ¼
1

RT

@Gex

@ni

� �
T ;P;nj 6¼i

½4�

Table 1 lists a number of activity coefficient models
that have been proposed in the literature, and shows
the nature of the specific interaction terms that have
been adopted. In general, these models can be sub-
divided into two classes:

1. models for aqueous systems; in special cases, such
models can also be used for other solvents as long
as the system contains a single solvent;

2. mixed-solvent electrolyte models, which allow
multiple solvents as well as multiple solutes.

The aqueous electrolyte models incorporate various
ion interaction terms, which are usually defined
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Table 1 Summary of representative models for calculating activity coefficients in electrolyte systems

Reference Terms Features

Aqueous (or single-solvent) electrolyte models

Debye and Hückel30 Long-range Limiting law valid for very dilute solutions

Guggenheim33,34 Long-rangeþ ion interaction Simple ion interaction term to extend the Debye–Hückel
limiting law; applicable to fairly dilute solutions

Helgeson35 Long-rangeþ ion interaction Ion interaction term to extend the limiting law; applicable to

fairly dilute solutions
Pitzer29 Long-rangeþ ion interaction Ionic strength-dependent virial coefficient-type ion

interaction term; revised Debye–Hückel limiting law;

applicable to moderately concentrated solutions (�6m)

Bromley36 Long rangeþ ion interaction Ionic strength dependent ion interaction term; applicable to
moderately concentrated solutions (�6m)

Zemaitis37 Long-rangeþ ion interaction Modification of the model of Bromley36 to increase

applicability range with respect to ionic strength

Meissner38 One-parameter correlation as a
function of ionic strength

Generalized correlation to calculate activities based on a
limited amount of experimental information

Pitzer and

Simonson,39 Clegg
and Pitzer40

Long-rangeþ ion interaction Mole fraction-based expansion used for the ion interaction

term; applicable to concentrated systems up to the fused
salt limit

Mixed-solvent electrolyte models

Chen et al.41 Long-rangeþ short-range Local-composition (NRTL) short-range term
Liu and Watanasiri42 Long-rangeþ short-

rangeþelectrostatic solvation

(Born)þ ion interaction

Modification of the model of Chen et al.41 using a

Guggenheim-type ion interaction term for systemswith two

liquid phases

Abovsky et al.43 Long-rangeþ short-range Modification of the model of Chen et al.41 using
concentration-dependent NRTL parameters to extend

applicability range with respect to electrolyte

concentration

Chen et al.44 Long-rangeþ short-rangeþ ion
hydration

Modification of the model of Chen et al.41 using an analytical
ion hydration term to extend applicability with respect to

electrolyte concentration

Chen and Song45 Long-rangeþ short-
rangeþelectrostatic solvation

(Born)

Modification of the model of Chen et al.41 by introducing
segment interactions for organic molecules

Sander et al.46 Long-rangeþ short-range Local composition model (UNIQUAC) with concentration-

dependent parameters used for short-range term
Macedo et al.47 Long-rangeþ short-range Local composition model (UNIQUAC) with concentration-

dependent parameters used for short-range term

Kikic et al.48 Long-rangeþ short range Local composition group contribution model (UNIFAC) used

for short-range term
Dahl and Macedo49 Short-range Undissociated basis; no long-range contribution; group

contribution model (UNIFAC) used for short-range term

Iliuta et al.50 Long-rangeþ short-range Local composition (UNIQUAC) model used for short-range
term

Wu and Lee31 Extended long-range (MSA) Mean-spherical approximation (MSA) theory used for the

long-range term

Li et al.51 Long rangeþ ion interactionþ short
range

Virial-type form used for the ion interaction term; local
composition used for short-range term

Yan et al.52 Long-rangeþ ion interactionþ short

range

Group contribution models used for both the ion interaction

term and short-range term (UNIFAC)

Zerres and
Prausnitz53

Long-rangeþ short rangeþ ion
solvation

Van Laar model used for short-range term; stepwise ion
solvation model

Kolker et al.28 Short-range Undissociated basis; no long-range contribution

Wang et al.54,55 Long rangeþ ion interactionþ short
range

Ionic strength-dependent virial expansion-type ion
interaction term; local composition (UNIQUAC) short-range

term; detailed treatment of solution chemistry

Papaiconomou

et al.32
Extended long-range

(MSA)þ short-range

MSA theory used for the long-range term; local composition

model (NRTL) used for the short-range term
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in the form of virial-type expansions in terms of
molality or mole fractions (see Table 1). Among
these models, the Pitzer29 molality-based model has
found wide acceptance. Parameters of the Pitzer29

model are available in the open literature for a large
number of systems.6

The mixed-solvent electrolyte models are
designed to handle a wider variety of chemistries.
They invariably use the mole fraction and concentra-
tion scales. A common approach in the construction
of mixed-solvent models is to use local-composition
models for representing short-range interactions.
The well-known local-composition models include
NRTL, UNIQUAC, and its group-contribution ver-
sion, UNIFAC (see Prausnitz et al.56 and Malanowski
and Anderko57 for a review of these models). The
local composition models are commonly used for
nonelectrolyte mixtures and, therefore, it is natural
to use them for short-range interactions in electrolyte
systems. The combination of the long-range and
local-composition terms is typically sufficient for
representing the properties of moderately concen-
trated electrolytes in any combination of solvents.
For systems that may reach very high concentrations
with respect to electrolyte components (e.g., up to the
fused salt limit), more complex approaches have
been developed. One viable approach is to explicitly
account for hydration and solvation equilibria in
addition to using the long-range and short-range
local composition terms (Zerres and Prausnitz,53

Chen et al.44). A particularly effective approach is
based on combining virial-type ion interaction
terms with local composition models (Li et al.,51 Yan
et al.,52 Wang et al.54,55). In such combined models, the
local-composition term reflects the nonelectrolyte-like
short-range interactions, whereas the virial-type ion
interaction term represents primarily the specific
ion–ion interactions that are not accounted for by the
long-range contribution. These and other approaches
are summarized in Table 1. Among the models sum-
marized inTable 1, the models of Pitzer,29 Zemaitis,37

Chen et al.41 (including their later modifications),44,45

andWang et al.54,55 have been implemented in publicly
available or commercial simulation programs.

2.38.2.3 Electrochemical Stability Diagrams

The E–pH diagrams, commonly referred to as the
Pourbaix1 diagrams, are historically the first, and
remain the most important class of electrochemical
stability diagrams. They were originally constructed
for ideal solutions (i.e., on the assumption that gi¼ 1),

which was the only viable approach at the time
when they were introduced.1 The essence of the
procedure for generating the Pourbaix diagrams is
analyzing all possible reactions between all – aqueous
or solid – species that may exist in the system. The
simultaneous analysis of the reactions makes it possi-
ble to determine the ranges of potential and pH at
which a given species is stable. The reactions can be
conveniently subdivided into two classes, that is,
chemical and electrochemical reactions. The chemi-
cal reactions can be written without electrons, that isX

niMi ¼ 0 ½5�
Then, the equilibrium condition for the reaction is
given in terms of the chemical potentials of individ-
ual species by X

nimi ¼ 0 ½6�
According to eqn [1], eqn [6] can be further rewritten
in terms of species activities as

X
ni ln ai ¼ �

P
nim0i
RT

¼ ln K ½7�
where the right-hand side of eqn [7] is defined as the
equilibrium constant because it does not depend on
species concentrations.

In contrast to the chemical reactions, the electro-
chemical reactions involve electrons, e�, as well as
chemical substances Mi, that isX

niMi þ n e� ¼ 0 ½8�
The equilibrium state of an electrochemical reaction is
associated with a certain equilibrium potential. Since
electrode potential cannot be measured on an absolute
basis, it is necessary to choose an arbitrary scale against
which the potentials can be calculated. If a reference
electrode is selected, the equilibrium state of the reac-
tion that takes place on the reference electrode is given
by an equation analogous to eqn [8], that isX

ni;refMi;ref þ n e� ¼ 0 ½9�
Then, the equilibrium potential E0 of eqn [8] is given
with respect to the reference electrode as

E0 � E0;ref ¼
P

nimi �
P

nI ;refmi;ref
nF

½10�
According to a generally used convention, the stan-
dard hydrogen electrode (SHE) (i.e., HþðaHþ ¼ 1Þ=
H2ðfH2

¼ 1Þ) is used as a reference. The corresponding
reaction that takes place on the SHE is given by

Hþ � 1

2
H2 þ e� ¼ 0 ½11�
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Then, eqn [10] becomes

E0 � E0;ref ¼
P

nimi � n m0
Hþ � 1

2 m
0
H2

� �
nF

½12�
In eqn [12], the standard chemical potentials m0H and
m0H2

as well as the reference potential E0;ref are equal
to zero at T¼ 298.15 K. For practical calculations at
temperatures other than 298.15 K, two conventions
can be used for the reference electrode. According to
a universal convention established by the Interna-
tional Union of Pure and Applied Chemistry (the
‘Stockholm convention’), the potential of SHE is
arbitrarily defined as zero at all temperatures (i.e.,
E0;ref ¼ 0). When this convention is employed, eqn
[12] is used as a working equation with E0;ref ¼ 0. In
an alternate convention, the SHE reference potential
is equal to zero only at room temperature, and its
value at other temperatures depends on the actual,
temperature-dependent values of m0

Hþ and m0H2
. In

this case, it is straightforward to show (see Chen
and Aral,58 Chen et al.,59) that eqn [12] becomes

E0 ¼
P

nimi
nF

½13�
at all temperatures. Equation [13] can be further
rewritten in terms of activities as

E0¼
P

nim0i
nF

þRT

nF

X
ni ln ai ¼ E00 þ

RT

nF

X
ni ln ai ½14�

where E00 is the standard equilibrium potential, which
is calculated from the values of the standard chemical
potentials m0i .

For a brief outline of the essence of the Pourbaix
diagrams, let us consider a generic reaction in which
two species, A and B, undergo a transformation. The
only other species that participate in the reaction are
hydrogen ions and water, that is:

aAþ cH2Oþ ne� ¼ bBþ mHþ ½15�
If eqn [15] is a chemical reaction (i.e., if n¼ 0), then its
equilibrium condition (eqn [7]) can be rewritten as

mpH ¼ log
aaB
aaA

� �
� logK � logacH2O

½16�

where pH ¼ �logaHþ , and decimal rather than natu-
ral logarithms is used. For dilute solutions, it is appro-
priate to assume that aH2O ¼ 1, and the last term on
the right-hand side of eqn [16] vanishes. If we assume
that the components A and B are aqueous dissolved
species and their activities are equal, eqn [16] defines
the boundary between the predominance areas of spe-
cies A and B. If one of the species (A or B) is a pure

solid and the other is an aqueous species, the activity of
the solid is equal to one and the activity of the aqueous
species can be set equal to a certain predetermined,
typically small, value (e.g., 10�6). Then, eqn [16] repre-
sents the boundary between a solid and an aqueous
species at a fixed value of the dissolved species activ-
ity. Similarly, for a boundary between two pure solid
phases, the activities of the species A and B are equal to
one. Such a boundary is represented by a vertical line in
a potential–pH space, and its location depends on the
equilibrium constant according to eqn [16].

If eqn [15] represents an electrochemical reaction
(i.e., n 6¼ 0), the equilibrium condition (eqn [14])
becomes

E0¼ E00 þ
RT

nF
ln

aaA

abB
þRT

nF
ln aH2Oþ

RT ln 10

F

m

n
pH ½17�

As with the chemical reactions, the term that involves
the activity of water vanishes for dilute solutions, and
the ratio of the activities of species A and B can be
fixed to represent the boundary between the pre-
dominance areas of two species. Under such assump-
tions, the plot of E versus pH is a straight line with
a slope determined by the stoichiometric coefficients
m and n.

Thus, for each species, boundaries can be estab-
lished using eqns [16] and [17]. As long as the sim-
plifying assumptions described above are met, the
boundaries can be calculated analytically. By consid-
ering all possible boundaries, stability regions can be
determined using an algorithm described by Pour-
baix.1 Sample E–pH diagrams are shown for iron in
Figure 1.

One of the main reasons for the usefulness of
stability diagrams is the fact that they can illustrate
the interplay of various partial processes of oxidation
and reduction. The classical E–pH diagrams contain
two dashed lines, labeled as ‘a’ and ‘b,’ which are
superimposed on the diagram of a given metal (see
Figure 1). The dashed line ‘a’ represents the condi-
tions of equilibrium between water (or hydrogen
ions) and elemental hydrogen at unit hydrogen fugac-
ity, that is

Hþ þ e� ¼ 0:5H2 ðline ‘a’Þ ½18�
The ‘b’ line describes the equilibrium between water
and oxygen, also at unit fugacity,

O2 þ 4Hþ þ 4e� ¼ 2H2O ðline ‘b’Þ ½19�
Accordingly, water will be reduced to form hydrogen
at potentials below line ‘a,’ and will be oxidized to
form oxygen at potentials above line ‘b.’ The location
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of the ‘a’ and ‘b’ lines on the diagram indicates
whether a given redox couple is thermodynamically
possible. For example, in the region between the line
‘a’ and the upper edge of the stability region of Fe(s) in
Figure 1, the anodic reaction of iron oxidation can be
coupled with the cathodic reaction of water or hydro-
gen ion reduction. In such a case, the measurable
open-circuit potential of the corrosion process will
establish itself between the line ‘a’ and the equilib-
rium potential for the oxidation of iron (i.e., the upper
edge of the Fe(s) region). If the potential lies above

line ‘a,’ then water reduction is no longer a viable
cathodic process, and the oxidation of iron must be
coupled with another reduction process. In the pres-
ence of oxygen, reaction eqn [19] can provide such a
reaction process. In such a case, the open-circuit
(corrosion) potential will establish itself at a higher
value for which the upper limit will be defined by
line ‘b.’

Pourbaix1 subdivided various regions of the E–pH
diagrams into three categories, that is, immunity,
corrosion, and passivation. The immunity region
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Figure 1 E–pH (Pourbaix) diagrams for iron at 25 �C (upper diagram) and 300 �C (lower diagram). At 300 �C, the conditions

of the experiments of Partridge and Hall60 are superimposed on the diagram. The vertical bars show the range between the

equilibrium potentials for the reduction of H+ and oxidation of Fe, thus bracketing the mixed potential in the experiments.
The numbers under the bars denote the experimentally determined relative attack. The diagrams have been generated

using the Corrosion Analyzer software61 using the algorithm of Anderko et al.62
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encompasses the stability field of elemental metals.
The corrosion region corresponds to the stability of
dissolved, either ionic or neutral species. Finally,
passivation denotes the region in which solid oxides
or hydroxides are stable. In Figure 1, the immunity
and passivation regions are shaded, whereas the cor-
rosion region is not. It should be noted that this
classification does not necessarily reflect the actual
corrosion behavior of a metal. Only immunity has
a strict significance in terms of thermodynamics
because in this region the metal cannot corrode
regardless of the time of exposure. The stability of
dissolved species in the ‘corrosion’ region does not
necessarily mean that the metal rapidly corrodes in
this area. In reality, the rate of corrosion in this region
may vary markedly because of kinetic reasons. Pas-
sivation is also an intrinsically kinetic phenomenon
because the protectiveness of a solid layer on the
surface of a metal is determined not by its low solu-
bility alone. The presence of a sparingly soluble solid
is typically a necessary, but not sufficient condition
for passivity.

Although the E–pH diagrams indicate only the
thermodynamic tendency for the stability of various
metals, ions, and solid compounds, they may still
provide useful qualitative clues as to the expected
trends in corrosion rates. This is illustrated in the
lower diagram of Figure 1. In this diagram, the vertical
bars denote the difference between the equilibrium
potentials for the reduction of water and oxidation of
iron. Thus, the bars indicate the tendency of the
metal to corrode in deaerated aqueous solutions
with varying pH. They bracket the location of the
corrosion potential and, thus, indicate whether the
corrosion potential will establish itself in the ‘corro-
sion’ or ‘passivation’ regions. The numbers associated
with the bars represent the experimentally deter-
mined relative attack. It is clear that the observed
relative attack is substantially greater in the regions
where a solid phase is predicted to be stable than in
the regions where no solid phase is predicted. Thus,
subject to the limitations discussed above, the stabil-
ity diagrams can be used for the qualitative assess-
ment of the tendency of metals to corrode, and for
estimating the range of the corrosion potential.

Following the pioneering work of Pourbaix and
his coworkers, further refinements of stability dia-
grams were made to extend their range of applicabil-
ity. These refinements were made possible by the
progress of the thermodynamics of electrolyte solu-
tions and alloys. Specifically, further developments
focused on

1. generation of diagrams at elevated temperatures,
2. taking into account the active solution species

other than protons and water molecules,
3. introduction of solution nonideality, which influ-

ences the stability of species through realistically
modeled activity coefficients,

4. introduction of alloying effects by accounting for
the formation of mixed oxides and the nonideality
of alloy components in the solid phase, and

5. flexible selection of independent variables, other
than E and pH, for the generation of diagrams.

2.38.2.3.1 Diagrams at elevated temperatures

The key to the construction of stability diagrams
at elevated temperatures is the calculation of the
standard chemical potentials m0i of all individual spe-
cies as a function of temperature. In earlier studies,
the entropy correspondence principle of Criss and
Cobble21 was used for this purpose. Macdonald and
Cragnolino63 reviewed the development of E–pH dia-
grams at elevated temperatures until the late 1980s.

The HKF equation of state22,23 formed a compre-
hensive basis for the development of E–pH diagrams
at temperatures up to 300 �C for iron, zinc, chro-
mium, nickel, copper, and other metals (Beverskog
and Puigdomenech,64–69 Anderko et al.62) An example
of a high temperature E–pH diagram is shown for Fe
at 300 �C in the lower diagram of Figure 1. Compar-
ison of the Fe diagrams at room temperature and
300 �C shows a shift in the predominance domains
of cations to lower pH values and an expansion of the
domains of metal oxyanions at higher pH values.
Such effects are relatively common for metal–water
systems.

2.38.2.3.2 Effect of multiple active species

The concept of stability diagrams can be easily
extended to solutions that contain multiple chemi-
cally active species other than H+ and H2O. In such a
general case, the simple reaction eqn [15] needs to be
extended as

nXX þ
Xk
i¼1

niAi ¼ Y þ nee� ½20�

where the species X and Y contain at least one com-
mon element and Ai (i¼ 1, . . ., k) are the basis species
that are necessary to define equilibrium equations
between all species containing a given element. Reac-
tion eqn [20] is normalized so that the stoichiometric
coefficient for the right-hand side species (Y ) is
equal to 1. Such an extension results in generalized
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expressions for the boundaries between predomi-
nance regions (eqns [16] and [17]). The equilibrium
expression for the chemical reactions (eqn [20] with
ne ¼ 0) then becomes

lnK ¼ ln aY � nX ln aX �
Xk
i¼1

ni ln aAi

 !

¼ 1

RT
m0Y � m0X �

Xk
i¼1

nim0Ai

 !
½21�

and the expression for an electrochemical reaction
(eqn [20] with ne 6¼ 0) takes the form:

E0¼ E0
0 þ

RT

Fne
ln aY � nX ln aX �

Xk
i¼1

ni ln aAi

 !
½22�

Thus, the expression for the boundary lines become
more complicated but the algorithm for generating
the diagrams remains the same, that is, the predomi-
nance areas can still be determined semianalytically.

The strongest effect of solution species on the
stability diagrams of metals is observed in the case
of complex-forming ligands and species that form
stable, sparingly soluble solid phases other than
oxides or hydroxides (e.g., sulfides or carbonates). Sev-
eral authors focused on stability diagrams for metals
such as iron, nickel, or copper in systems containing
sulfur species (Biernat and Robbins,70 Froning et al.,71

Macdonald and Syrett,72 Macdonald et al.,73,74 Chen
and Aral,58 Chen et al.,59 Anderko and Shuler75).
This is due to the importance of iron sulfide phases,
which have a strong tendency to form in aqueous
environments even at very low concentrations of dis-
solved hydrogen sulfide. The stability domains of
various iron sulfides can be clearly rationalized
using E–pH diagrams. Diagrams have also been devel-
oped for metals in brines (Pourbaix,76 Macdonald
and Syrett,72 Macdonald et al.,73,74 Kesavan et al.,77

Muñoz-Portero et al.78). The presence of halide ions
manifests itself in the stability of various metal–
halide complexes. Typically, the effect of halides on
the thermodynamic stability is less pronounced than
the effect of sulfides. However, concentrated brines
can substantially shrink the stability regions of metal
oxides and promote the active behavior of metals.
An example of such effects is provided by the dia-
grams for copper in concentrated bromide brines
(Muñoz-Portero et al.78) Effects of formation of vari-
ous carbonate and sulfate phases have also been
reported (Bianchi and Longhi,79 Pourbaix76).

The formation of complexes of metal ions with
organic ligands (e.g., chelants) frequently leads to a

significant decrease in the stability of metal oxides,
which may, under some conditions, indicate an
increased dissolution tendency in the passive state
(Silverman,80,81 Kubal and Panacek,82 Silverman and
Silverman83). An important example of the impor-
tance of complexation is provided by the behavior
of copper and other metals in ammoniated environ-
ments. Figure 2 (upper diagram) illustrates an E–pH
diagram for copper in a 0.2m NH3 solution. As
shown in the figure, the copper oxide stability field
is bisected by the stability area of an aqueous com-
plex. The formation of a stable dissolved complex
indicates that the passivity of copper and copper-base
alloys may be adversely affected in weakly alkaline
NH3-containing environments. In reality, ammonia
attack on copper-base alloys is observed in steam
cycle environments.63 Stability diagrams are a useful
tool for the qualitative evaluation of the tendency of
metals to corrode in such environments.

2.38.2.3.3 Diagrams for nonideal solutions

As long as the solution is assumed to be ideal (i.e.,
gi ¼ 1 in eqn [2]), the chemical and electrochemical
equilibrium expressions can be written in an analyti-
cal form, and the E–pH diagrams can be generated
semianalytically. For nonideal solutions, the analyti-
cal character of the equilibrium lines can be pre-
served if fixed activity coefficients are assumed for
each species (see Bianchi and Longhi79). However,
such an approach does not have a general character
because the activities of species change as a function of
pH. This is due to the fact that, in real systems, pH
changes result from varying concentrations of acids
and bases, which influence the activity coefficients of
all solution species. In a nonideal solution, the activities
of all species are inextricably linked to each other
because they all are obtained by differentiating the
solution’s excess Gibbs energy with respect to the num-
ber of moles of the individual species.2 Therefore, in a
general case, the equilibrium expressions (eqns [21] and
[22]) can no longer be expressed by analytical expres-
sions. This necessitates a modification of the algorithm
for generating stability diagrams. A general methodol-
ogy for constructing stability diagrams of nonideal
solutions has been developed by Anderko et al.62

In general, the nonideality of aqueous solutions
may shift the location of the equilibrium lines
because the activity coefficients may vary by one or
even two orders of magnitude. Such effects become
pronounced in concentrated electrolyte solutions and
in mixed-solvent solutions, in which water is not
necessarily the predominant solvent.
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2.38.2.3.4 Diagrams for alloys

The vast majority of the published stability diagrams
have been developed for pure metals. However, sev-
eral studies have been devoted to generating stability
diagrams for alloys, particularly those from the
Fe–Ni–Cr–Mo family (Cubicciotti,84,85 Beverskog
and Puigdomenech,69 Yang et al.,86 Anderko et al.87).
In general, a stability diagram for an alloy is a super-
position of partial diagrams for the individual com-
ponents of the alloy.69 However, the partial diagrams

are not independent because the alloy components
form a solid solution and, therefore, their properties
are linked. The superposition of partial diagrams
makes it possible to analyze the tendency of alloy
components for preferential dissolution. This may
be the case when a diagram indicates that one alloy
component has a tendency to form a passivating
oxide, whereas another component has a tendency
to form ions. Also, stability diagrams indicate in a
simple way which alloy component is more anodic.
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Figure 2 Use of thermodynamic stability diagrams to analyze the effect of ammonia on the corrosion of copper. The upper

plot is an E–pH diagram for Cu in a 0.2m NH3 solution. The lower plot is a potential–ammonia molality diagram.
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There are two key effects of alloying on thermo-
dynamic equilibrium, that is, the formation of mixed
solid corrosion products and the nonideality of alloy
components in the solid phase. The formation of
mixed solid corrosion products may be particularly
significant for passive systems. Fe–Ni–Cr alloys may
form mixed oxides, including NiFe2O4, FeCr2O4, and
NiCr2O4. Such oxides may be more stable than the
single oxides of chromium, nickel, and iron, which
appear in stability diagrams for pure metals. E–pH
diagrams that include mixed oxide phases have been
reported by Cubicciotti,84,85 Beverskog and Puigdo-
menech,69 and Yang et al.86 for Fe–Ni–Cr alloys in
ideal aqueous solutions.

Another fundamental effect of alloying on the
thermodynamic behavior results from the nonideal-
ity of the solid solution phase. In contrast to pure
metals, the activity of a metal in an alloy is no longer
equal to 1. This affects the value of the equilibrium
potential for metal dissolution, which determines
the upper boundary of the stability field of an alloy
component on an E–pH diagram. As with the liquid
phase, the activity of solid solution components
can be obtained from a comprehensive excess Gibbs
energy model of the solid phase. Thermodynamic
modeling of alloys is a very wide area of research,
which is beyond the scope of this chapter (see
Lupis88 and Saunders and Miodownik89 for reviews).
Detailed models have been developed for the ther-
modynamic behavior of alloys on the basis of high
temperature data that are relevant to metallurgical
processes. These models can be, in principle, extrapo-
lated to lower temperatures that are of interest in
aqueous corrosion. Despite the inherent uncertainties
associated with extrapolation, estimates of activities of
alloy components can be obtained in this way and
incorporated into the calculation of stability diagrams.
Such an approach was used by Anderko et al.87 in a
study in which solid solution models were coupled
with an algorithm for generating stability diagrams
for Fe–Ni–Cr–Mo–C and Cu–Ni alloys. In that work,
the solid solution models of Hertzman,90 Hertzman
and Jarl,91 and Anderson and Lange92 were imple-
mented to estimate the activities of alloy components.

It should be noted that the effect of varying activ-
ities of alloy components on E–pH diagrams is rela-
tively limited. This is due to the fact that alloy phase
nonideality, while crucial for modeling alloy metal-
lurgy, is only a secondary contribution to the ener-
getics of reactions between metals and aqueous
species. The effect of alloy solution nonideality man-
ifests itself in a limited shift of the upper boundary of

the metal stability area in E–pH diagrams. The effect
of mixed oxide phases is usually much more pro-
nounced on stability diagrams.

2.38.2.3.5 Potential–concentration diagrams
Once the thermodynamic treatment of solution
chemistry is extended to allow for the effect of spe-
cies other than H+ and H2O (see eqns [21] and [22]),
other independent variables become possible in addi-
tion to E and pH. The chemical and electrochemical
boundaries can then be calculated as a function of
concentration variables other than pH. In particular,
the stability diagrams can be generated as a function
of the concentration of active solution species that
may react with metals through precipitation, com-
plexation, or other reactions. Thus, an extension of
E–pH diagrams to E–species concentration diagrams
is relatively straightforward. The algorithm devel-
oped by Anderko et al.62 for nonideal solutions is
equally applicable to E–pH and E–concentration dia-
grams. An example of such a diagram is provided in
the lower plot of Figure 2. This plot is an E–NH3

molality diagram and illustrates the thermodynamic
behavior of copper when increasing amounts of
ammonia are added to an aqueous environment. In
this simulation, pH varies with ammonia concentra-
tion. However, pH is less important in this case
than the concentration of NH3 because the stability
of copper oxide is controlled by the formation of
copper–ammonia complexes. The diagram indi-
cates at which concentration of ammonia the copper
oxide film becomes thermodynamically unstable,
thus increasing the tendency for metal dissolution.

2.38.2.4 Chemical Equilibrium
Computations

While the E–concentration diagrams are merely an
extension of Pourbaix’s original concept of stability
diagrams, a completely different kind of thermody-
namic analysis can also be performed using electro-
lyte thermodynamics. This kind of analysis relies
on solving the chemical equilibrium expressions
without using the potential as an independent vari-
able. Assuming that temperature, pressure, and start-
ing amounts of components (both metals and solution
species) are known, the equilibrium state of the
system of interest can be found by simultaneously
solving the following set of equations:

1. chemical equilibrium equations (eqn [6]) for a
linearly independent set of reactions that link all
the species that exist in the system; this set of
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equations also includes solid–liquid equilibrium
reactions (or precipitation equilibria);

2. if applicable, vapor–liquid and, possibly, liquid–
liquid equilibrium equations (i.e., the equality of
chemical potentials of species in coexisting phases),

3. material balance equations for each element in the
system, and

4. electroneutrality balance condition.

Once the solution is found, the potential can be
calculated using the Nernst equation for any redox
pair in the equilibrated system. It should be noted
that procedures for solving these equations are very
involved and require sophisticated numerical techni-
ques. Methods for solving such electrolyte equilib-
rium problems were reviewed by Zemaitis et al.4 and
Rafal et al.,7 and will not be discussed here.

The solution of the chemical equilibrium conditions
provides detailed information about the thermodynam-
ically stable form(s) of the metal in a particular system.
This is in contrast with the information presented on
the E–pH diagrams, which essentially indicate whether
a given oxidation reaction (e.g., dissolution of a metal)
can occur simultaneously with a given reduction reac-
tion (e.g., reduction of water). In the chemical equilib-
rium algorithm outlined above, all possible reduction
and oxidation equilibria are solved simultaneously.
This provides very detailed information about the
chemical identity of all species and their concentra-
tions. On the other hand, this kind of information is less

conducive to gaining qualitative insight into the key
anodic and cathodic reactions that occur in the system.

To visualize the information obtained from
detailed chemical equilibrium computations, stability
diagrams can be constructed by selecting key inde-
pendent variables. Such diagrams can be referred to
as ‘chemical’ as opposed to ‘electrochemical’ because
they do not involve the potential as an independent
variable. An example of such a diagram is shown in
Figure 3, which shows the stability areas of solid
corrosion products of iron as a function of the amount
of dissolved iron and hydrogen sulfide in 1 kg of
water. Diagrams of this type can be generated by
repeatedly solving the chemical equilibrium expres-
sions outlined above and tracing the stability bound-
aries of various species (Lencka et al.,94 Sridhar
et al.93). Such diagrams are useful for illustrating the
transition between various corrosion products (e.g.,
iron sulfide and magnetite in Figure 3) as a function
of environmental conditions. Diagrams of this kind
have been generated by Sridhar et al.95 to identify the
conditions under which FeCO3, Fe3O4, and Fe2O3

coexist as corrosion products of carbon steel. This
approach was used to elucidate conditions that are
conducive to intergranular stress corrosion cracking
in weakly alkaline carbonate systems, which has been
associated with the transition between iron carbonate,
iron (II), and iron (III) corrosion products.

It should be noted that simplified ‘chemical’ dia-
grams can be generated using activities rather than
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Figure 3 Stability diagram for solid iron corrosion products as a function of the molality of dissolved Fe and the total
number of moles of H2S per 1 kg of H2O. The diagram has been constructed by computing the equilibrium states of

solid–liquid–vapor reactions.93
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concentrations of species as independent variables.
Such an approach makes it possible to obtain the
‘chemical’ diagrams in a semianalytical way, as with
the classical Pourbaix diagrams. An example of such
diagrams is provided by Mohr and McNeil96 for
the Cu–H–O–Cl system. However, such simplified
‘chemical’ diagrams suffer from the fundamental
disadvantage that species activities are not directly
measurable and are, therefore, much less suitable as
independent variables than concentrations. Compre-
hensive ‘chemical’ diagrams can be obtained only by
simultaneously solving the chemical and phase equilib-
rium expressions for each set of conditions, preferably
with the help of a realistic model for liquid-phase
activity coefficients.

2.38.2.5 Problems of Metastability

The main strength of the stability diagrams lies in
their purely thermodynamic nature. Accordingly,
they can be generated using equilibrium thermo-
chemical properties that are obtained from a variety
of classical experimental sources (e.g., solubility,
vapor pressure, calorimetric or electromotive force
measurements for bulk systems) without recourse

to any electrochemical kinetic studies of surfaces.
At the same time, the purely thermodynamic nature
of the diagrams is also their main weakness. An impor-
tant limitation of the stability diagrams is the fact that
they predict the equilibrium phases, whereas the actual
corrosion behavior may be controlled by metastable
phases. The same limitation applies to the detailed
thermodynamic computations outlined earlier.

To illustrate the problems of metastability, it is
instructive to examine how E–pH diagrams can be
used to rationalize the Faraday paradox of iron
corrosion in nitric acid, which historically played a
great role in establishing the concept of passivity
(Macdonald97). Faraday’s key observation was that
iron easily corroded in dilute nitric acid with the
evolution of hydrogen. However, it did not corrode
with an appreciable rate in concentrated HNO3 solu-
tions despite their greater acidity. When scratched in
the solution, an iron sample would corrode for a short
time and, then, rapidly passivate. A stability diagram
for this system is shown in Figure 4. This figure
presents a superposition of an E–pH diagram for
iron species and another one for nitrogen species.
Dilute nitric acid is a weak oxidizing agent and,
therefore, the main cathodic reaction in this case is
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Figure 4 Metastability on the E–pH diagram and the interpretation of the Faraday paradox of iron corrosion in dilute and
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dashed lines). An E–pH diagram for nitrogen is superimposed on the diagram for Fe. The line ‘c’ is a metastable equilibrium
line for the reduction of HNO3 to HNO2. The ovals marked as ‘concentrated HNO3’ and ‘dilute HNO3’ indicate the mixed

potential ranges that are expected for iron in concentrated and dilute HNO3, respectively.
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the common reaction of reduction of H+ ions. The
equilibrium potential for this reaction is given by the
dotted line marked as ‘a’ in the diagram. The anodic
process is the oxidation of Fe, for which the equilib-
rium potential is given by the equilibrium line
between Fe(s) and Fe2+ in the diagram. Thus, the
corrosion potential will establish itself between the ‘a’
line and the upper limit of the stability field of ele-
mental iron. This corrosion potential range is approx-
imately shown by the lower ellipsoid in Figure 4. In
this region, the stable iron species is Fe2+ and, there-
fore, the stability diagram predicts the dissolution of
iron with the formation of Fe2+ ions. Unlike dilute
nitric acid, concentrated HNO3 is a strong oxidizing
agent. The main reduction reaction in this case is

NO�3 þ 2Hþ þ 2e� ¼ NO�2 þH2O ½23�
The equilibrium potential for this reaction is shown
by a line marked as ‘c’ in Figure 4. It should be noted
that the nitrite ions (NO2

�) are metastable and, there-
fore, a stability field of nitrites does not appear on an
E–pH diagram of nitrogen. Nevertheless, the equilib-
rium potential for reaction eqn [21] can be easily
calculated as described above. It lies within the sta-
bility field of elemental nitrogen N2(aq). The corro-
sion potential will then establish itself at a much
higher potential, relatively close to the dominant
cathodic line ‘c.’ The likely location of the corrosion
potential is outlined in Figure 4 by an ellipsoid
marked ‘concentrated HNO3.’ However, the stable
species in this region are the Fe2+ and Fe3+ ions.
Thus, the stability diagram does not explain the
Faraday paradox as long as only stable species are
considered. As indicated by Macdonald,97 the E–pH
diagram becomes consistent with experimental
observation when the existence of metastable phases
is allowed for. The dashed lines in Figure 4 show the
metastable extensions of the Fe2+/Fe3O4 and Fe3O4/
Fe2O3 equilibrium lines into the acidic range. Thus, it
is clear that the corrosion potential of iron in con-
centrated HNO3 is likely to establish itself in a poten-
tial range in which metastable iron oxides are stable.
In contrast, the metastable solids are not expected to
form at the low potentials that correspond to dilute
HNO3 environments (i.e., below the Fe2+/metastable
Fe3O4 boundary). If the surface is scratched, the large
supply of H+ ions near the scratch will create condi-
tions under which the potential will be below the ‘a’
line and short-term hydrogen evolution will follow.
However, this will lead to a rapid depletion of the H+

ions, and the potential will shift to higher values, at
which metastable phases can lead to passivation.

The formation of metastable solid phases is fairly
common. The metastability of chromium oxide
phases is important for the passivity of Fe–Ni–Cr
alloys in acidic solutions. Although the E–pH dia-
grams indicate that chromium oxides/hydroxides
cease to be stable in relatively weakly acidic solu-
tions, the practical passivity range extends to a more
acidic range for numerous alloys. Also, the metasta-
bility of iron sulfide phases plays an important role in
the behavior of corrosion products in H2S containing
environments. Anderko and Shuler75 used stability
diagrams to evaluate the natural sequence of forma-
tion of various iron sulfide phases (e.g., amorphous
FeS, mackinawite, pyrrhotite, greigite, marcasite, or
pyrite). The sequence of formation of such phases
could be predicted on the basis of the simple but
reasonably accurate rule that the order of formation
of solids is the inverse of the order of their thermo-
dynamic stability. Stability diagrams are then used to
predict the conditions under which various metasta-
ble phases are likely to form.

Thermodynamics provides a convenient starting
point in the simulation of aqueous corrosion. Although
it is inherently incapable of predicting the rates of
interfacial phenomena, it is useful for predicting the
final state toward which the system should evolve if it
is to reach equilibrium. Furthermore, the computation
of the final, thermodynamic equilibrium state can be
refined by taking into account the metastable phases.
In addition to determining the equilibrium state in
metal–environment systems, electrolyte thermody-
namics provides information on the properties of the
environment. Such information, including speciation
in the liquid phase, concentrations and activities of
individual species, and phase equilibria, is necessary
for constructing kinetic models of corrosion.

2.38.3 Modeling the Kinetics of
Aqueous Corrosion

Aqueous corrosion is intrinsically an electrochemical
process that involves charge transfer at a metal–
solution interface. Because aqueous corrosion is a
heterogeneous process, it involves the following fun-
damental steps:

1. reactions in the bulk aqueous environment,
2. mass transport of reactants to the surface,
3. charge transfer reactions at the metal surface,
4. mass transport of reaction products from the sur-

face, and
5. reactions of the products in the bulk environment.
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Reactions in the bulk environment (1 and 5) can be
considered, with some important exceptions, to be
equilibrium. As long as they are treated as equilib-
rium phenomena, they remain within the domain of
electrolyte thermodynamics. On the other hand, the
charge transfer reactions at the surface (3), and their
coupling with mass transport (2 and 4) require the
tools of electrochemical kinetics. In this section, we
review the fundamentals of modeling approaches to
electrochemical kinetics.

The objective of modeling the kinetics of aqueous
corrosion is to relate the rate of electrochemical
corrosion to external conditions (e.g., environment
composition, temperature, and pressure), flow condi-
tions, and the chemistry and metallurgical character-
istics of the corroding interface. The two main
quantities that can be obtained from electrochemical
modeling are the corrosion rate (vcorr, often expressed
as the corrosion current density icorr) and corrosion
potential (Ecorr). For practical applications, the calcu-
lation of the corrosion rate is of primary interest for
simulating general corrosion and the rate of dissolu-
tion in occluded environments such as pits or cre-
vices. The value of the corrosion potential (Ecorr) is
also of interest because there is often a relationship
between the value of the corrosion potential and the
type of corrosion damage that occurs. In general, if
the corrosion potential is above a certain critical
potential (Ecrit), a specific form of corrosion that is
associated with Ecrit can occur, typically at a rate
that is determined by the difference Ecorr – Ecrit.
This general observation applies to localized corro-
sion including pitting, crevice corrosion, intergranu-
lar stress corrosion cracking, and so on. An internally
consistent model for general corrosion should simul-
taneously provide reasonable values of the corrosion
rate and corrosion potential. Thus, the computation
of the corrosion potential is of interest not so much
for modeling general corrosion but for predicting
other forms of corrosion.

2.38.3.1 Kinetics of Charge-Transfer
Reactions

The theory of charge-transfer reactions is well devel-
oped and has been reviewed in detail by a number of
authors including Vetter,98 Bockris and Reddy,99

Kaesche,100 Bockris and Khan,101 and Gileadi.102

Here, we summarize the key relationships that form
the basis of modeling.

Considering a simple reaction of transfer of n

electrons between two species, a reduced form ‘Red’

and an oxidized form ‘Ox’:

Red�! �
ra

rc
Oxþ ne ½24�

the current density associated with this reaction is,
according to Faraday’s law, equal to the difference
between the anodic rate va and the cathodic rate vc,
multiplied by nF:

i ¼ nFðva � vcÞ ½25�
According to the theory of electrochemical kinetics,98

the rates of the anodic and cathodic reactions are
related to the potential and the concentrations of
the reacting species at the phase boundary, that is

ia ¼ nFva ¼ nFkac
x;r
r;s exp

aanFE
RT

� �
½26�

ic ¼ �nFvc ¼ �nFkccx;oo;s exp � acnFE
RT

� �
½27�

where ka and kc are the anodic and cathodic rate
constants, aa and ac are the anodic and cathodic
electrochemical transfer coefficients, cr,s and co,s are
the concentrations of the reduced (r) and oxidized (o)
forms at the surface, respectively, and x,r and x,o are
the reaction orders with respect to the reduced and
oxidized species. For a given individual redox pro-
cess, the anodic and cathodic electrochemical trans-
fer coefficients are interrelated as ac ¼ 1� aa. The
total current density for reaction eqn [24] is then

i¼ nFkac
x;r
r;s exp

aanFE
RT

� �
�nFkcc

x;o
o;s exp �

acnFE
RT

� �
½28�

At the equilibrium (reversible) potential E0, the cur-
rent density i is equal to zero. In the absence of a net
current, the concentrations of the species at the sur-
face are equal to their bulk concentrations (i.e.,
cr;s¼ cr;b and co;s¼ co;b). Then, the current density of
the anodic process is equal to that of the anodic
process and is defined as the exchange current den-
sity i0, that is,

i0¼ nFkac
x;r
r;b exp

aanFE0
RT

� �
¼ nFkcc

x;o
o;b exp �

acnFE0
RT

� �
½29�

Using eqn [29], the equation for the current density
[28] can be expressed in terms of the exchange cur-
rent density and the overvoltage �¼ E�E0:

i¼i0 cr;s

cr;b

� �x;r

exp
aanFðE�E0Þ

RT

� �

� i0
co;s

co;b

� �x;o

exp �acnFðE�E0Þ
RT

� �
½30�
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The ratios cr;s=cr;b and co;s=co;b depend on the trans-
port of reactants and products to and from the corrod-
ing interface. If the mass transport is slow compared to
charge transfer, the surface concentrations become
different from those in the bulk. Conversely, if charge
transfer is slow relative to mass transfer, the reaction is
under charge transfer control and the ratios are equal
to one not only at the equilibrium potential. In such a
case, eqn [30] takes a particularly simple form and is
usually referred to as the Butler–Volmer equation for
charge-transfer reactions:

i¼ i0 exp
aanFðE�E0Þ

RT

� �
� i0 exp �acnFðE�E0Þ

RT

� �
½31�

The electrochemical transfer coefficient a depends on
the mechanism of the charge transfer reaction. For
some reactions, its value can be deduced from mecha-
nistic considerations. However, in many cases, it needs
to be determined empirically. It can be determined in
the form of empirical Tafel coefficients defined as the
slope of a plot of potential against the logarithm of
current density, that is

ba¼
dE

dln ia
; bc¼

dE

d ln ic
½32�

which yields

ba¼
RT

aanF
; bc¼

RT

acnF
½33�

or, in a more traditional decimal logarithm form:

ba¼ 2:303RT

aanF
; bc¼ 2:303RT

acnF
½34�

Then, the Tafel coefficients ba or bc can be used in eqns
[28] or [30] instead of the electrochemical transfer
coefficient.

The above formalism includes both the cathodic and
anodic process for a particular redox couple. However,
in practical corrosion modeling, it is usually entirely
sufficient to include only either a cathodic or an anodic
partial current for a given redox process. Specifically,
the cathodic partial process can be neglected for metal-
ion reactions because the deposition of metal ions (i.e.,
the reverse of metal dissolution) is typically not of
practical significance in corrosion. Similarly, the anodic
partial process can be usually neglected for oxidizing
agents because it is only their reduction that is of
interest for corrosion. There are some exceptions to
this rule, for example, in the case of relatively noble
metals whose ions can be reduced under realistic con-
ditions. Nevertheless, in the remainder of this review,
we will separately consider partial anodic and cathodic
processes for corrosion-related reactions.

As mentioned above, the concentrations of reac-
tants and products at the surface depend on the mass
transport to and from the corroding interface. In
general, three mechanisms contribute to mass trans-
port, that is, diffusion, migration, and convection. In
many practical applications, migration can be
neglected. This is the case for the transport of neutral
molecules in any environment and, also, for the trans-
port of charged species in environments that contain
appreciable amounts of background electrolytic com-
ponents (e.g., as supporting electrolyte). Migration
becomes important in ionic systems in which there
is no supporting electrolyte. We will return to the
treatment of migration later in this review. If migra-
tion is neglected, the treatment of mass transfer by
diffusion and convection can be simplified by using
the concept of the Nernst diffusion layer. According
to this concept, the environment near the corroding
surface can be divided into two regions. In the inner
region, called the Nernst diffusion layer, convection
is negligible and diffusion is the only mechanism of
transport. In the outer region, concentrations are
considered to be uniform and equal to those in the
bulk solution. Thus, the concentration changes line-
arly from the surface concentration to the bulk con-
centration over a distance d, which is the thickness of
the diffusion layer. In such a model, the flux of a
species i in the vicinity of a corroding interface is
given by Fick’s law

Ji ¼ �Di

@ci
@z

� �
z¼ 0

½35�

where Di is the diffusion coefficient of species i and z

in the direction perpendicular to the surface. Integra-
tion of eqn [35] over the thickness of the diffusion
layer gives:

Ji ¼ �Di

ci;b � ci;s

di
½36�

It should be noted that the diffusion layer thickness
d is not a general physical property of the system.
Rather, it is a convenient mathematical construct that
makes it possible to separate the effects of diffusion
and convection. It depends on the flow conditions,
properties of the environment, and the diffusion coef-
ficient of individual species. Thus, it may be different
for various species. Methods for calculating d will be
outlined later in this review. Equation [36] can be
applied to both the reactants that enter into electro-
chemical reactions at the interface and to corrosion
products that leave the interface. Then, it can be
combined with Faraday’s law to obtain the current
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density. For an oxidant o, eqn [36] yields an expres-
sion for a cathodic partial current density:

ic ¼ nFJo ¼ �nFDo
co;b � co;s

do
½37�

According to eqn [37], the current density reaches a
maximum, limiting value when the surface concen-
tration co,s decreases to zero. This condition defines
the limiting current density, that is

ic;L ¼ � nFDoco;b

do
½38�

For a corrosion product (e.g., Me ions), an analogous
equation can be written for an anodic current density

ia ¼ nFJMe ¼ �nFDMe
cMe;b � cMe;s

dMe
½39�

In eqn [39], the surface concentration is typically
limited by the solubility of corrosion products. Thus,
a limiting anodic current density can be reached when
the surface concentration of metal ions corresponds to
the metal solubility, that is

ia;L ¼ �nFDMe
cMe;b � cMe;sat

dMe
½40�

Combination of eqns [26]–[28] for charge-transfer
processes and the simplified mass-transport equations
(eqns [37] and [39]) yields a general formalism for
electrochemical processes that are influenced by both
charge transfer and mass transport. For example, for a
cathodic process, the current density obtained from
eqn [37] is equal to that obtained from eqn [27]. Thus,
the surface concentration of the diffusing species can
be obtained from eqn [37] and substituted into eqn
[27]. The resulting equation can be solved analytically
for ic for some values of the reaction order x,o. If the
reaction order is equal to one (i.e., x; o ¼ 1 in eqn [27],
a particularly simple relationship is obtained for ic,
that is

1

ic
¼ 1

ic;ct
þ 1

ic;L
½41�

where ic,L is the limiting current density (eqn [38]) and
ic,ct is the charge-transfer contribution to the current
density. The latter quantity is given by eqn [27] with
the bulk concentration co,b replacing the surface con-
centration, that is

ic ¼ �nFkccx;oo;b exp � acnFE
RT

� �
with x;o ¼ 1 ½42�

An analytical formula can also be obtained when
x;o ¼ 0:5.103 For an arbitrary value of the reaction

order, the current density can be computed numeri-
cally by solving a single equation.

It should be noted that eqns [26] and [27] are
particularly simple forms for reactions of the type
[24], in which no species other that Red and Ox

participate. In general, the preexponential part of
eqns [26] and [27] depends on the mechanism of a
particular electrochemical reaction. In general, the
preexponential terms of eqns [26] and [27] can be
generalized using the surface coverage factors, yi, for
reactive species that participate in electrochemical
processes, that is,

ia ¼ nFkay
x1
1 yx22 . . . yxmm exp

aanFE
RT

� �
½43�

ic ¼ �nFkcyx11 yx22 . . . yxmm exp � acnFE
RT

� �
½44�

The surface coverage factors, yi, are further related
to the concentrations (or, more precisely, activities)
of individual species at the metal surface through
appropriate adsorption isotherms. In general, analysis
of reaction mechanisms on the basis of experimental
data leads to a substantial simplification of eqns [43]
and [44]. In many cases, activities of species can be
directly used in the kinetic expressions rather than
the surface coverage fractions.

The above formalism makes it possible to set up a
model of electrochemical kinetics on a corroding
metal surface by considering the following steps:

1. determining all possible partial cathodic and
anodic processes that may occur in a given
metal-environment combination;

2. writing equations for the partial cathodic or
anodic current densities associated with charge
transfer reactions (eqns [43] and [44] or simplifi-
cations thereof); and

3. writing equations for the mass transport of the
species that participate in the charge-transfer
reactions (eqns [37] and [39]). In some simple,
but realistic cases a combination of the charge-
transfer and mass-transport equations results in
analytical formulas such as eqn [41] for partial
electrochemical processes.

Once the equations for the partial anodic and
cathodic processes are established, the behavior of a
corroding surface can be modeled on the basis of the
Wagner–Traud104 theory of metallic corrosion, often
referred to as the mixed potential theory. According
to the mixed potential theory, the sum of all partial
anodic currents is equal to the sum of all cathodic
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currents. Further, it is assumed that the electrical
potential of the metal at an anodic site is equal to
that at a cathodic site. These assumptions follow from
the requirement that charge accumulation within a
metal cannot occur and, therefore, the electrons pro-
duced as a result of oxidation processes must be
consumed in the reduction processes. Therefore, in
a freely corroding system, we haveX

j

Aaia;j þ
X
j

Acic; j ¼ 0 at E ¼ Ecorr ½45�

where Aa and Ac are the areas over which the anodic
and cathodic reactions occur, respectively. The first
sum in eqn [45] enumerates all anodic partial reac-
tions and the second sum pertains to all cathodic
reactions. Equation [45] is written using the sign
conventions introduced earlier, in which the cathodic
processes are written with a negative sign.

Equation [45] can be solved to obtain the corro-
sion potential, Ecorr. Then, the corrosion current den-
sity and, equivalently, the corrosion rate, can be
computed from the anodic current density for metal
dissolution at the corrosion potential, that is

icorr ¼ ia;MeðEcorrÞ ½46�
At potentials that deviate from the corrosion poten-
tial, the left-hand side of eqn [45] represents the
predicted current. Such a computed current versus
potential relationship can be compared with experi-
mentally determined polarization behavior.

In the case of general corrosion, Aa¼ Ac and the
solution of eqns [45] and [46] yields the corrosion
potential and general corrosion rate. For localized
corrosion, there is usually a great disparity between
the areas on which the anodic and cathodic processes
operate.

2.38.3.2 Modeling Adsorption Phenomena

Before discussing partial electrochemical reactions, it
is necessary to outline the treatment of adsorption
because the presence of adsorbed species is fre-
quently assumed to derive expressions for electro-
chemical processes.

Adsorption of neutral molecules and ions on
metals has been reviewed in detail by Gileadi,105

Damaskin et al.,106 and Habib and Bockris.107 In gen-
eral, adsorption leads to the reduction of the surface
area that is accessible to electrochemical reactions. In
such cases, adsorption results in a reduction in the
rate of both anodic and cathodic processes. Thus, the
rates of electrochemical reactions become modified

by the factor (1�Syj), in which yj is a coverage
fraction by species j. At the same time, adsorption
may result in the formation of surface complexes that
have different dissolution characteristics. An example
of such a dual effect is provided by halide ions on Fe-
group metal surfaces corroding in the active state. At
relatively low or moderate halide concentrations,
adsorption of halides leads to a reduction in electro-
chemical reaction rates. However, at higher halide
concentrations, the adsorbed halide ions interfere
with the mechanism of anodic dissolution of iron,
which may lead to an increase in the corrosion rate.

A general formalism for modeling the effect of
adsorption on electrochemical reactions is provided
by the Frumkin isotherm. The Frumkin formalism
takes into account the interactions between the spe-
cies adsorbed on the surface. It results from the
requirement that the rate of adsorption is equal to
the rate of desorption in the stationary state,105 that is

vads;i ¼ vdes;i ½47�
where the subscript i denotes any adsorbable species.
The rate of adsorption is given by

vads;i ¼ kads;i 1�
X
j

yj

0
@

1
Aai exp �b

X
j

Aij yj

0
@

1
A ½48�

where kads,i is an adsorption rate constant, yi is a
fraction of the surface covered by species i, ai is the
activity of species i in the solution, b is a transfer
coefficient, and Aij is a surface interaction coefficient
between species i and j. The first term in parentheses
on the right-hand side of eqn [48] represents the
available surface, and the second term represents
the effect of pairwise interactions between adsorbed
species. The rate of desorption is given by

vdes;i ¼ kdes;iyi exp ð1�bÞ
X
j

Aij yj

0
@

1
A ½49�

where kdes,i is the desorption rate constant. Combina-
tion of eqns [48] and [49] yields the Frumkin iso-
therm, that is

Kads;i ai ¼ kads;i

kdes;i
ai ¼ yi

1�P
j

yj
exp

X
j

Aij yj

0
@

1
A ½50�

where Kads,i is an adsorption equilibrium constant.
Equation [50] can be simplified if it is assumed that
the species are independently adsorbed. Then, the
interactions between the species become zero, and
eqn [50] takes the form of the well-known Langmuir
isotherm:

1604 Modeling Corrosion

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



Kads;iai ¼ yi
1�P

j

yj
½51�

The Langmuir isotherm is extensively used in elec-
trochemical kinetics. The Frumkin isotherm has been
used in some studies when more accurate modeling
of adsorption is warranted by experimental data, for
example, in the case of corrosion in very concen-
trated brines (Anderko and Young108).

It should be noted that detailed modeling of
adsorption requires taking into account the effect of
potential on adsorption. Equations [50] and [51] are
strictly valid only when adsorption is not significantly
influenced by metal dissolution. An approach to
include the effect of dissolution and, hence, potential
on adsorption has been developed by Heusler and
Cartledge109 who proposed an additional process in
which a metal atom from an uncovered area (1�Syj)
reacts with an adsorbed ion from the covered area yi
to dissolve as ferrous ion. The adsorbed ion is then
postulated to leave the surface during the reaction,
thus contributing to the desorption process. Accord-
ingly, eqn [49] is rewritten by adding an additional
term, that is

vdes;i ¼ kdiyi exp ð1� bÞ
X
j

Aij yj

 !
þ ides;i ½52�

where the desorption current ides,i is given by

ides;i ¼ kriyi 1�
X
j

yj

 !
aX exp

bFE
RT

� �
½53�

where aX is the activity of possible additional species
(e.g., OH�) that participate in the dissolution. In eqn
[53], the desorption current is potential-dependent
because it involves the dissolution of the metal. Equa-
tion [53] can be combined with eqns [48] and [52] to
form a system of n equations for a solution with n

adsorbable species. This system can be solved numer-
ically for the coverage fractions yi of each adsorbed
species. Because of the potential dependence, the
model predicts that the adsorption coverage rapidly
decreases above a certain potential range.

It should be noted that a detailed treatment of
adsorption is not always necessary for modeling
aqueous corrosion. In particular, the potential depen-
dence of adsorption can be often neglected. In most
cases, simplified approaches are warranted. Specifi-
cally, for low surface coverage, the fraction yi can be
assumed to be proportional to the activity of the
species i as shown by eqn [51]. Thus, eqns [43] and

[44] can often be simplified by using activities of
species rather than their surface coverages.

2.38.3.3 Partial Electrochemical Reactions

The behavior of a corroding system results from the
interplay of at least two and, frequently, many partial
electrochemical reactions. Such reactions include:

1. anodic dissolution of pure metals and alloys in
both the active and passive state;

2. reduction of protons, which is usually the primary
cathodic reaction in acid corrosion;

3. reduction of water molecules, which is frequently
the main cathodic reaction in deaerated neutral
and alkaline solutions;

4. reduction of dissolved species that can act as pro-
ton donors such as undissociated carboxylic acids,
carbonic acid, hydrogen sulfide, and numerous
ions that contain protons (e.g., bicarbonates, bisul-
fides, etc.);

5. reduction of oxygen, which is a common cathodic
process in aerated solutions;

6. reduction of metal ions at high oxidation states
such as Fe(III) or Cu(II), which can be reduced to
a lower oxidation state;

7. reduction of oxyanions such as nitrites, nitrates, or
hypochlorites in which a nonmetallic element is
reduced to a lower oxidation state;

8. oxidation of water to oxygen, which occurs at high
potentials and, therefore, is rarely important in
freely corroding systems; and

9. oxidation of metals to higher oxidation states, for
example, Cr(III) to Cr(VI), which may occur in the
transpassive dissolution region of stainless steels
and nickel base alloys.

In this section, we present illustrative examples of
how these reactions can be modeled in practice.

2.38.3.3.1 Anodic reactions

The dissolution of several pure metals such as iron,
copper, or nickel has been extensively investigated.
Thus, it is possible to construct practical equations
for the partial anodic dissolution processes on the
basis of mechanistic information. For most alloys,
detailed mechanistic information is not available and,
therefore, it is necessary to establish kinetic expres-
sions on a more empirical basis.

For iron dissolution, various multistep reaction
mechanisms have been proposed. They have been
reviewed in detail by Lorenz and Heusler,110

Drazic,111 and Keddam.112 From the point of view of
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modeling, particularly important parameters are the
electrochemical transfer coefficient and reaction
orders with respect to the ions that participate in
anodic dissolution. Although there are substantial
differences between the various proposed mechan-
isms, the dependence of the iron dissolution rate in
acidic solutions on the activity of hydroxide ions is
generally accepted. The mechanism proposed by
Bockris et al.,113 that is

Feþ OH� ! FeOHads þ e� ½54�

FeOHads ! FeOHþads þ e�

ðrate-determining stepÞ ½55�

FeOHþads ! Fe2þ þOH� ½56�
predicts that the reaction order with respect to the
OH� ion is one because of the intermediate step of
OH� adsorption. The validity of this prediction has
been verified for acidic solutions. Other mechanisms
yield reaction orders between one and two. Addition-
ally, the current density for iron dissolution has been
found to depend on the activity of water (Smart
and Bockris114). The mechanism of Bockris et al.113

also predicts that the anodic transfer coefficient is
aFe¼ 1.5, which is consistent with experimentally
observed Tafel slopes of 30–40mV. Thus, the current
density for Fe dissolution in acidic solutions can be
expressed as

iFe;OH ¼ i�Fe;OHaOHa
c
H2O

exp
aFeFðE � E0;FeÞ

RT

� �
½57�

where i�Fe;OH is a temperature-dependent coefficient,
the subscript Fe,OH indicates that the dissolution
reaction is mediated by OH� ions, and c is an empiri-
cally determined reaction order with respect to the
activity of water. According to Smart and Bockris114

c ¼ 1.6. The effect of the activity of water on the
current density becomes significant for concentrated
solutions, for which the activity of water is usually
significantly lower than 1.

Although the reaction order with respect to the
OH� ions is valid for acidic solutions, it has been
found that iron dissolution proceeds with little influ-
ence of pH for solutions with pH above �4. Bockris
et al.113 explained this phenomenon by assuming a
certain nonzero reaction order with respect to Fe2+

and by considering the hydrolysis of the Fe2+ ions
that result from the dissolution. Alternatively, the
change in the reaction order with respect to OH�

ions can be reproduced by assuming that the exchange
current density is proportional to the surface coverage

by OH� ions. This assumption is consistent with the
reaction mechanism (see eqns [54]–[56]). Thus,
eqn [57] can be generalized as108:

iFe;OH ¼ i�Fe;OHyOHa
c
H2O

exp
aFeFðE � E0;FeÞ

RT

� �
½58�

Assuming that yOH follows the Langmuir adsorption
model, eqn [58] can be rewritten as

iFe;OH ¼ i�Fe;OH
aOH

1þ KOHaOH
acH2O

exp
aFeFðE � E0;FeÞ

RT

� �
½59�

Equation [59] reduces to eqn [57] for low activities of
OH�, that is, for acidic solutions. For higher concen-
trations of hydroxide ions, the reaction order with
respect to OH� becomes zero. This is consistent with
the lack of a dependence of the Fe oxidation reaction
on pH in CO2 corrosion of mild steel, which occurs at
pH values above�4 (Nešić et al.,115 Nordsveen et al.116).

The effect of halide ions on the dissolution of iron
and carbon steel is of particular interest. Adsorbed
halide ions may accelerate the anodic dissolution,
especially in concentrated halide solutions. A number
of reaction mechanisms have been proposed to ex-
plain this phenomenon. In particular, Chin and
Nobe117 and Kuo and Nobe118 developed a mecha-
nism that postulates a reaction route that is parallel to
eqns [52]–[54]. An essentially identical mechanism
has also been proposed by Drazic and Drazic.119

According to this mechanism, a halide-containing
surface complex is responsible for the dissolu-
tion. Thus, eqn [54] is followed by the following
parallel route:

FeOHads þ X� ! FeOHX�ads ½60�

FeOHX�ads ! FeOHXads þ e�

ðrate-determining stepÞ ½61�

FeOHXads þHþ ! Fe2þ þ X� þH2O ½62�
The mechanism eqns [60]–[62] results in a dissolu-
tion current density that depends on the activities of
both halide and hydroxide ions. In acidic solutions, an
equation analogous to eqn [57] can be written as

iFe;X ¼ i�Fe;X a
s
X�a

t
OH�exp

aFeFðE � E0;FeÞ
RT

� �
½63�

where the subscript X indicates the halide ions that
mediate the reaction. For chloride systems, s¼ 0.4
and t¼ 0.6 when concentrations are used instead of

1606 Modeling Corrosion

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



activities.118 Since the mechanism described by eqns
[60]–[62] is assumed to be parallel to the mechanism
under halide-free conditions, the total current den-
sity of anodic dissolution can be assumed to be a sum
of the contributions of two mechanisms. Also, eqn
[63] can be generalized to neutral solutions in anal-
ogy with eqn [59]. Additionally, the desorption cur-
rent density (eqn [53]) contributes to the total
current, although it becomes important only at rela-
tively high potentials, and its numerical significance
is usually limited. Thus, the expression for the total
active Fe dissolution current in halide solutions
becomes108

iFe ¼ iFe;OH þ iFe;X þ ides;i ½64�
As with iron, anodic dissolution of copper has also
been extensively investigated. Kear et al.120 reviewed
the mechanisms and associated expressions for the
current density of anodic dissolution of copper in the
active state in chloride environments. Copper disso-
lution is generally thought to proceed through the
formation of cuprous chloride complexes and to be
under mixed, charge-transfer and transport, control
close to the corrosion potential. Several authors (Lee
and Nobe,121 Deslouis et al.,122 King et al.123) assumed
the following mechanism:

Cuþ Cl� !k1
k�1

CuClþ e� ½65�

Cuþ Cl� !k2
k�2

CuCl�2 ½66�

The expression for the anodic current density
derived from eqns [65] and [66] is

iCu

nF
¼ k1k2

k�1
a2Cl exp

FðE�E0;CuÞ
RT

� �
� k�2aCuCl�2 ½67�

Since the reaction rate depends on the activity of the
reaction products (CuCl2

�) at the surface (see the
second term on the right-hand side of eqn [67]), the
reaction is partially controlled by the mass transport
of the CuCl2

� ions, and the anodic current density is
simultaneously equal to

iCu

nF
¼DCuCl�2

aCuCl�2
dCuCl�2

½68�

Equation [68] is a special case of eqn [39] when the
bulk concentration of CuCl2

� is negligible.
Much less mechanistic information is available for

the anodic dissolution of alloys in the active state. In
the case of stainless steels and nickel-base alloys, this
is due to the fact that dissolution of these metals in

the passive state is more important than in the active
state. For these alloys, active dissolution is of impor-
tance only in acidic solutions. In this case, expressions
for anodic dissolution need to be established on an
empirical basis. For stainless steels and nickel-base
alloys, a positive reaction order between one and two
with respect to hydroxide ions is observed. While
such values are similar to those observed for Fe, the
exchange current densities are very different and
need to be determined separately for individual
alloys.

2.38.3.3.2 Cathodic reactions

Among the numerous possible partial cathodic pro-
cesses, the reduction of protons, water molecules, and
dissolved oxygen is ubiquitous in aqueous corrosion.
Reduction of protons is an important cathodic process
in acidic solutions. The overall reaction is given by

Hþ þ e� ! 0:5H2 ½69�
The mechanisms of this reaction have been reviewed
by Vetter98 and Kaesche.100 Proton reduction proceeds
in two steps according to two alternative mechanisms.
The Volmer–Heyrovsky mechanism applies to most
metals, whereas the Volmer–Tafel mechanism may
be observed on certain noble metals. The Volmer–
Heyrovsky mechanism can be represented as a
sequence of two elementary reactions, that is

Hþ þ e� ! Hads ½70�

Hþ þHads ! H2 ½71�
It is generally accepted that the H+ reduction reaction
may proceed under activation or mass transfer control.
The cathodic process of H+ reduction can be modeled
assuming that the reaction order with respect to the
protons is equal to one. Then, eqns [41] and [42] can
be directly used for modeling. In addition to its depen-
dence on the activity of protons, there is empirical
evidence that the H+ reduction depends on the activ-
ity of water. According to Smart et al.,124 the reaction
order with respect to water activity is 2.2 on iron. The
electrochemical transfer coefficient can be assumed to
be equal to�0.5 for carbon steels and many corrosion-
resistant alloys, which corresponds to a Tafel slope of
118mV at 25 �C.

As the pH of a solution increases, the importance
of the proton reduction reaction rapidly decreases. In
neutral and alkaline solutions, the reduction of water
molecules becomes predominant unless stronger oxi-
dizing agents (e.g., oxygen) are present in the system.
The water reduction is given by
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H2Oþ e� ! 0:5H2 þ OH� ½72�
and is thermodynamically equivalent to the reduction
of protons. However, its kinetic characteristics are
different. Unlike the reduction of protons, the water
reduction reaction typically does not exhibit a limit-
ing current density because there are no diffusion
limitations for the transport of H2O molecules to
the surface. This remains true as long as the system
is predominantly aqueous. The water reduction pro-
cess can be modeled by assuming the same reaction
order with respect to H2O as that for proton reduc-
tion. Also, practically the same value of the electro-
chemical transfer coefficient can be assumed.

Reduction of oxygen, that is

O2 þ 4Hþ þ 4e� ! 2H2O ½73�
is the predominant cathodic reaction in aerated aque-
ous solutions unless the solution contains stronger
oxidizing agents such as ferric, cupric, or hypochlorite
ions. The mechanism of oxygen reduction is substan-
tially more complex than the mechanisms of H+ or
H2O reduction. Oxygen reduction on iron and car-
bon steel has been reviewed by Jovancicevic and
Bockris,125 Zecevic et al.,126 and Jovancicevic.127 On
stainless steels, it has been analyzed by Le Bozec
et al.,128 Kapusta,129 and in papers cited therein. On
copper, it has been studied by King et al.130 In general,
it has been established that the reaction may proceed
either through a four-electron pathway, which leads to
the reduction of O2 to H2O, or through a two-electron
pathway, which leads to the formation of H2O2 as an
intermediate. An overall reaction scheme may be
represented as

O2,bulk

O2,bulk

O2,surf O2,ads H2O2,ads

H2O2,bulk H2O2,surf

OH–

½74�

where the subscripts ‘surf ’ and ‘ads’ denote the oxygen
in the diffusion layer close to the surface and oxygen
adsorbed on the surface, respectively. The absorbed
intermediate H2O2 can be either further reduced to
OH� or desorbed and dissolved in the solution or
converted back to oxygen through decomposition or
reoxidation. The actual reaction pathway is influenced
by many factors such as the surface treatment of the
electrode.128 However, the four-electron reduction
path from O2 to OH� seems to predominate.129 Oxy-
gen reduction may be under charge transfer or mass
transfer control, due to the diffusion of dissolved oxy-
gen molecules. For passive metals, the process is usu-
ally under charge transfer control because the limiting

current density for oxygen reduction is usually greater
than the passive current density at typical dissolved
oxygen concentrations.

For modeling purposes, the key parameters are the
electrochemical transfer coefficient and the reaction
orders with respect to dissolved oxygen and protons.
These parameters determine the dependence of the
reduction reaction on dissolved oxygen concentra-
tion (or, equivalently, the partial pressure of oxygen)
and on pH. Once these parameters are known, the
oxygen reduction process can be modeled on a semi-
empirical basis. The current density for oxygen
reduction can be written as:

iO2
¼ i�O2

a
q
O2;s

arHþ;s exp
�aO2

F E � E0;O2

� �
RT

� 	
½75�

Equation [75] needs to be coupled with eqn [37] with
n¼ 4 for mass-transfer limitations. The reaction
orders q and r in eqn [75] are, in general, specific to
the metal surface although they are expected to be
similar within families of alloys. For stainless steels,
there seems to be a consensus that the reaction order
with respect to dissolved oxygen is 0.5 (Kapusta,129

Sridhar et al.131), whereas the order with respect to
protons ranges from 0.5 to 1 (or, equivalently, the
order with respect to hydroxide ions varies from
�0.5 to �1). For passive iron or carbon steel, the
reaction order with respect to O2 has been reported
as 0.5 (Calvo and Schiffrin132) or 1 (Jovancicevic and
Bockris,125 Jovancicevic127). For copper, a value of 1
has been reported (King et al.130).

Another important cathodic reaction is the reduc-
tion of transition metal ions such as Fe3+ and Cu2+ to
lower oxidation states, for example

Fe3þ þ e� ! Fe2þ ½76�
This process can be modeled as a first-order reac-
tion with respect to the activity of ferric ions by taking
into account the mass transport limitations (eqn [37]).

All the cathodic reactions discussed above may
proceed under mass transfer limitations due to the
diffusion of reactants to the corroding surface. How-
ever, cathodic limiting current densities may also
arise because of limitations due to homogeneous
reactions in the solution. A prominent example of
such a reaction is the reduction of carbonic acid,
which is the key cathodic process in CO2 corrosion
of carbon steel. This reaction accounts for the sub-
stantially higher corrosivity of CO2 solutions than
mineral acid solutions at the same pH. Carbonic
acid results from the hydration of dissolved CO2,
that is
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CO2 þH2O ¼ H2CO3 ½77�
Reaction eqn [77] is followed by the reduction of
H2CO3 on the surface, that is

H2CO3 þ e� ! 0:5H2 þ OH� ½78�
which is thermodynamically equivalent to the reduc-
tion of protons, but is characterized by different
kinetics. The H2CO3 reduction is under activation
or chemical reaction control, and can be modeled
using eqn [41]. The charge transfer current is
expressed as (Nešić et al.115):

iH2CO3
¼ i�H2CO3

aH2CO3
a�0:5Hþ

exp
�aH2CO3

F E � E0;H
� �

RT

� 	
½79�

where the transfer coefficient can be assumed to be
equal to that for H2O reduction. The limiting current
density can be calculated from an equation developed
by Nešić et al.115 on the basis of a formula derived by
Vetter98 for processes with a rate-determining homo-
geneous reaction in the solution. Here, the rate-
determining reaction is the hydration of CO2 and
the limiting current density is:

iH2CO3;L ¼ FaH2CO3
DH2CO3

KH2CO3
k
f
H2CO3

� �1=2
½80�

where DH2CO3
, KH2CO3

, and k fH2CO3
are the diffusion

coefficient of H2CO3, equilibrium constant for the
hydration of CO2, and forward reaction constant for
the hydration reaction, respectively.

2.38.3.3.3 Temperature dependence

The rates of the majority of partial anodic and
cathodic processes are strongly dependent on tem-
perature. This temperature dependence can be mod-
eled by assuming that the concentration-independent
part of the exchange current density (here denoted
by i*) is expressed as

i�ðT Þ ¼ i�ðTref Þexp �DH 6¼

R

1

T
� 1

Tref

� �� 	
½81�

Equation [81] is equivalent to assuming a constant
enthalpy of activation DH 6¼ for each partial process.

2.38.3.4 Modeling Mass Transport Using
Mass Transfer Coefficients

To calculate the mass-transport effects on electro-
chemical kinetics according to eqns [37]–[40], it is
necessary to predict the diffusion layer thickness di

or, equivalently, the limiting current density. Theo-
retical formulas for these quantities cannot be
obtained for arbitrary flow conditions and, therefore,
empirical approaches are necessary for most practical
applications.

In the case of a rotating disk electrode, a theoreti-
cal solution has been derived by Levich.133 It is note-
worthy that Levich’s solution preceded experimental
results. The thickness of the diffusion layer on a
rotating disk electrode is

di ¼ 1:61D
1=3
i n1=6o�1=2 ½82�

where Di is the diffusion coefficient of the reacting
species, o is the rotation rate, and n is the kinematic
viscosity, which is the ratio of the dynamic viscosity
and density, that is

n ¼ �=r ½83�
In view of the relationships between the thickness of
the diffusion layer and the limiting current density
(eqns [38] and [40]), a physically equivalent predic-
tive expression can be written for the limiting current
density. For example, the limiting current density of a
cathodic reaction (eqn [38]) then becomes:

ic;L ¼ �0:6205nFco;bD2=3
o n�1=6o1=2 ½84�

For many other flow geometries, mass transport can
be calculated using empirical correlations expressed
in terms of the mass transfer coefficient km. In general,
the mass transfer coefficient is defined as

km ¼ Reaction rate

Concentration driving force
½85�

For an electrochemical reaction, the reaction rate is
expressed using the current density, and eqn [36] for
a mass transport-limited reaction can be rewritten in
terms of the mass transfer coefficient km as

Ji ¼ ii

niF
¼ �Di

ci;b � ci;s

di
¼ �km;iðci;b � ci;sÞ ½86�

This indicates a relationship between di and km,i, that is

km;i ¼ Di

di
½87�

Mass transport rates can be expressed using dimen-
sionless groups, for which empirical correlations can
be developed for a number of flow patterns. The mass
transfer coefficient km enters into the Sherwood num-
ber Sh, which is defined as

Sh ¼ kmd

D
½88�
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where d is a characteristic dimension (e.g., a pipe or
rotating disk diameter); D, a diffusion coefficient; and
the subscript i has been dropped for convenience as it
is understood that eqn [88] is written for individual
reacting species. The Sherwood number can be corre-
lated with the Reynolds (Re) and Schmidt (Sc) num-
bers, which are defined as

Re ¼ Vd

n
½89�

Sc ¼ n
D

½90�
where V is the linear velocity. It can be shown by
dimensional analysis that Sh is a function of Re and
Sc. This function typically has the form134,135

Sh ¼ Const	 Rex 	 Scy ½91�
where x is usually between 0.3 and 1 and y is about 1/3.
For example, the theoretically derived results for the
rotating disk can be recast in terms of the mass transfer
coefficient as

Sh ¼ 0:6205 Re0:5Sc0:33 ½92�
Empirical expressions for other flow geometries have
been reviewed by Poulson134,135 for single-phase flow
conditions. Equations of the type eqn [91] exist for the
rotating cylinder, impinging jet, nozzle or orifice, and
pipe flow. For the rotating cylinder, the correlation of
Eisenberg et al.136 is widely used

Sh ¼ 0:0791Re0:70Sc0:356 ½93�
For single-phase flow in a straight pipe, several corre-
lations have been developed. Among these equations,
Berger and Hau’s137 correlation has found use in a
number of corrosion modeling studies:

Sh ¼ 0:0165Re0:86Sc0:33 ½94�
The earlier pipe flow formulas have been reviewed by
Poulson,134 and the use of more recent equations has
been discussed by Lin et al.138 Equations of this kind
are not as well developed for multiphase flow. Corre-
lations are available for stratified flow (Wang and
Nešić139), but a comprehensive treatment is not avail-
able for various regimes of multiphase flow. Therefore,
a convenient alternative is to base the computation of
mass transfer coefficients on the well-known analogy
between heat and mass transfer.

The analogies between the transport of mass,
momentum, and heat can be understood by considering
the similarity between their respective mathematical
formulations, namely, Fick’s law of diffusion, Newton’s
law of viscosity, and Fourier’s law of heat conduction.

Thus, once a relationship has been established for a
given phenomenon in terms of dimensionless numbers,
it can further serve for the calculation of another phe-
nomenon that takes place under the same geometric
and physical conditions but with different velocities,
dimensions, and physical properties of the system. In
particular, the correlations established for heat trans-
fer can be used for mass transfer calculations. The
analogy between the heat, mass, and momentum
transfer has been stated in a dimensionless form by
Chilton and Colburn140 as

Sh

Re Sc1=3
¼ Nu

Re Pr 1=3
¼ f

2
½95�

where the Nusselt number, Nu, and the Prandtl num-
ber, Pr, are the heat transfer equivalents of the Sher-
wood and Schmidt numbers in mass transfer,
respectively, and f is a friction factor. Correlations
for the friction factor are available as a function of
pipe roughness, its diameter, and the Reynolds num-
ber (Frank141). The exponent 1/3 in eqn [95] can be
replaced with a generalized exponent n. The Nusselt
and Prandtl numbers are defined as

Nu ¼ hd

l
½96�

Pr ¼ n
a

½97�
where h is the convection heat transfer coefficient; l,
the thermal conductivity; and a, the thermal diffusiv-
ity (a ¼ l=rCp).

This relationship makes it possible to determine
the mass transfer coefficient in two-phase flow
systems for which experimental heat transfer correla-
tions are available. Heat transfer correlations take
the form

Nu ¼ Const 	 RexPry ½98�
They have been reviewed by Kim et al.142 and Adsani
et al.143,144 for annular, slug, and bubbly flow in hori-
zontal and vertical tubes. Also, Adsani et al.143,144

developed a correlation for calculating the two-
phase Nusselt number, which is a generalization of
the Chilton-Colburn140 heat transfer expression (i.e.,
the second equality of eqn [95]):

Nutwo-phase ¼ C1f
C2

L

VLd

n

� �C3

Pr
1=3
L ½99�

where the liquid-phase friction factor fL and velocity
VL are calculated using flow models for annular, slug,
and bubbly flow, and C1, C2, and C3 are fitting con-
stants. Subsequently, the Sherwood number and the
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mass transfer coefficient can be obtained from
the first equality in eqn [95].

As shown in the above equations, the computation
of the mass transfer coefficient requires the diffusion
coefficients, viscosity, and density. Density is a ther-
modynamic property and, as such, can be calculated
from any comprehensive thermodynamic model for
electrolyte systems. For example, Wang et al.54

describe how to calculate densities in a way that is
consistent with other thermodynamic properties.
The computation of viscosities and diffusion coeffi-
cients requires separate models, which are beyond
the scope of this chapter. Viscosity and diffusivity
models have been reviewed and critically evaluated
by Corti et al.145 with particular emphasis on systems
at elevated temperatures.

2.38.3.4.1 Example of electrochemical

modeling of general corrosion
To illustrate the application of the principles
described earlier, Figure 5 shows the computation
of the corrosion rate and potential of type 316 stain-
less steel in aqueous solutions of HF. These calcula-
tions have been made using the model of Anderko
et al.108,146 as implemented in the Corrosion Analyzer
software.61 The upper diagram shows the partial
cathodic and anodic processes in a 2m HF solution.
Three cathodic processes are taken into account in
this system: reduction of protons (H+), reduction of
undissociated HF molecules, and reduction of water
molecules. These partial processes are marked in
Figure 5(a) as (1), (2), and (3), respectively. The H+

reduction reaction is modeled using eqns [41] and
[42] as described earlier. The HF reduction process is
calculated using the same equations, but with a dif-
ferent exchange current density. Both the H+ and HF
reduction processes show partial current densities
because of mass transport limitations for the trans-
port of H+ and HF to the surface. Because of the low
degree of dissociation of HF, the reduction of HF
(line two in Figure 5(a)) plays a much more impor-
tant role than the reduction of H+ ions (line 1). The
partial anodic curve for the oxidation of 316 SS is
labeled as (4). It is assumed that the alloy components
dissolve congruently, and the dependence of the
partial anodic current density on the acidity of
the solution is analogous to that observed for Fe
(see eqn [59]), but with a different exchange current
density. The superposition of the partial cathodic and
anodic processes yields a predicted polarization
curve, which is shown by a thick line in Figure 5(a).
The location of the mixed potential is calculated

according to eqn [45] with Aa¼ Ac and marked with
a triangle. The complete model reproduces the
experimental corrosion rates (Figure 5(b)) and cor-
rosion potentials (Figure 5(c)) as a function of HF
concentration and temperature.

2.38.3.5 Detailed Modeling of Mass
Transport

The treatment of mass transport by the use of mass
transfer coefficients is computationally efficient and
is capable of reproducing steady-state corrosion
behavior with good accuracy. However, it is subject
to some limitations including:

1. it is suitable for calculating only steady-state
behavior and, therefore, it is not appropriate for
modeling time-dependent corrosion,

2. it neglects migration which introduces errors
especially for dilute systems without a background
electrolyte, and

3. it is not convenient for modeling transport in
systems with geometrical constraints, especially
when the cathodic and anodic areas are spatially
separated; thus, it is not well suited for modeling
the propagation of localized corrosion.

These limitations can be eliminated by a more
comprehensive (but much more computationally
demanding) treatment of transport phenomena. This
treatment is based on the conservation laws for each
species in the solution (Newman150):

@ck
@t
¼ �rJk þ Rk k ¼ 1; . . . ;K ½100�

where Ck is the concentration of species k, t is the time,
Jk is the flux of species k, r is the vector differential
operator (which reduces to @/@x in a one-dimensional
case), and Rk is the rate of production (source) or
depletion (sink) of this species as a result of chemical
reactions. In the vast majority of practical applications,
the dilute solution theory is used to calculate the flux
of the species, that is

Jk ¼ �Dkrck � zkFukckr’þ ckv ½101�
where uk is themobilityof species k,’ is the electrostatic
potential in the solution, v is the fluid velocity, and the
other symbolswere defined previously. In eqn [101], the
first term on the right-hand side represents the contri-
butions of diffusion, the second term describes migra-
tion, and the third term is a contribution of convection.
In the migration term, the mobility can be calculated
from the diffusivity using theNernst–Einstein equation:
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uk ¼ Dk

RT
½102�

which is exact for species at infinite dilution and pro-
vides a good approximation at finite concentrations.
An additional condition for determining the potential
in eqn [101] is given by the Poisson equation:

r2’ ¼ � F

e

X
k

zkck ½103�

where e is the dielectric permittivity of the solution. It
can be shown150 that, due to the large value of the ratio
F/e, even a very small separation of charges (i.e.,P

zkck 6¼ 0) results in a large potential gradient,
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Figure 5 Application of an electrochemical model of general corrosion108,146 to type 316L stainless steel in aqueous HF

solutions. The upper diagram (a) shows the partial cathodic and anodic processes in a 2m HF solution. The middle (b) and
lower (c) diagrams compare the calculated and experimental147–149 corrosion rates and potentials, respectively.
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which in turn prevents any appreciable separation of
charge. Therefore, eqn [103] is very often replaced
in practice by the simple electroneutrality condition,
that is X

zkck ¼ 0 ½104�
which is one of the basic equations for computing
equilibrium properties of electrolytes.

It should be noted that eqn [101] is rigorous only
for dilute solutions. For concentrated solutions, its
more general counterpart is150

Jk ¼ ckvk ½105�
where the velocities vk of species k are determined by
the multicomponent diffusion equations:

ckrmk ¼ RT
X
j

ckcj

ctotDkj

ðvj � vkÞ ½106�

where Dkj are the mutual diffusion coefficients, and
ctot is the total concentration of all components. The
application of eqns [105] and [106] is very difficult
due to the lack of a general methodology for com-
puting Dkj and computational complexity. Therefore,
eqns [105] and [106] have found few applications in
practical models. However, a practical simplified
form can be obtained for moderately dilute solutions
for which the concentrations of solute species are
smaller than the concentration of the solvent. Then,
eqns [105] and [106] simplify to

Jk ¼ � Dk

RT
ckrmk þ ckv ½107�

Considering that mk ¼ m0k þ RT ln ckgk þ zkF’, the
flux equation becomes150

Jk ¼�Dkrck� zkFukckr’þ ckv�Dkckr ln gk ½108�
which is only moderately more complex than the
dilute-solution eqn [101], but benefits from the infor-
mation on solution nonideality that is embedded in
the activity coefficient and can be calculated from an
electrolyte thermodynamic model.

In the convective term of eqn [101] or [108], the
instantaneous fluid velocity (v) can be calculated, in
principle, by the methods of computational fluid
dynamics. However, such calculations involve a large
computational effort and are, in practice, limited with
respect to flow geometries and conditions. For turbu-
lent flow, a practical approach relies on introducing
turbulent diffusion. Accordingly, instantaneous veloc-
ity is divided into steady and turbulent components.
The steady component is parallel to the surface and
does not contribute to transport to and from the sur-
face. Then, the convection term in eqn [101] or [108],

ckv, is approximated by a turbulent diffusivity
term,�Dtrck , which can be lumped with the molecu-
lar diffusion term thus defining an effective diffusion
coefficient (Davis,151 Nordsveen et al.116)

Deff
k ¼ Dk þ Dt ½109�

where Dt can be obtained from empirical correlations
with fluid properties.151,152 For example, Davis’s151

correlation has been used in the CO2 corrosion
model of Nordsveen et al.116:

Dt ¼ 0:18
z

d

� �3 �
r

½110�

where z represents the distance from the surface (either
a metal surface or a surface covered with corrosion
products), � is the viscosity, r is the density, and d is
the thickness of the laminar boundary layer, which can
be calculated for a pipe with a diameter d as

d ¼ 25Re�7=8d ½111�
It is noteworthy that this formalism can be shown to be
physically equivalent to the treatment of turbulent flow
through mass transfer coefficients as described in the
previous section. Specifically, Wang and Nešić139

showed a relationship between the mass transfer coef-
ficient and Dt :

1

km;i
¼
Z d

0

dz

Di þ Dt

½112�

The computation of the rates of production or deple-
tion Rk is necessary in order to apply eqn [100].
A general matrix formalism for calculating the Rk
terms in a system with multiple reactions has been
developed by Nordsveen et al.116 The main limitation
here is the fact that rate data are available only for a
very limited number of reactions such as precipitation
of common scales (CaCO3, FeCO3) and selected
homogeneous reactions (e.g., hydration of H2CO3).
For the vast majority of reactions, only equilibrium
equations are available and, in fact, there is no physical
need for kinetic expressions for most homogeneous
reactions because they are fast relative to mass trans-
port. Therefore, arbitrary rate expressions may be
assumed as long as they are constrained by the equilib-
rium constant (i.e., the ratio of the forward and reverse
rate constants is equal to the equilibrium constant),
give appropriately fast reaction rates and change direc-
tion as the equilibrium point is crossed. A convenient
expression for the production or depletion rate for
species k can be defined in terms of the departure of
the ionic product from equilibrium (Walton153):
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Rk ¼
XM
m ¼ 1

�rmnkm ln

Q
cnkmk

Km

� �� 	
½113�

where rm is an adjustable numerical rate parameter
for reaction m, Km is the equilibrium constant for
reaction m, and nkm is the stoichiometric coefficient
for species k in the mth reaction. Alternatively, the
transport equations can be first solved separately
from the chemical effects and, then, at the end of
each sufficiently small time step, thermodynamic
equilibrium calculations can be performed in each
elementary volume.

To solve the system of transport eqns [100] and
[101] or [108], boundary conditions are required. In
the bulk solution, the equilibrium concentrations are
the natural boundary conditions. For each species
involved in electrochemical reactions, the flux at
the metal surface is determined from

Jk ¼ � ik

nkF
½114�

where the current density ik is calculated from appro-
priate expressions for cathodic and anodic partial pro-
cesses as a function of concentrations at the metal
surface. This provides a link to the mechanistic
or empirical electrochemical expressions described
above. For the species that are not involved in the
reactions, the flux at the interface is zero. It should be
noted that the application of this formalism of mass
transport can become quite computationally involved,
especially for systems with numerous species, because
it requires solving a system of differential equations
(eqns [100] and [101] or [108]) with constraints (eqns
[103] or [104] and chemical terms).

2.38.3.5.1 Effect of the presence of

porous media

The above transport equations need to be modified
when mass transport occurs through porous media
such as corrosion products, calcareous deposits, soil
or sand, and various man-made environments, includ-
ing concrete and ceramics. Such a generalization can
be formulated in terms of two characteristic quantities,
porosity and tortuosity. Porosity (e) is the volumetric
void fraction of the medium, whereas tortuosity (t) is
defined as the ratio of the distance that an ion or
molecule travels around solid particles to the direct
path. For practical applications, tortuosity can be cor-
related with porosity thus leaving porosity as the only
parameter to affect transport equations. The generali-
zation of transport equations to porous media has been

discussed by Newman150 and Bear.154 A detailed cor-
rosion model that includes the transport in porous
corrosion products has been developed for CO2 cor-
rosion by Nordsveen et al.116 and Nešić and Lee.155

2.38.3.6 Active–Passive Transition and
Dissolution in the Passive State

The expressions for anodic partial current densities
discussed above (eqns [54]–[68]) are limited to the
dissolution in the active state. However, dissolution in
the passive state and the transition between the active
and passive state are equally important for modeling
aqueous corrosion. In fact, passivity is the key to our
metal-based civilization (Macdonald97) and has been
extensively investigated since the pioneering work of
Faraday and Schönbein in the 1830s. Theories of
passivity have been reviewed by many investigators
(Frankenthal and Kruger,156 Froment,157 Marcus and
Oudar,158 Natishan et al.,159 Macdonald97,160) and are
beyond the scope of this chapter. In this section, we
focus solely on practical models for calculating the
anodic current density in the passive and active–
passive transition regions as a function of solution
chemistry.

Passivity manifests itself by a sharp drop in the
anodic current density at a certain critical potential
as the metal is polarized in a negative-to-positive
potential direction. For calculation purposes, empiri-
cally determined anodic polarization curves can be
reproduced using a suitable fitting function. For
example, such a function has been developed by
Macdonald.161 Then, empirical fitting functions can
be used within the framework of the mixed potential
theory as described above.

A convenient way to introduce the active–passive
transition into a computational model is to consider a
current that leads to the formation of a passive layer
in addition to the current that leads to active dissolu-
tion (Ebersbach et al.,162 Anderko and Young108). For
this purpose, a certain fraction of the surface yP can
be assumed to be covered by a passive layer. The
change of the passive layer coverage fraction with
time can be expressed as

@yP
@t

� �
E;ai

¼ ciMeOð1� yPÞ � KyP ½115�

where iMeO is the current density that contributes to
the formation of a passive layer. The second term on
the right-hand side of eqn [115] represents the rate
of dissolution of the passive layer, which is
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proportional to the coverage fraction. Solution of this
equation in the steady-state limit yields an expression
for the anodic dissolution current:

iMe;TOT ¼ iMe þ iMeO

1þ ðciMeO=K Þ ¼
iMe þ iMeO

1þ ðiMeO=iPÞ ½116�

where iMe is the dissolution current density in the
active state and the ratio iP¼ c/K constitutes
the passive current density. The current iMe is calcu-
lated using the active dissolution models described
above. The current iMeO is expressed using the
usual expression for process under activation control,
that is

i2 ¼ i02 exp
a2FðE � EFÞ

RT

� �
½117�

in which the parameters can be adjusted to reproduce
the observable characteristics of the active–passive
transition including the critical current density (icrit)
and Flade potential (EF).

146 Equation [116] can be
then used for the anodic process of metal dissolution
within the framework of the mixed-potential theory
(eqns [45] and [46].

An example of mixed-potential calculations for a
passive metal is shown in Figure 6. This figure illus-
trates the computation of the corrosion potential of
alloy 600 in a dilute LiOH solution as a function
of dissolved oxygen concentration. As in Figure 5,
the upper and middle diagrams of Figure 6 show the
predicted partial E versus i curves for the anodic and
cathodic processes. The upper diagram (Figure 6(a))
shows the predictions for a very low O2 concentration
(0.013 ppm), whereas the concentration in the middle
diagram is somewhat higher (0.096 ppm). In a weakly
alkaline solution, the alloy is passive as indicated by
the vertical portion of the anodic curve (line labeled
as (3)). Two main cathodic processes are taken into
account in this system, that is, the reduction of
H2O (line (1)) and the reduction of O2 (line (2)). At
the lower O2 concentration, the limiting current den-
sity is lower than the passive current density, and the
main cathodic process is the reduction of H2O (i.e.,
the mixed potential lies at the intersection of the lines
(1) and (3) in Figure 6(a)). As the O2 concentration
increases, the O2 reduction reaction becomes pre-
dominant and determines the mixed potential,
which then lies at the intersection of lines (2) and
(3). This behavior explains the experimentally deter-
mined s-shaped dependence of Ecorr on O2 concen-
tration as shown in Figure 6(c). The s-shape is due to
the transition from H2O reduction to O2 reduction as
the dominant cathodic process. The transition

depends on flow conditions because the O2 reduction
is partially under mass transport control.

Passive dissolution and active–passive transition
strongly depend on solution chemistry. In the
absence of specific active ions, the dissolution of
oxide films depends primarily on the pH of the
solution. Appropriate kinetic expressions can be con-
structed by considering dissolution reactions between
the passive oxide/hydroxide surface layers and solu-
tion species (Anderko et al.,146 Sridhar et al.131,164) In
acidic solutions, the key reaction involves the protons
from the solution:

� MeOaðOHÞb þ ð2a þ b � xÞHþ

¼ MeðOHÞð2aþb�xÞþx þ ða þ b � xÞH2O ½118�
where the symbol ‘�’ denotes surface species. The
corresponding kinetic equation is

ip;Hþ ¼ kHþa
q

Hþ;s ½119�
where aHþ;s denotes the surface concentration of
hydrogen ions and q is a reaction order, which is not
necessarily related to the stoichiometric coefficient in
the dissolution reaction. In neutral solutions, the pre-
dominant dissolution reaction can be written as

� MeOaðOHÞb þ aH2O ¼ MeðOHÞ0ð2aþbÞ;aq ½120�
where the predominant species on the right-hand
side of eqn [120] is a neutral complex as indicated
by the superscript 0. The corresponding kinetic
equation is

ip;H2O
¼ kH2Oa

r
H2O;s

½121�
where the reaction order with respect to water indi-
cates that dissolution may be affected by water activ-
ity. Similarly, the predominant reaction in alkaline
solutions is

� MeOaðOHÞb þ ðx � 2a � bÞOH� þ aH2O

¼ MeðOHÞðx�2a�bÞ�x ½122�
with a corresponding kinetic equation given by

ip;OH� ¼ kOH�a
s
OH�;s ½123�

The total passive current density as a function of pH
is given by

ip ¼ ip;Hþ þ ip;H2O
þ ip;OH� ½124�

It should be noted that the passive dissolution may be
influenced by mass transport. For example, aluminum
dissolution in alkaline solutions is known to be partly
under mass transport control due to the transport of
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Figure 6 Modeling of the corrosion potential of alloy 600 in a 0.1 M LiOH solution at 200 �C as a function of dissolved

oxygen concentration. The upper and middle diagrams (a and b) show the calculated partial electrochemical reactions

and predicted polarization curve for solutions containing 4e-7m (0.013 ppm) and 3 	 10�6 m (0.096 ppm) O2, respectively.
The lower diagram (c) compares the calculated corrosion potential with experimental data163 at 200 �C as a function of

dissolved oxygen molality.
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OH� ions from the bulk to the interface. Then, the
contributions to the passive current density (eqn
[124]) should be coupled with mass-transfer equa-
tions such as eqn [36].131

Figure 7 illustrates the electrochemical modeling
of the pH dependence of the active–passive transition
of type 304 stainless steel. The upper and middle
diagrams in Figure 7 show the partial electrochemical
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Figure 7 Electrochemical modeling of the depassivation pH and corrosion potential of type 304 stainless steel in aerated

0.1M Na2SO4þH2SO4 solutions. The upper (a) and middle (b) diagrams show the calculated partial electrochemical
processes and predicted polarization curve for pH = 0.8 and 1.8, respectively. The lower diagram (c) compares the calculated

corrosion potentials with experimental data.165
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processes in Na2SO4 solutions with pH¼ 0.8 and 1.8,
respectively. The anodic curve (line 4) was modeled
using a model based on eqns [116] and [117]. The
main cathodic process is the reduction of O2. Because
of the pH effect on the active–passive transition, the
mixed potential moves from the active dissolution
region for pH¼ 0.8 to the passive region for
pH¼ 1.8. This explains the dependence of the experi-
mentally determined corrosion potential on pH
(Figure 7(c)). The pH value at which an abrupt
change of Ecorr occurs can be identifiedwith the depas-
sivation pH.

In addition to pH effects, some active ions may
influence the magnitude of the passive current density.
The effect of active species on the dissolution in the
passive state can be modeled by considering surface
reactions between the metal oxide film and solution
species (Blesa et al.,166 Anderko et al.146):

� MeOaðOHÞb þ ciXi ¼
� MeOaðOHÞbXci þ eiOH

� ½125�
where Xi is the ith reactive species in the solution, and
the subscripts a, b, ci, and ei represent the reaction
stoichiometry. In general, eqn [125] may be written
for any active, aggressive, or inhibitive species i in the
solution (i=1, . . ., n). It is reasonable to assume that
eqn [125] is in quasi-equilibrium. The surface species
that forms as a result of reaction eqn [125] may
undergo irreversible dissolution reactions such as:

� MeOaðOHÞbXci þ aH2O!
MeðOHÞ02aþb;aq þ ciXi ½126�

in which dissolved metal species are formed in analogy
to those described by eqns [118], [120], and [122].
Mathematical analysis of reactions eqns [125] and
[126]108,146 yields a relationship between the passive
current density and activities of reactive species:

ip ¼ i0pðpHÞ
1þP

i

liðaciXi
=aeiOH�Þ

1þP
i

KiðaciXi
=aeiOH�Þ

½127�

where i0pðpHÞ is given by eqn [124], li is the forward
rate of reaction eqn [126], and Ki is the equilibrium
constant of reaction eqn [125].

Figure 8 illustrates the effect of active ions on the
rate of general corrosion using alloy 22 in mixed
HNO3þHF solutions as an example. The upper
diagram (Figure 8(a)) shows the predicted partial
electrochemical processes in a 20% HNO3 solution
and the middle diagram (Figure 8(b)) shows how

these processes change when a moderate amount of
HF (1.57%) is added. A 20 wt.% HNO3 solution is
an oxidizing medium, and, therefore, reduction of
NO3

� ions in an acidic environment is the main
cathodic process. This results in a high corrosion
potential as shown in Figure 8(a). The corrosion
rate is controlled by the dissolution rate of the
oxide film. When HF is added, the dissolution rate
of the oxide substantially increases even though a
moderate amount of HF has practically no effect on
the acidity of the system. This effect is reproduced by
eqn [127] and manifests itself by the increased passive
current density in Figure 8(b). The predicted effects
can be compared with the observed corrosion rates in
20% HNO3 solution as a function of HF concentra-
tion (Figure 8(c)).

2.38.3.7 Scaling Effects

In addition to passive dissolution and active–passive
transition, modeling of surface scale formation is of
great practical importance. Scales form as a result of
deposition of corrosion products (e.g., iron carbonate
or sulfide) or other solids that reach supersaturation
near metal interfaces (e.g., calcareous deposits).
Scales can be distinguished from passive films in
that they do not give rise to the classical active–
passive transition such as that shown in Figure 7.
Rather, they reduce the rate of dissolution by
providing a barrier to the diffusion of species to and
from the surface and by partially blocking the inter-
face, thus reducing the overall rate of electrochemical
reactions. In general, there may be multiple mechan-
isms of scale formation depending on the chemistry
of the precipitating solids.

One mechanism of scale formation can be quanti-
fied in terms of the competition between the rate of
scale formation, which results in the precipitation of a
corrosion product, and the rate of corrosion under
the scale, which leads to the ‘undermining’ of the
scale. When the rate of precipitation exceeds the
rate of corrosion, dense protective films are formed.
Conversely, when the corrosion rate is greater than
the precipitation rate, the scale still forms, but the
precipitation rate is not fast enough to fill the grow-
ing voids. Then, the scale becomes unprotective even
though it may be thick. Nešić and Lee155 developed a
model to represent this phenomenon for FeCO3 scale
formation. In Nešić and Lee’s155 model, the local
change in the volumetric concentration of the scale-
forming solid is given by a redefined eqn [100]:
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Figure 8 Electrochemical modeling of the effect of HF concentration on the corrosion rate of alloy 22 in HNO3þHF

solutions. The upper (a) and middle (b) diagrams show the partial electrochemical processes in 20% HNO3 solutions without

HF and with 1.57% HF, respectively. The lower diagram compares the calculated results with experimental data167 as a

function of HF concentration.
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@csolid
@t
¼ Rsolid � CR

@csolid
@z

½128�
where the first term on the right-hand side represents
the rate of the scale formation and the second term is
the scale undermining rate. In eqn [128], CR is the
corrosion rate and z is a direction perpendicular to
the surface. The rate of formation of the scale is, in
general, a product of the scale particles’ surface area-
to-volume ratio A/V, a function of temperature, the
thermodynamic solubility product Ksp, and an empir-
ical function of supersaturation S:

Rsolid ¼ A

V
f ðT ÞKsp f ðSÞ ½129�

where supersaturation is defined as

S ¼
Q

anii
Ksp
¼
Q

cnii
Ksp

½130�

While the f (T) and f (S) functions can be, in principle,
derived from precipitation kinetics data that are inde-
pendent of corrosion, Sun and Nešić168 have deter-
mined that much more reliable precipitation rates
can be obtained from corrosion weight loss and gain
measurements than from kinetic measurements that
start from dissolved metal ions. The A/V ratio
depends on the porosity of the scale on the metal
surface. Nešić and Lee155 developed an empirical
function of porosity that is consistent with the exper-
imental data for FeCO3 scale formation.

A different model is necessary for scales whose
formation does not follow the kinetics of precipita-
tion processes. For example, FeS scales form very fast
in highly undersaturated solutions, in which they
would be thermodynamically unstable in the bulk,
and their formation appears not to be influenced by
solution supersaturation. Thus, the effect of FeS
scales can be modeled by assuming a solid-state reac-
tion at the metal surface that is mediated by the
adsorption of H2S (Anderko and Young,169 Nešić
et al.170) The formation of FeS scales is further com-
plicated by the existence of an outer layer that results
from the growth, cracking, and delamination of the
FeS film. A model that accounts for these phenomena
was developed by Sun and Nešić.171

2.38.3.8 Modeling Threshold Conditions for
Localized Corrosion

Modeling of the evolution of localized corrosion has
been the subject of extensive research during the past
three decades, and a number of important models
have been developed for the initiation, stabilization,

propagation, and stifling of individual pits, crevices,
and cracks and for the statistical behavior of their
ensembles in corroding structures. However, this
topic is outside the scope of this chapter and will be
reviewed in the chapter ‘Predictive Modeling of
Corrosion’ in this volume.

In this chapter, we focus solely on models that
predict the conditions for the occurrence of localized
corrosion without going into the treatment of the
evolution of localized corrosion events in time and
space. Such models are designed to find the threshold
criteria for localized corrosion. In general, localized
corrosion occurs when the corrosion potential of an
alloy in a given environment exceeds a critical poten-
tial. The meaning, experimental determination, and
interpretation of the key potentials that characterize
localized corrosion have been reviewed by Szklarska-
Smialowska.172 While this general concept is well
accepted, what constitutes a critical potential con-
tinues to be debated. The selection of the critical
potential depends on the particular phenomenon
that is to be modeled.

The applicability of the critical potential concept
to modeling localized corrosion is qualitatively illu-
strated in Figure 9. In this figure, the arrows indicate
the conditions at which localized corrosion is
expected. For a given alloy, the critical potential
decreases with an increase in the concentration
of aggressive species (e.g., halide ions) as shown in
Figure 9(a). The shape of the Ecrit curve corresponds
to that of the repassivation potential curve, but the
qualitative pattern is more general. Unlike the critical
potential, the corrosion potential is usually not a
strong function of aggressive ion concentration unless
significant localized corrosion occurs. The critical
aggressive species concentration for localized corro-
sion is observed when Ecorr exceeds Ecrit. Similarly, for
a given aggressive chemical environment, a critical
temperature exists (see Figure 9(b)). The critical
potential is also strongly affected by the presence of
inhibitors. As shown in Figure 9(c), this gives rise to a
critical inhibitor concentration. In many environ-
ments, the presence of oxidants may increase Ecorr
so that localized corrosion may occur beyond a criti-
cal concentration of redox species (Figure 9(d)). The
actual conditions in a system may be a combination of
the four idealized cases shown in Figure 9. Thus, the
key is to predict both the corrosion potential and the
repassivation potential. The corrosion potential can be
obtained from a general-corrosion, mixed-potential
model for passive metals as described above. For
the critical potential, separate models are necessary.
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In this chapter, we briefly review the computation and
applicability of the passivity breakdown potential and
the repassivation potential.

2.38.3.8.1 Breakdown of passivity

To predict the initiation of localized corrosion, it is
necessary to calculate the critical passivity breakdown
potential. Several theories have been developed to
relate the breakdown potential to the concentration
of aggressive species in the solution (Heusler and
Fischer,173 Strehblow and Titze,174 Lin et al.,175

Okada,176 McCafferty,177 Haruna and Macdonald,178

Macdonald,97 Yang and Macdonald,179 and papers
cited therein). A common theoretical result, confirmed
by experimental data, is the linear dependence of the
passivity breakdown potential on the logarithm of the
concentration of aggressive ions. While this observa-
tion is generally accepted, its generalization to systems
with multiple aggressive and inhibitive ions is not
immediately obvious.

A particularly comprehensive treatment of passiv-
ity breakdown is provided by the point defect model of
Macdonald and coworkers (Lin et al.,175 Haruna and
Macdonald,178 Macdonald,97 Yang andMacdonald179).
According to the point defect model, passivity break-
down results from the condensation of cation or metal
vacancies at the interface between the metal and the
passive barrier layer. The vacancies are envisaged to be
generated at the barrier layer–solution interface in an
autocatalytic, anion-induced process. For systems con-
taining only aggressive (halide) ions X, the critical
breakdown potential is expressed as

Eb¼ 4:606RT

waF
log

Jm

âDu�w=2

� 	
�2:303RT

aF
log aX ½131�

where Jm is the rate of annihilation of cation vacancies
at the metal/barrier layer interface, â and u are ther-
modynamic parameters related to the absorption of an
aggressive ion into an oxygen vacancy, D is the cation
vacancy diffusivity, and a is the polarizability of the
film–solution interface. Yang and Macdonald179

extended eqn [131] to systems containing both aggres-
sive ions X� and inhibitive ions Yz�:

Eb¼ E0
b�

b
a
pH�2:303

aa0F
log

aX�

aYz�
½132�

where the constant E0
b is a function of adsorption and

elementary reaction rate parameters that is derived
from a competitive adsorption model for the X� and
Yz� species, b is the dependence of the potential drop
across the barrier layer–solution interface on pH, and
a0 is a transfer coefficient. The predictions of the point
defect model have been found to be in agreement with
experimental phenomena including the linear depen-
dence of the breakdown potential on the concentra-
tions of aggressive and inhibitive ions, the dependence
of the induction time on potential and chloride con-
centration, dependence of the breakdown potential on
the scan rate and the inhibition of pitting by Mo and
W in the alloy. It should be noted that the breakdown
potential is a distributed quantity that can be described
with a normal distribution function. The distribution
in Eb has been reproduced by assuming that the cation
diffusivity is normally distributed.97
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marked ‘localized corrosion’ denote the potential ranges in which localized corrosion can be expected.
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While the logarithmic dependence of the breakdown
potential on the aggressive species concentration is
predicted by most passivity breakdown models, the
induction time provides a more stringent criterion for
testing alternative models. Accordingly, Milošev et al.180

tested the validity of the point defect model, the
two-dimensional nucleation model of Heusler and
Fischer,173 and the halide nuclei model of Okada176 for
the pitting of copper. The point defect model was found
to yield the best agreement with experimental data.

2.38.3.8.2 Repassivation potential and its use

to predict localized corrosion

While the breakdown potential is the critical param-
eter for the initiation of pitting, the repassivation
potential (Erp) has been used for predicting the
long-term occurrence of pitting and crevice corro-
sion. The repassivation potential (also called protec-
tion potential) is the potential at which a stably
growing pit or crevice corrosion will cease to grow.
Thus, localized corrosion cannot occur at potentials
below Erp. The use of Erp for engineering predictions
can be justified by the fact that only the fate of stable
pits or crevice corrosion is important for predicting
the possibility of failure, and metastable pits do not
adversely affect the performance of engineering
structures. It has been shown by Dunn et al.181,182

that Erp is practically independent of the amount of
charge passed in a localized corrosion process as long
as it is above a certain minimum amount of charge. As
a result, the repassivation potential is relatively insen-
sitive to prior pit depth and surface finish. As a
corollary, it has been shown that the repassivation
potential for pitting (i.e., measured on an open sam-
ple) and the repassivation potential for crevice corro-
sion (i.e., measured on a creviced sample) coincide at
high pit depths. This has demonstrated the utility of
the repassivation potential for engineering design as
it provides a reproducible and inherently conserva-
tive threshold for the occurrence of localized corro-
sion. Thus, the prediction of long-term occurrence of
localized corrosion can be separated into two inde-
pendent parts, that is, the calculation of the repassi-
vation and the corrosion potentials. The separation of
localized corrosion modeling into these two steps is
valid as long as the initial stages of stable localized
corrosion are considered because the corrosion
potential is not affected at this stage by the progress
of the localized corrosion process and the interaction
between pits can be ignored. The separation remains
valid as long as significant pit or crevice corrosion
growth does not occur and the area of an actively

corroding pit does not become significant compared
to the overall area.

A model for calculating the repassivation potential
has been developed by Anderko et al.183 by consider-
ing the electrochemistry of a metal M that undergoes
dissolution underneath a layer of concentrated metal
halide solution MX. The concentrated solution may
or may not be saturated with respect to a hydrous
solid metal halide. In the process of repassivation, a
thin layer of oxide forms at the interface between the
metal and the hydrous metal halide. The model
assumes that, at a given instant, the oxide layer covers
a certain fraction of the metal surface. This fraction
increases as repassivation is approached. Further,
the model includes the effects of multiple aggressive
and nonaggressive or inhibitive species, which are
taken into account through a competitive adsorption
scheme. The aggressive species form metal com-
plexes, which dissolve in the active state. On the
other hand, the inhibitive species and water contrib-
ute to the formation of oxides, which induce passivity.
The model assumes that the measurable potential
drop across the interface can be expressed as a sum
of four contributions, that is

E ¼ DFM=MX þ DFMX þ DFMX=S þ DFS ½133�
where DFM/MX is the potential difference at the
interface between the metal and metal halide, which
may be influenced by the partial coverage by the
metal oxide, DFMX is the potential drop across the
hydrous halide layer, DFMX/S is the potential differ-
ence across the metal halide–solution interface, and
DFS is the potential drop across the boundary layer
within the solution. Expressions for the potential drops
can be derived using the methods of nonequilibrium
thermodynamics.184 In general, these expressions are
complex and can be solved only numerically. However,
a closed-form equation has been found in the limit of
repassivation, that is, when the current density reaches
a predetermined low value irp (typically irp¼ 10�2

A m�2) and the fluxes of metal ions become small
and comparable to those for passive dissolution.
Then, eqn [133] can be used to arrive at a closed-
form expression for the repassivation potential. This
closed-form expression, which can be solved numeri-
cally to calculate Erp, is given by:

1þ
X
k

irp

ip
� 1

� �
l 00k
irp

� 	
ynkk exp

xkFErp
RT

� �

¼
X
j

k00j
irp

ynjj exp
aj FErp
RT

� �
½134�
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where ip is the passive current density, T is the temper-
ature,R is the gas constant, and F is the Faradayconstant.
The partial coverage fraction of a species j is related to
the activity of this species in the bulk solution by

yj ¼ Kads;j aj

1þPk Kads;kak
½135�

where

Kads;j ¼ exp �DGads;j

RT

� �
½136�

and DGads,j is the Gibbs energy of adsorption. The
parameters k00j and l 00k in eqn [134] are rate constants
for surface reactions mediated by the adsorption of
aggressive and inhibitive species, respectively. The
inhibitive species include water, as it is necessary for
oxide formation. The parameter nj is the reaction order
with respect to species j, and aj and xk are the electro-
chemical transfer coefficients for reactions mediated by
aggressive and inhibitive species, respectively. Some
parameters (DGads,i , aj , and nk) can be assigned default
values. The remaining parameters need to be regressed
from a limited amount of experimental Erp measure-
ments. Since Erp data are most abundant for chloride
solutions, the rate constant for the chloride ions (k00Cl),
reaction order with respect to chlorides (nCl), rate con-
stant for water (l 00H2O

), and electrochemical transfer coef-
ficient forwater (xH2O) are determined based on the data
for chloride solutions. The determination of parameters
is greatly simplified by the fact that the parameters for
Fe–Ni–Cr–Mo–W–N alloys can be correlated with
alloy composition,185,186 thus enhancing the predictive
value of the model. The k00j and, if necessary, nj para-
meters are determined for other aggressive species j (e.g.,
bromide ions) using Erp data for either pure or mixed

solutions containing such ions. Finally, the l 00k parameters
for inhibitive ions k are determined on the basis of data
for mixed solutions containing chlorides and inhibitors.
Data for mixed systems are necessary because Erp is
undefined in solutions containing only inhibitors.

The repassivation potential model has a limiting
character, that is, it accurately represents the state of
the system in the repassivation potential limit. In
addition to the value of the repassivation potential,
the model predicts the correct slope of the current
density versus potential relationship as the potential
deviates from Erp.

183 The current density predicted
by the model as a function of potential is given by

i ¼

P
j

k00j y
nj
j exp

aj FE
RT

� �
þP

j

l 00j y
nj
j exp

xj FE
RT

� �

1þ 1
ip

P
j

l 00j y
nj
j exp

xj FE
RT

� � ½137�

Equation [137] reduces to eqn [134] for E¼ Erp and
i¼ irp. Since eqn [137] is a limiting law, its accuracy
gradually deteriorates as the potential increasingly
deviates from Erp. Equation [137] cannot be regarded
as a model for the propagation rate of an actively
growing pit or crevice because it does not take into
account the factors such as the ohmic potential drop,
transport limitations, and so on. However, the current
density predicted using eqn [137] for E> Erp is useful
because it provides an estimate of the maximum
propagation rate of an isolated pit as a function of
potential. Such an upper estimate is convenient
because it relies only on parameters that are cali-
brated using repassivation potential data.

Figure 10 shows the application of the repassiva-
tion potential model to alloy CuNi 7030 in chloride
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Figure 10 Modeling the repassivation potential of alloy CuNi 7030 (UNS C71500).217 as a function of chloride activity at
various temperatures.
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solutions at three temperatures. As shown in the
figure, the slope of the repassivation potential
changes as a function of chloride activity. A steeper
slope is observed at low chloride concentrations. This
is a general phenomenon for alloys and becomes more
pronounced for more corrosion-resistant alloys.183

The transition between the low-slope and high-
slope segments of the curves strongly depends on
the alloy and temperature.

A particularly useful application of the repassiva-
tion potential model is for investigating the com-
peting effects of aggressive and inhibitive species.
For example, Figure 11 shows the inhibitive effect
of nitrate ions on localized corrosion of alloy 22
in concentrated chloride solutions. The Erp versus
NO3

� concentration curves have a characteristic
shape with two distinct slopes. As the concentration
of theNO3

� ions is increased, the slope of the Erp versus
NO3

� concentration curve initially slowly increases
with a low slope. At a certain concentration of NO3

�,
the slope of the Erp curve rapidly increases and the
repassivation potential attains a high value. At NO3

�

concentrations that lie beyond the high-slope portion
of the Erp versus NO3

� curve, localized corrosion
becomes impossible even in systems with a high corro-
sion potential. Thus, there is a fairly narrow range of
inhibitor concentrations over which the Erp curve tran-
sitions from a low-slope region (in which localized
corrosion is possible depending on the value of the
corrosion potential) to a high-slope region that consti-
tutes the upper limit of inhibitor concentrations for
localized corrosion. The exact location of the transition
region depends on the temperature and chloride con-
centration and can be accurately reproduced using the
repassivation potential model.

Figure 12 illustrates an application of the corro-
sion potential and repassivation potential models to
predict the critical crevice temperature. At tempera-
tures below critical crevice temperature (CCT), the
calculated corrosion potential (Ecorr) should lie below
the repassivation potential, whereas it should exceed
Erp above CCT. Thus, the intersection of the Ecorr and
Erp curves versus temperature provides an estimate of
CCT. Figure 12 shows the results of such calcula-
tions for alloy C-276 in 6% FeCl3 solutions.

188 The
repassivation potential shows an initially steep
decrease followed by a moderate decrease at higher
temperatures. On the other hand, the corrosion
potential shows a much weaker temperature depen-
dence. The intersection points of the Ecorr and Erp
curves can be compared with experimental critical
crevice temperatures (Hibner189).

It should be noted that while the approach based on
computing Ecorr and Erp can predict the long-term
occurrence and maximum propagation rate of loca-
lized corrosion, it gives no spatial or temporal informa-
tion. For predicting the spatial and temporal evolution
of localized corrosion,models are required that include
a detailed treatment of mass transport and take into
account the geometric constraints of crevices, pits, and
so on. Suchmodels are outside the scope of this chapter.

2.38.3.9 Selected Practical Applications of
Aqueous Corrosion Modeling

In this section, we briefly outline selected models that
have been developed for practical applications on the
basis of the principles discussed above.

Extensive efforts have been devoted to the model-
ing of aqueous corrosion in oil and gas environments.
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Figure 11 Modeling the effect of nitrate ions on the repassivation potential of alloy 22 in concentrated chloride solutions.

The experimental data are from Dunn et al.187
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This is due to the great practical importance of
corrosion in oil and gas production and transmission,
and to the fact that the number of key corrosive
components in such environments is relatively lim-
ited (primarily to CO2, H2S, acetic acid, and O2), thus
making the modeling task manageable despite the
inherent complexity of corrosion mechanisms and
their dependence of flow conditions. Corrosion mod-
eling in this area has been reviewed by Nešić et al.,190

Nyborg,191 and Papavisanam et al.192–194 The CO2/
H2S models range from expert systems based on
laboratory and field data to mechanistic models that
recognize the partial electrochemical processes in an
explicit way. Among the electrochemical models, the
treatment of flow effects using mass transfer coeffi-
cients has found wide applicability for both single-
phase and two-phase flow (Nešić et al.,115 Dayalan
et al.,195 Anderko and Young,169 Pots and Kapusta,196

Deng et al.197). While the methodology for modeling
CO2 corrosion is well established, the modeling of
H2S effects is still in a state of flux and is a subject of
significant research efforts (Anderko and Young,169

Nešić et al.,170 Sun and Nešić171). A CO2 corrosion
model based on a detailed treatment of transport
(eqns [100]–[103]) has been developed by Nordsveen
et al.,116 Nešić et al.,198 and Nešić and Lee.166 This
model has been further extended to CO2/H2S corro-
sion by considering mechanistic aspects of FeS scale
formation (Nešić et al.,170 Sun and Nešić171). The
model has been integrated with a multiphase flow
model, which made it possible to predict the effect of
water entrainment and water wetting in oil–water

systems (Nešić et al.170). Also, a stochastic algorithm
for predicting localized corrosion due to partially pro-
tective FeCO3 scales has been integrated with this
model (Nešić et al.199).

Another area in which electrochemical models
have found wide applicability is the prediction of
the corrosion potential in dilute aqueous solutions
that exist in power generation industries. In particu-
lar, mixed-potential models have been developed for
stainless steels in water as a function of oxygen and
hydrogen content (Macdonald,161 Lin et al.,138

Kim103). Such models are useful for calculating Ecorr
in boiling water reactors and related environments.
Ecorr is then further used for localized corrosion
modeling. In such systems, modeling of the initiation
and evolution of crevice corrosion, stress corrosion
cracking, and corrosion fatigue is of primary impor-
tance. For this purpose, several electrochemical mod-
els that are suitable for alloys in high temperature
and low-conductivity water have been developed (see
Betts and Boulton,200 Turnbull,201–203 Engelhardt
et al.204,205 and references therein).

Corrosion in halide-containing natural and indus-
trial environments such as seawater, deliquescing
liquids, or production brines is another important
application for modeling. For example, King et al.123

developed a model for calculating the corrosion
potential of copper in aerated chloride solutions.
Anderko and Young108 modeled general corrosion
of steel in concentrated bromide brines used in
absorption cooling. Sridhar et al.131 developed a
model that predicts both the general corrosion and
the occurrence of localized corrosion for stainless
steels and aluminum in seawater. A mixed-potential
model has been developed to predict the behavior of
nuclear fuel in steel containers (Shoesmith et al.206).
Models for the initiation, stabilization, and propaga-
tion of pitting, crevice corrosion, and cracking in
halide systems have been developed by a number of
authors (Turnbull and Ferris,207 Turnbull,203,208 Betts
and Boulton,200 Engelhardt et al.,209,210 Cui et al.,211

and references therein).
Modeling corrosion in the process industries is a

potentially fruitful area but is subject to great diffi-
culties because of the complex and variable nature of
the chemical environments. In principle, acid systems
are amenable to modeling because of their well-
defined chemistry. In particular, corrosion in acids
has been modeled by Sridhar and Anderko212 in the
moderate concentration range. Rahmani and Strutt213

developed a model for very concentrated sulfuric
acid solutions, in which corrosion can be assumed to
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Figure 12 Prediction of the critical crevice temperature
(CCT) for various alloys in a 6% FeCl3 solution using

corrosion potential and repassivation potential models.188
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values.189 The intersection of the calculated corrosion
potential and repassivation potential lines shows the
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be exclusively under mass transport control. Veawab
and Arronwilas214 developed a model for the general
corrosion in amine–CO2 systems. Models are also
available for the corrosivity in wet porous media
(Huet et al.215). Anderko et al.216 applied the localized
corrosion model based on calculating the repassiva-
tion and corrosion potentials to predict the occur-
rence of pitting and estimate the worst-case
propagation rates of localized corrosion in a process
environment.

2.38.4 Concluding Remarks

Over the past three decades, tremendous progress has
been achieved in the development of computational
models of aqueous corrosion. A number of practically
important models have been developed for applica-
tions as diverse as oil and gas production and trans-
mission, nuclear and fossil power generation,
seawater service, and various chemical processes.

Thermodynamic models of electrolyte systems
have reached a level of sophistication that extended
their applicability range from dilute aqueous solu-
tions to multiphase, multicomponent systems ranging
from infinite dilution to solid saturation or pure
solute limits. Although they were originally devel-
oped mostly for applications other than corrosion
(especially chemical processing and geology), they
are increasingly used to predict the solution chemis-
try of corrosive environments and to understand the
effect of phase behavior on corrosion. Electrochemi-
cal models of corroding interfaces have been devel-
oped to predict the kinetics of anodic and cathodic
reactions that are responsible for corrosion and to
relate them to bulk solution chemistry and flow con-
ditions. Semiempirical and mechanistic models of
passivity have been developed to predict the behavior
of passive metals and the breakdown of passivity.
Also, models are available to predict the threshold
conditions for localized corrosion.

The main focus of the models reviewed in this
chapter is on relating the chemistry of the environ-
ment to electrochemical corrosion phenomena on
metal surfaces. However, this is often only the first
stage of corrosion modeling. Beyond this stage, the
models discussed here serve as a basis for simulating
the spatial and temporal evolution of localized and
general corrosion damage in various engineering
structures subject to localized and general corrosion.
This level of modeling will be discussed in other
chapters of this volume.
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2.40.1 Introduction

The reliable prediction of corrosion behavior is a fun-
damental requirement for the effective control of cor-
rosion. At first sight, this is relatively easy. There is an
extensive corrosion literature, and we can simply look
up the relevant information. Unfortunately, real world
corrosion never seems to involve quite the same con-
ditions as have been tested before, and there is also
the difficult question of the inherent variability of the
corrosion process. If we are concerned with only one
variable such as the effect of temperature on the cor-
rosion of a particular grade of stainless steel in a spe-
cific concentration of sulfuric acid, we can plot all the
data that we can find and estimate the behavior for the
temperature that we are interested in. However, this
approach is limited. If we are interested in 22%H2SO4,
we shall find very few data points, such that we shall
probably not be able to plot a reasonable curve.We can
extend the number of points available by considering a
spread of values, but even then we shall be using only a
very small fraction of the relevant data available.

However, in the particular case where we do have a
large collection of information, we need techniques to
make efficient use of that information. In this chapter,
we are concerned with techniques that rely only on
the available data. It is important to appreciate that
such techniques are necessarily limited to conditions

that lie within the region for which we have data.
In order to extrapolate outside the range of the avail-
able data, we need to use techniques that take advan-
tage of the knowledge of the controlling processes.

2.40.2 Interpolation Techniques

In its simplest form, the problem is one of interpola-
tion. Given the data for points around the point that
we are interested in, how do we estimate data for our
point? For one or two variables, it is relatively easy to
plot graphs, fit lines or surfaces to the graph, estimate
standard error and so forth. However, in corrosion,
we generally need to consider more than two
controlling variables. Even for the very simple case
of austenitic stainless steels corroding in sulfuric acid,
our data set has a minimum of six controlling vari-
ables (Cr, Ni, and Mo content of the steel, tempera-
ture and concentration of the acid, and flow
conditions). We could easily and justifiably increase
the number of variables, for example, by considering
minor alloying elements, such as sulfur, phosphorus,
and carbon. In the absence of a good model of the
behavior, it is difficult to know which variables are
significant. If we ignore the effects of significant
variables, we introduce uncertainty into the predic-
tion; if we reject data that do not have the ‘correct’

*This article is based on a paper originally published in Materials and Design.1
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values of parameters, we ignore much of the infor-
mation contained within our data set.

We therefore need interpolation methods that can
accommodate large numbers of input variables. The
most obvious approach is to assume that the corro-
sion rate ( y) depends linearly on the n controlling
variables (x1, x2, . . ., xn) and that the effects of the
variables are independent.

Then, we can write

y ¼ a0 þ a1x1 þ a2x2 þ � � � þ anxn

where a0 to an are coefficients that we must estimate
from the available data.

This approach is quitewidely used, and providedwe
have more data points than controlling variables, it is
relatively easy to find the values of a0 to an that mini-
mize the error, using techniques of regression analysis.
Unfortunately, the underlying assumptions are rather
questionable. Corrosion rate often has a rather non-
linear dependence on the controlling variables, and the
effects of the variables are rarely independent. In the-
ory, we can reduce this limitation by fitting higher-
order functions, for example, the second-order function

y ¼ a0 þ a1x1 þ a2x2 þ � � � þ anxn þ a11x
2
1

þ a12x1x2 þ � � � þ a1nx1xn þ � � � þ annx
2
n

Note, however, that the second-order function has a
large number of coefficients (for n ¼ 6, there are
28 coefficients) and the second-order function is not

particularly flexible (in one dimension, it is a qua-
dratic). We can get more flexibility by using higher-
order functions, but the number of coefficients involved
increases markedly.

A better approach is to use rather more flexible
functions that can adapt to the data, and thereby fit it
better with fewer coefficients. In effect, this is the
approach used by artificial neural networks (so-called
because they are based on simplified models of animal
nervous systems). However, we tend not to describe
the artificial neural network by the function that is
used to model the data, because the overall function
used is very complicated. Rather, we describe the
neural network as an assembly of connected compo-
nents, where each component implements a some-
what simpler function. The components are known
as nodes or neurons, and each node has one or more
inputs and one output. Several transfer functions can
be used for the nodes, but a common one is the
sigmoidal function (see Figure 1):

y ¼ 1

1þ ð1=exp x0Þ
where x 0 ¼ a0 þ a1x1 þ � � � þ anxn. Then a neural
network is constructed by assembling nodes in a net-
work. In principle, the network can be arbitrarily
complex, but in practice we generally use fairly sim-
ple layered structures, such as that shown in Figure 2.
Each node of the network takes a number of inputs;
each input value (x1 to xn) is multiplied by a weight
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Figure 1 Sigmoidal transfer function typically used by neural network nodes or neurons.
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(a1 to an) and the sum of all the weighted inputs
plus a bias (a0) is used as the input (x 0) to the
sigmoidal function.

As with simpler linear and polynomial functions,
the problem is then to find the values of the coeffi-
cients that give the ‘best’ fit between the output of the
neural network and the known data. Owing to the
complexity of the function implemented by the neu-
ral network, we cannot define an analytical method to
find the coefficients, and a range of heuristic methods
are used to search for the values of the coefficients
that give the best fit, usually starting from rando-
mized values. The process of seeking the coefficients
is known as ‘training’ the network (by analogy with
the training of biological neural networks).

It is important to appreciate the limitations of
neural network methods:

� Neural networks cannot produce reliable predic-
tions for input conditions that are a long way from
the data used to train them. The precise meaning
of ‘a long way’ in this context is rather difficult to
define, but it is clear that extrapolation beyond the
bounds of the training data is unlikely to be reli-
able (except by good luck).

� If there are insufficient training data for the com-
plexity of the network, the network may ‘learn’
the individual data points very precisely, but the
behavior between the training points will be unpre-
dictable. It has been suggested that there should
always be more training points than weights in the
network in order to avoid this problem. While this
seems plausible, the rule has often been broken,
apparently without problems. However, it is diffi-
cult to inspect the multidimensional function
implemented by the network, and it may therefore
be the case that problems with the fit produced by
the network have simply not been detected.

� Neural networks are purely phenomenological
and do not inherently produce a mechanistic
understanding of the process being modeled. How-
ever, the generalization of the behavior that is

achieved with a well-fitted neural network may
well contribute to the development of mechanistic
understanding.

� Large training data sets are required, especially
when the data are noisy (it might be considered
that this should advise against their use to model
corrosion processes).

The training of a neural network involves the
iterative refinement of the weights for all of the
nodes. Typically, this involves applying inputs to
the network for which the output values are known.
Then, the error (the difference between the value
predicted by the network and the known value) is
passed back through the network and used to modify
the weights so as to reduce the error. In order to help
in deciding when to stop training the network, a
number of data points (called the validation or selec-
tion set) are normally held back, and the network is
deemed to be trained as well as possible when the
error for the validation set starts to increase. A further
set may also be reserved (the test set) to test the error
performance of the network on data that have not
been used in any way in the training.

2.40.3 Application of Neural
Networks to Corrosion

An early published attempt to apply a neural network
to a corrosion problem was that of Smets and
Bogaerts.2 They developed a series of neural networks
to predict the SCC of type 304 stainless steel in near-
neutral solutions as a function of chloride content,
oxygen content and temperature. They found that the
neural network approach outperformed traditional
regression techniques (this should always be the case
with a well-fitted network, as it is always possible for
the network to model a linear fit). The network used
had almost as many weights (35) as the number of
examples in the data set used to train it (39). Thus,
there may have been a tendency for the network to fit
the ‘noise’ in the data as well as the mean behavior.

Urquidi-Macdonald et al.3 developed a neural net-
work model for predicting the number and depth
of pits in heat exchangers. No information was
given about the network size (other than that it had
two hidden layers) or the number of training points,
although there appear to be rather few. Hence, there
must be some uncertainty about the reliability of the
predictions obtained. On the other hand, the pre-
dicted evolution of pit depth and number do appear
plausible.

Inputs Outputs

Hidden layers

Figure 2 Layered structure of typical artificial neural

network.
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Ben-Hain and Macdonald4 describe the use of
neural network models to predict the influence of
various parameters on the acidity of simulated geo-
logical brines. The solutions were based on NaCl
plus MgCl2; the network inputs were the Na+ and
Mg2+ concentration and the temperature, and the
output was the predicted pH value. A relatively
large training set was available (101 points, of which
90 were used for training, with the remaining 11
retained as a test set), and a very simple network
was used (just two hidden nodes in a single layer),
and it is perhaps not surprising that the network
achieved a good result. The prediction error was of
the same order as the experimental uncertainty.

Silverman and Rosen5 combined artificial neural
networks with an expert system in order to predict
the type of corrosion from a polarization curve.
Inputs to the networks included the passive current
density, the pitting potential and the repassivation
potential, while outputs were the risks of crevice,
pitting and general corrosion. Two approaches were
used: independent networks for each type of corro-
sion, and a single combined network producing all
three outputs. The expert system was used to inter-
pret the outputs produced by the two approaches.
This combination of neural network with an expert
system ‘supervisor’ offers interesting possibilities,
although in this particular case it seems probable
that the available training set (87 examples) was not
really adequate to describe the dependence of the
type of corrosion on the seven input variables.
Hence, a larger training set could have led to neural
networks that were sufficient by themselves.

Silverman6 also applied neural network methods
to the prediction of service behavior of polymeric
linings from laboratory test data. Inputs to the net-
work were parameters obtained from a short-term
solvent-uptake test, while the output was a pass–fail
description of service behavior. Taking into account
the inherent difficulty of this problem, the results
obtained seem promising. For example, the neural
network was able to produce a correct prediction
for three out of four examples of a lining material
that was not included in the training data. Silverman’s
neural network models have since been adapted for
web access.7

Ramamurthy et al.8 used a neural network to ana-
lyze impedance data for automobile paint finishes
subjected to stone impacts. The paper contains
very little detail on the data set or the network,
and it is difficult to assess the performance of the
network. However, the data presented suggest that

the network is too large, and fits the noise in the
training data rather than the mean behavior.

Trasatti and Mazza9 developed a neural network
for the prediction of crevice corrosion behavior of
stainless steels. The network was trained from long-
term laboratory and field tests. Seventeen input vari-
ableswere usedwith one hidden layer of five nodes. Six
hundred training examples were available; 450 of these
were used for training and the remaining 150 as a test
set. The performance of the network was reasonably
good, but the very large number of input variables
might be expected to present difficulties in training
with a relatively small data set. A 17-dimensional
hypercube has 217 (about 130 000) ‘corners,’ so the data
space is inevitably very sparsely populated.

Nesic and Vrhovac10 have studied the prediction
of corrosion of steel in CO2-containing solutions.
The prediction ability was found to be significantly
better than conventional models, although there are
some questions about the number of coefficients used
in the network.

Neural network methods have been used to fit the
corrosion rate of austenitic stainless steels in sulfuric
acid using the data set described earlier.11

Since the paper on which this chapter is based was
published in 1999, there have been about 100 articles
published on the application of neural network meth-
ods to corrosion. The subject areas that have been
covered include:

� atmospheric corrosion12–23

� corrosion and degradation of steel-reinforced
concrete24–35

� marine corrosion36–45

� erosion–corrosion46

� organic coatings47–51

� corrosion fatigue52–56

� pipeline and oilfield corrosion37,39,57–63

� alloy optimization64

� damage assessment65

� pitting corrosion66–68

� general corrosion69–73

� interpretation or simulation of polarization
curves74–77

� corrosion in aircraft78–85

� refinery corrosion86–88

� corrosion monitoring and inspection89–91

� stray current corrosion92

� metallic coatings93

� CO2 corrosion
94–96

� cathodic protection anode performance97

� oxidation in high temperature water and steam98–100
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� stress corrosion cracking63,101

� identification of corrosion type102–104

� high temperature oxidation and corrosion105,106

� hydrogen effects.107

One of the difficulties of working with prediction in
multiple dimensions is that of representing the results.
All that can be done on two-dimensional paper is to
plot representative sections through the data, either as
simple two-dimensional plots, or as pseudo-three-
dimensional plots. The only complete way of reporting
the results of a neural network fit is to present the
coefficients of the individual nodes, together with a
description of the network. Clearly, this is not a very
helpful representation for the casual reader. The alter-
native representation would be a computer program
that implements the neural network, and thereby pro-
vides means of interrogating the network. However,
even this is not very effective in representing the
essence of the neural network model in a way that
provides a general view of the relationships involved.
We do not, as yet, have a goodmethod of achieving this.

2.40.4 Variability of Corrosion Data

While it is useful to represent the expected corrosion
rate as a function of the controlling parameters, this is
not a complete representation of the corrosion
behavior. Corrosion is inherently variable; as well as
knowing the average corrosion rate, it is also impor-
tant to know the variability of the behavior, as it is the

extreme behavior that will typically cause a corrosion
failure, rather than the average. Methods are cur-
rently being developed to derive the variability of
the training data. A simple approach illustrated in
Figure 3 is to assume that the deviation of the train-
ing data points from the fitted neural network is an
indication of the inherent variance of the training
data. Then, a second network can be fitted to this
variance information to derive a model of the vari-
ance of the corrosion rate as a function of the
controlling variables. While this is a relatively trans-
parent way of obtaining an estimate of the variance,
there may be better ways of achieving this and this is
the subject of current research. One thing that is clear
is that a larger data set is required to obtain a good
prediction of the variance as a function of the input
variables, since the training data for variance are
inherently noisy. In the absence of sufficient data
points to model the variance as a function of the
input variables, the best that can be done to overcome
this problem is to estimate the average behavior as
the mean-square residual, although it may be better
to use the residual as a proportion of the mean at each
point (i.e., to assume that the coefficient of variation
is constant over the problem domain).

2.40.5 Confidence in Fitted Function

In general, one limitation of fitting techniques is the
way in which they isolate the user from the original
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data. It is apparent from Figure 4 that any attempt to
predict the corrosion rate in the central region is
unlikely to be reliable. However, when the corrosion
rate is produced as an output from a neural network
or any other fitting function, this limitation is lost,
and a naive user may assume that the prediction is
as reliable as a prediction from regions with a high
density of training data. Indeed, the imagined infalli-
bility of computer programs may lead users to place
greater faith in the prediction of the neural network.

Consequently, it is important to provide some indi-
cation of the confidence that can be placed in the
prediction of the network. If the original training data
are available, the ‘distance’ from the nearest train-
ing points can be determined, and this can be used as
an indicator of confidence. Alternatively, an addi-
tional network can be trained on the local density
of points. This may not be an entirely accurate esti-
mate. Figure 4 shows cases with equivalent distance
between the training points, but with a somewhat
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different perceived confidence in the interpolation or
extrapolation. The continuous, consistent slope in
Figure 4(a) gives a strong expectation that the line
will continue between the two data regions. On the
other hand, the inconsistent slopes in Figure 4(b)
lead to uncertainty about the intervening region and
hence a much lower confidence than in Figure 4(a).
These perceptions may, of course, be misleading,
but this just underscores the difficulty of estimat-
ing the confidence that can be placed in the predic-
tion of a neural network (or any other interpolation
method). With a simple two-dimensional system such
as that shown in Figure 4, it is relatively easy to
see the implications of the interpolation process.
However, in six-dimensional space it is much more
difficult to visualize the relationship between the
training data points and the interpolated result,
and consequently it is important to develop a quanti-
tative estimate of the confidence that can be placed
in the prediction. Again, this is the basis of ongoing
research.

2.40.6 Inconsistent Data Sets

As several groups have shown, neural network tech-
niques can be very effective for modeling corrosion
behavior. However, these methods require consistent
data sets. To look at another example, work on pitting
corrosion of austenitic stainless steels has used a
number of measurement techniques, including the
measurement of pitting potential, the ferric chloride
exposure test (ASTM G 48) for critical pitting tem-
perature (CPT) or various electrochemical methods
for the measurement of CPT. If we are interested in
the effect of steel composition, we can use neural
network methods to fit the individual types of mea-
surement (this has been done for the particular groups
mentioned above108). This provides useful informa-
tion, but fails to take full advantage of the ‘relatedness’
of the three data sets. In this case, it is apparent that we
should be able to get better estimates if we could take
account of all the data in the related data sets. We do
not, as yet, have ways of doing this.

A similar problem is concerned with the relatively
poor quality of many corrosion results. In this con-
text, poor quality may indicate one or more of many
limitations in the recorded data:

� Errors in the data arising from poor experiment
design, faulty equipment or miscalculation. It is
hoped such errors are rare.

� Failure to measure, control or report significant
variables. For any work concerned with the effect
of alloy composition on corrosion behavior, the
reporting of nominal, rather than actual, composi-
tions introduces a significant uncertainty, and
degrades the value of the result. Similarly, failure
to report or control environmental variables such
as flow rate, oxygen concentration or temperature
restrict the value of the data recorded.

� The summarization of data, for example, by plot-
ting lines without the data points on which the line
is based, seriously limits the use of such data for
further analysis, and, in particular, tends to lose
information about the variability and reliability of
the data. It is less of a problem to report mean
and standard deviation (e.g., as ‘error bars’) for
measured data, as examples of the original data
can be recreated by Monte Carlo methods. How-
ever, it is still better to know the exact data.

2.40.7 Training Data Requirements

In the introduction to prior work, we have placed
significant emphasis on the number of training points,
the number of input variables and the number of
weights in the network. The significance of these values
has often been misunderstood in the application of
neural methods to corrosion problems. Even the neural
network literature is somewhat unclear about what is
acceptable for a good performance from a network. It
may therefore be useful to examine this in a little more
detail, although it should be appreciated that there is
only a limited theoretical basis for this discussion.

We can consider the basic objective of the training
of the neural network to be the accurate modeling of
the expected value of the outer parameters (in the
statistical sense of most likely value) over the relevant
regions of the problem domain. By the problem
domain we mean the multidimensional space defined
by all the input parameters, with the ‘relevant region’
being the range of input parameters for which we
want the output to be valid. Note that in many
problems there may be strong correlation between
input parameters, such that only a limited region of
the problem domain is significant. In effect, this
means that the effective dimensionality of the prob-
lem is less than the number of input variables would
imply. This has important consequences for the num-
ber of training points that will be required, but the
general analysis of this problem requires further
work. We shall therefore consider only the case
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where there is little correlation between the input
variables, other than through possible clustering.

In general, an M-dimensional hypercube has 2M

‘corners.’ A reasonable objective of a training data set
would be to have a point on each corner of the
hypercube. In experimental terms, this corresponds
to taking two values of each variable and performing
experiments for every combination of the two values.
Thus, for one input variable this corresponds to tak-
ing one measurement at each of the maximum and
minimum values of the input parameter and drawing
a straight line between them. On this basis, two points
might be rather low, and 3, 4, or more points might be
better. However, the application of this approach over
multiple dimensions leads to rapidly escalating
requirements for the number of training points. If
we cover all the possible combinations of N values
for each M variable, we require NM measurements.
For example, for the relatively modest case of six
input parameters we need 64 729 and 4096 measure-
ments to provide 2, 3, and 4 points along each axis.

Unfortunately, corrosion data are generally
expensive to produce, and large corrosion data sets
with sufficient consistency to be suitable for training
neural networks are rare. It is therefore generally the
case that neural networks for corrosion data reduc-
tion must be trained on fewer points than is ideal.
This leads to questions about acceptable network
architectures, dimensions and training methods.
This is a complex subject, and one that has not been
fully defined.

From a simple information theory viewpoint, each
weight used in the network provides one degree of
freedom for the function produced by the network,
and there should be at least one training point for
each degree of freedom. If the training data are noisy,
more training data (or fewer weights) will be
required, otherwise the network will model the
noise rather than the average behavior. On this
basis, a good rule of thumb would appear to be that
there should be at least twice as many training points
as weights in the network. However, this rule is fre-
quently broken, apparently without ill-effects, and it
appears that over-large networks may produce
acceptable behavior if the training method used is
not too aggressive. Furthermore, methods have been
proposed that allow the less important connections to
be ‘pruned’ (their weights set at or near zero), thereby
permitting a more complex network to be used while
still retaining a good generalization ability. This is
another area that merits further study. Until these
questions have been clarified, we suggest that the

guideline of two training points for every weight109

should be taken as the ideal.
Recently, Liu et al.52 have used Newton interpola-

tion to create artificial data points between existing
points in order to increase the number of training
points and the density of points in the problem
domain. However, at first sight, this is effectively
training the network to perform Newton interpola-
tion, and it is questionable whether it offers real
advantages.

2.40.8 A Particular Example

To conclude this introduction to the use of neural
networks for the handling of corrosion data, we shall
show the results obtained for a ‘purpose-built’ exper-
imental data set that examined the pitting potential
for type 304 austenitic stainless steel as a function of
solution composition and temperature. The input
variables were the concentrations of Cl�, I�, Br�,
F�, SO2�

4 , CO2�
3 , OH�, NO�

3 , and S2O
2�
3 and the

temperature of the solution, and the output was the
pitting potential (the latter term being interpreted
rather imprecisely as that potential at which the
anodic current started to increase rapidly – this may
therefore correspond to transpassive corrosion or
oxygen evolution).

The data set consisted of 200 measurements
distributed at random through the 10-dimensional
problem domain. Various network architectures
and training methods were examined, but for the
results reported here, 2/3 of the data were used for
training, with the remaining 1/3 being used as a
validation set to determine when to terminate train-
ing. A very simple network was used with only four
nodes in a single hidden layer. This produced a
network with a total of 75 weights, just over half the
number of training points.

As noted previously, it is very difficult to represent
or test the properties of a 10-dimensional function.
The best that we have been able to do so far is to
compare the predictions for simple situations, inwhich
only one variable is changed with the corresponding
experimental data. The results of this exercise are
shown in Figures 5–10, in which the network predic-
tions are compared with the experimental results of
Man and Gabe110 and with data measured using the
samematerial and test method aswere used to produce
the training data (these results were not included in the
training or validation data). In general, it can be seen
that the network predictions are reasonable, but not
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outstanding. The failure to provide completely accu-
rate predictions is understandable, and demonstrates
the fundamental problems of this approach to corro-
sion prediction. The training data set is small by com-
parison to the size of the problem (the 10-dimensional

hypercube has 1024 corners, compared to our train-
ing data set of only 133 points). This, then, requires the
use of a small network in order to avoid the possibility
of memorizing the data, rather than generalizing.
The conditions used for plotting, with 7 or 8 of the 9
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Figure 6 Effect of sulfate on pitting potential in 3% NaCl solution.
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concentrations set to 0 (modeled as 10�6M to accom-
modate the log scaling used for concentration) lie right
at the ‘edges’ of the problem domain, implying that an
element of extrapolation is inevitably occurring. When
these difficulties are taken into account, it seems reason-
able to suggest that the neural network model performs
remarkably well.

Owing to the rather small training set relative to
the size of the problem, it is not realistic, at least with

our current methods, to try to extract the variance
information from the network. However, the residual
error (that part of the training data that is not
accounted for by the network) is of the same order
(around 100mV) as the standard deviation found
when repeating experiments for the same conditions,
which suggests that the network is modeling the
mean behavior reasonably well, and that the residual
errors are largely a result of real variability in the
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measured value. As the training data have been delib-
erately distributed throughout the problem domain
in a relatively uniform way, there is no point in
assessing the confidence that can be attributed to
the prediction of the network.

2.40.9 Conclusions

� Artificial neural networks have generally been
claimed to be successful in modeling various
types of corrosion behavior. However, it is difficult

to evaluate the quality of the model that is provided
by a neural network with many input variables, and
many studies have only validated the performance
of the neural network to a limited extent.

� There is a need to model the variability in the
corrosion behavior as well as the mean behavior.
This can be done, but requires rather larger train-
ing data sets than the modeling of the mean.

� There is a need to provide an indication of the
confidence that can be placed in the prediction of
a neural network. This requires further work
towards developing the necessary techniques.
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Abbreviations
BWR Boiling water reactor

CDF Cumulative distribution function

CEFM Coupled environment fracture model

CEM Coupled environment model

CEP Corrosion evolutionary path

CF Corrosion fatigue

CGR Crack growth rate

CT Compact tension

DAH Differential aeration hypothesis

DFA Damage function analysis

ECL Electrochemical crack length

ECP Electrochemical corrosion potential

EVD Extreme value distribution

HWX Hydrogen water chemistry

IGSCC Stress corrosion cracking

LPST Low-pressure steam turbines

MCL Mechanical crack length

MPM Mixed potential model

NWC Normal water chemistry

PDM Point defect model

SCC Stress corrosion cracking

Symbols
a Depth of a corrosion event

amax Deepest corrosion event

acr Critical depth

b Bulk

b Inverse Tafel constant

Ck Concentration of species k

d Thickness of the wall
�D Average diffusivity of breakdown sites

Dk Diffusion coefficient of species k

Dt Turbulent diffusion coefficient

E Potential

Ecorr Corrosion potential
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Ecrit Critical potential for localized corrosion

Erp Repassivation potential

E0 Equilibrium potential

F Faraday’s constant

Fk Integral damage function for corrosion event, k

fk Differential damage function for corrosion

event, k

Gex Excess Gibbs energy

I Current density

Iss Steady-state passive current density

ia Anodic current density

ic Cathodic current density

icorr Corrosion current density

ip Passive current density

i0 Exchange current density

i0corr Current density on the bare surface

i* Current density calculated in the absence of a

potential drop in the cell

Jca Flux of cation vacancies

Jm Annihilation flux of metal vacancies

jk Flux of species k

K Constant in eqn [70]

ki Reaction rate for ith reaction

K Equilibrium constant

KI Stress intensity factor

KISCC Critical stress intensity factor

km Rate of chemical reaction m

Kv Electrochemical equivalent volume

L Thickness of barrier layer

Lss State thickness of barrier layer

m Constant in eqn [70]

N Total number of nucleated stable pits

nk Rate of nucleation of defect k

Q Quasipotential

Pf Probability of failure

R Gas constant

Rk Rate of production or depletion of species k

Re Reynolds number

s Surface

S Surface area

Sc Schmidt number

T Temperature

t Time

ts Service time

tin Incubation time

tpr Propagation time

u Central parameter

ui Mobility of species i

U0 Open circuit potential

v Hydrodynamic velocity

Vk Rate of propagation of corrosion defect k

V0 Initial pit propagation rate

V0 Mean initial pit propagation rate

Vapp Applied voltage

Vc Critical voltage

Vm Electrode potential

Xi Internal independent variable

Xm Average depth of the largest pit

x Depth of penetration

x0 Characteristic depth

Yi External independent variable

z Direction perpendicular to the surface

zk Charge of species k

a (1) Anodic transfer coefficient, (2) scale

parameter, (3) polarizability of the barrier

layer/solution (outer layer) interface

b (1) Tafel coefficient using natural logarithms, (2)

dispersion in Laplace’s distribution

DG0
S Standard Gibbs energy change for the

chloride absorption reaction

DG0
S Change of Gibbs energy for the Schottky-pair

reaction

DK Stress intensity factor range

« (1) Dielectric permittivity, (2) electric field strength

within the barrier layer

_«ct Crack tip strain rate

«f Fracture strain

g Delay repassivation constant

gk Activity coefficient of species k

G Ratio of the bare surface of the crack tip to the

total geometric surface

h Dynamic viscosity

DKth Threshold stress intensity factor range

k Conductivity

l (1) Constant in eqn [83], (2) function defined by

eqn [97]

mk Chemical potential of species k

n Kinematic viscosity

nk Stoichiometric coefficient of species k

r Density

j Critical areal concentration of vacancies

z Survival probability

s Standard deviation

t Dissolution time

F Cumulative distribution function

w Electrical potential

C Extreme value distribution

c Laplace’s distribution function

V Mole volume of the barrier layer per cation
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2.39.1 Introduction

As our industrial and infrastructure systems (refineries,
power plants, pipelines, etc.) age, there is a considerable
economic incentive to avoid unscheduled outages and
to extend operation beyond the design lifetime. The
avoidance of unscheduled outages is of particular inter-
est, because the failure of even a minor component
can result in the complete shutdown of a facility. For
example, the unscheduled shutdown of a 1000MWe
nuclear power plant due to the failure of a valve may
cost the operator between $1million and $3million per
day, depending upon the cost of replacement power and
other factors. However, if component failures could be
accurately predicted, maintenance could be performed
during scheduled outages, the cost of which has already
been built into the price of the product, thereby mini-
mizing the economic impact of the failure. With regard
to life extension, the successful extension of operation
beyond the design life translates into enhanced profits
and the avoidance of costly licensing and environmental
impact assessments associated with the development
and construction of a new facility. However, in this
case aswell, the key to successful operation is the ability
to avoid unscheduled downtime and hence maintain
continuity of production. However, eventually, the
frequency and severity of unscheduled outages render
continued operation uneconomic and, at that point,
replacement of the facility becomes necessary.

Corrosion is a major cause of component failure,
and hence the occurrence of unscheduled downtime, in
complex industrial systems. In particular, the various
forms of localized corrosion, including pitting cor-
rosion, crevice corrosion, stress corrosion cracking
(SCC), and corrosion fatigue (to name the common
forms), are particularly deleterious, because they fre-
quently occur without any outward sign of accumulat-
ing damage and because theyoften result in sudden and
catastrophic failures. Thus, the development of effec-
tive general and especially localized corrosion damage
prediction technologies is essential for the successful
avoidance of unscheduled downtime and for the suc-
cessful implementation of life extension strategies.

There are two main approaches for predicting
corrosion damage – empiricism and determinism.
(‘Determinism’ is used here in the physics sense to
describe a model whose predictions are constrained
to the ‘physically viable’ realm by the natural laws.
The term ‘determinism’ is often used in engineering
disciplines to indicate a model that provides a
definite output in response to a definite input.)
Empiricism is the philosophy that everything we

can ever know must have been experienced. On the
other hand, determinism is the philosophy that we
may predict the future from the past via the natural
laws. Within these two classes, there exist numerous
subclasses. For example, within the empirical class,
there are functional models, in which (discrete) data
are represented by continuousmathematical functions;
statistical models; and artificial neural networks, to
name a few. Within the broad class of ‘deterministic’
models, there can exist ‘definite’ models that yield a
single output for a given set of input values; and prob-
abilistic models, in which the inputs are distributed
resulting in a distributed output from which the prob-
ability of an event occurring can be estimated.

It must be noted that, up to now, the prediction of
corrosion damage has been largely based on the appli-
cation of empirical models and only in the past decade,
or so, have deterministic models been developed.

It is important to note that there are particular
difficulties in using purely empirical models for pre-
dicting corrosion damage in real industrial systems,
caused by the following factors: (i) Empirical models
are generally expensive, because of the need for large
databases covering many independent variables for
calibration. Complex industrial systems are unique,
even when they are of the same design, because they
endure different operating conditions and histories.
Thus, for example, an airplane that has been
operating in a hot, humid environment might require
more inspection and maintenance than an identical
aircraft based in a desert environment. (ii) Failures are
rare events. Accordingly, it is generally impossible to
develop an effective database for model calibration
based on the failure statistic of any given system.
(iii) Empirical models also fail to capture the mecha-
nism of failure.

Of course, deterministic models also pose
many challenges. The most important of these are
as follows: (i) Corrosion is an extremely complex
phenomenon that depends on a multitude of factors,
including the chemistry of the environment, metal-
lurgy, and thermomechanical history of the corroding
metal, hydrodynamics of multiphase flow, geometry,
stress, temperature, pressure, and so on; (ii) the lack
of information on kinetic parameters of the corroding
system; and (iii) the need to define the corrosion
evolutionary path (CEP). Because any model that is
developed to describe the damaging process, and on
which the deterministic prediction of damage is
based, is only a figment of our imagination, and is
based upon inputs from imperfect senses that are
interpreted through an imperfect intellect, it is clear
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that a working deterministic model can yield only an
approximate description of a real system. Accordingly,
pure ‘determinism’ is an ideal concept that is proba-
bly never achieved in reality, and the complementary,
use of deterministic and empirical model provides
the most effective method for predicting corrosion
damage. Nevertheless, through the application of the
‘scientific method,’ in which a model is continually
revised as it is cyclically tested against new observa-
tions, many deterministic models evolve toward
providing accurate descriptions of real systems.

At this point, it is necessary to contrast the philo-
sophical bases of ‘mechanistic models’ and ‘determin-
istic models,’ because great confusion exists in the
literature on this issue. A mechanistic model is based
upon a realistic mechanism for the process that is
underpinned by a valid theory that, ideally, accounts
for all of the observed properties. There is no require-
ment that the output must be constrained by the natu-
ral laws, as is the case for a deterministic model.
Frequently, it is found that the values of unknown
parameters are simply determined by calibration,
whereas, in a deterministic model those same parame-
ter values would be determined by the constraints.
Given sufficient complexity and enough unknown
parameters, a mechanistic model can be made to fit
any data set imaginable and then yield predictions that
are frequently at odds with reality. This cannot happen
in the case of a deterministic model because the con-
straints, which are expressions of scientific generality
(i.e., the ‘natural laws’), limit the predictions to a realm
that is consistent with the constraints themselves (i.e.,
to physical ‘reality’).

The need to define the CEP has been explained
above. The CEP is defined as the path taken by the
system in terms of those independent variables that
have a significant impact on the rate of damage accu-
mulation in transitioning from the present state to the
future state. This path must be continuous and is
required for both deterministic and empirical damage
prediction models. Examples of defining the CEP are
given later in this chapter, when we discuss the pre-
diction of damage in practical systems.

In this article, we review recent advances in the
development of some deterministic models for pre-
dicting corrosion damage (the review of some empir-
ical models, including statistical models and artificial
neural networks can be found in other articles in this
volume). This subject is much too broad for justice to
be done in a single chapter of the current length, but,
by limiting the scope, the authors wish to illustrate
the essential elements of theory and deterministic

model-building and to demonstrate how the models
can make useful predictions. The cases discussed
have been chosen to address practical problems in
current science and engineering, and, where possible,
applications of the models to real engineering pro-
blems have been selected.

2.39.2 Definition of Corrosion
Damage

As is well known, corrosion damage can be classified
into two categories: uniform (general) corrosion and
localized corrosion, and the quantitative description
of these two cases are quite different. In this review,
principal attention will be devoted to the case of
localized corrosion. However, it must be noted that,
in the general case, it is impossible to describe the
propagation of localized corrosion damage without
having reliable deterministic models for general cor-
rosion, because the latter models yield the most
important value for predicting the rate of localized
corrosion; namely, the corrosion potential, Ecorr .

In the case of general corrosion, it is natural to
define corrosion damage at a given point on a metal
surface as being the thickness of the metal layer that
has corroded, a. This definition means that we can
predict general corrosion damage if we can calculate
a as a function of time and of the independent vari-
ables controlling the damaging process, that is, a is
predicted in the form:

a ¼ aðt ;Xi ;YiÞ ½1�
Here, Xi and Yi are internal and external independent
variables, respectively, that determine the damage
propagation rate. Examples of internal variables are
grain size and orientation, texture, electrochemical
kinetic parameters, and other microstructural prop-
erties. The external variables include loading and
environmental conditions.

Even the term ‘uniform corrosion’ shows that,
usually, the corroding layer thickness, a, depends
slightly on the coordinates on the metal surface, if
internal and external variables can be considered to
be approximately constant for different parts of the
system. In other words, it is assumed that, for a given
set of conditions, uniform corrosion damage can be
characterized for a given time and for given environ-
mental conditions by a single value – average thick-
ness of the corroded layer. Accordingly, for the case
of general corrosion, the service life of the system, ts,
can be defined as the duration before the corroding
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layer thickness achieves some average critical thick-
ness, acr, (or reaches some minimum allowed value).
Usually, the uniform corrosion data are analyzed by
using the normal distribution. It is also assumed that
the standard deviation of the thickness of the cor-
roded layer, s, can be estimated by using eqn [1], if
the standard deviations of values Xi and Yi are known
by using, for example, the standard method for calcu-
lating the propagation of error.

In the case of localized corrosion, the situation
becomes more complicated. Generally speaking, the
accumulation of localized corrosion damage in a sys-
tem is completely defined if we know how many pits
or other corrosion events (per square centimeter)
have depths between x and xþ dx for a given obser-
vation time, t, at a given location on the metal surface.
We will denote this quantity as fkðx; tÞdx where
fkðx; tÞ is the so-called differential damage function.1

Here, the index k denotes different types of localized
defects, such as active and passive pits, cracks, cre-
vices, and so on.

However, in the overwhelming majority of practi-
cal cases, such complete information is not required
to effectively predict the failure time due to the
penetration of the deepest event. Thus, very often,
it is sufficient to obtain information about only the
deepest corrosion event (pit, crack), because failure
in the system commonly occurs when the depth of
the deepest corrosion event amax exceeds some criti-
cal value, acr . Usually, acr is the thickness of the wall
of a pipe, for example, or the depth of a pit transi-
tioning into an unstable crack. With regard to the first
case, in order to describe the damage, we can use an
equation of the previous form, that is,

amax ¼ amaxðt ;Xi ;YiÞ ½2�
Accordingly, the service life of the system, ts (that is
sometimes denoted as being the time to failure, tf) can
be expressed as the sum of incubation period, tin, and
propagation period, tpr, in order for the defect to
attain a critical depth:

ts ¼ tin þ tpr ½3�

The period of propagation, tpr, can be divided into
periods corresponding to different forms of propagat-
ing of the corrosion defect; for example, in the form
of pit, tpit , or in the form of crack, tcr, if the crack
nucleates from the pit. In turn, for example, tcr can be
subdivided into the period tcr,c (the time required
for the surface crack to grow into a through crack)
and tcr,g (the time for a through crack to grow to a
prescribed critical length), and so on.

It is important to understand that even if relation
[2] can be obtained, its applicability would be ques-
tionable. The problem is that eqn [2] yields a single
number for amax for a given value for t and for other
parameters of the system. However, in the general
case, it is impossible to describe available experimen-
tal data by a single number. Thus, Table 1 shows
typical data for the depths of the deepest pits
experimentally measured2 on 20 sampled areas of
300� 300mm on the bottom outer surface near the
periphery of a circular tank made of SS41 carbon
steel, storing heavy petroleum, after 7 years of ser-
vice; all of the pit depths not smaller than 0.5mm
were recorded, and the maximum pit depth in each
sampled area was noted. The experimental data were
taken from Harlow and Wei.3–7

We see that the difference between the observed
values is greater than 280%. It is clear that, in the
general case, prediction of corrosion damage can be
done only in probabilistic terms. Apparently, the best
form of predicting localized corrosion damage would
be prediction of the probability of failure, Pf :

Pf ¼ Pf ðacr; t ;Xi ;Yi ; SÞ ½3�
that is, the probability that at least one corrosion
event of any form (pit, stress corrosion crack, fatigue
crack) reaches some critical depth, acr, at a given
observation time, t, for any given set of environmental
conditions. It is essential that Pf must be a function of
the total area of the system, because the larger the
area of the system, the larger will be the number of
corrosion events and hence the greater the probabil-
ity that a deeper event will exist. Accordingly, Pf must
increase with area.

Table 1 Maximum pit depth distribution, amax,i (in ascending order) for oil storage tank

i

12 13 14 15 16 17 18 19 20

amax,i (mm) 0.65 0.71 0.75 0.84 0.90 1.07 1.18 1.25 1.82

Index i numerates samples. Samples with i < 12 have maximum pit depth of <0.5mm.
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Let us consider possible ways for theoretically
estimating this probability. The most intensive work
that has been reported on predicting corrosion
(in aluminum alloys) is that of Harlow and Wei,3–7

whose important achievement has been to insert
into prediction technology the realization that an
analytical description (not necessarily a deterministic
description) of the accumulation of damage is possi-
ble. Their approach is as follows: It is assumed that a
pit is nucleated at an initial moment, t = 0, with
an initial depth of a0, and that the depth increases
with increasing observation time, t. At some critical
depth, atr, the pit transitions into a crack. By using
mechanically-based models for calculating pit or
crack propagation rates, an analytical expression for
the depth of the corrosion event, a (in the form of a
pit or crack), as a function of time is found in analyti-
cal form, as described by eqn [1]. All variables Xi

and Yi (where only temperature has been included
in the environmental variables) are subdivided into
two parts: deterministic parameters (in the engineer-
ing sense, i.e., parameters with fixed values) and
random parameters, with the latter obeying, for
example, the Weibull distribution. Subsequently,
eqn [1], together with the change-of-variable theo-
rem, or standard Monte Carlo technique, may be
used to estimate the probability of failure, Pr (a >
acr,t), that is, the probability that the crack length, a,
exceeds the prescribed critical length of the crack,
acr, at given observation time, t. The obvious problem
with this approach is that it is completely devoid of
environmental effects, such as those of potential, pH,
[Cl�], and solution conductivity on pit and crack
nucleation and growth, even though these effects
have been established experimentally and are consis-
tent with field observations. Accordingly, the under-
lying model for damage propagation fails to explain
all of the experimental observations and hence is not
viable. The second problem is that, by selecting a
single pit, the significant literature demonstrating
that pitting, which leads to cracking, is a progressive
phenomenon in which new pits nucleate as existing
pits grow and die (repassivate), is ignored. Thus, by
selecting a particular pit initially, there is no way of
knowing, a priori, whether that pit will survive to
grow to a critical depth and hence, nucleate a crack.
Indeed, the approach taken by Harlow and Wei is,
in form, very similar to that employed by Liu and
Macdonald8,9 in the early 1990s to describe the fail-
ure of low pressure steam turbines, except that
the latter study incorporated environmental effects,
and the predictions of the component models were

constrained by the appropriate natural laws (includ-
ing the conservation of charge, recognizing the elec-
trochemical nature of the damaging processes).

The question then arises whether the models of
Harlow and Wei, for example, can be generalized by
including the influence of environmental parameters,
other than temperature, in explicit form. Even if they
were able to do so, which, in itself, would require
a massive reformulation of the models to incorporate
environmental effects, in our opinion, the applicability
of their approach would remain highly questionable,
because environmental effects cannot be included in
an ad hoc fashion. In addition, as noted above, the
current Harlow and Wei3–7 models consider only a
single event, whereas it is well known that corrosion
damage due to pitting, stress corrosion cracking, and
corrosion fatigue accumulates progressively (that is,
new pits/cracks nucleate while existing pits/cracks
grow and die). In other words, it is impossible, in the
general case, to attribute corrosion damage to a single
corrosion event on the surface in isolation from all
other events. Instead, the development of damage
must be described in terms of an ensemble of localized
corrosion events.

This thesis is confirmed by the following: The
probability that any particular pit will repassivate
(die) during the service life of a system is generally
very high. Thus, let us consider the classical mea-
surements of pit depth distribution versus time per-
formed by Aziz10 on Alcan aluminum alloy 2S-O in
Kingston tap water (Figure 1). This study showed
that by the end of 2months, the bulk of the pits
represented by the bell-shaped curve had ceased to
grow (i.e., they had ‘died’) and only the deeper pits
continued to propagate. In other words, by the end of
two months from the beginning of the corrosive
attack (in this particular case), the overwhelming
majority of the pits repassivate (die). Accordingly,
there is no way of knowing whether the pit selected
had the necessary characteristics to grow to the criti-
cal length. In the general case, the probability that the
depth of the deepest pit will exceed some critical
value depends on the number of nucleated, stable
pits and on the probability of repassivation. In some
extreme cases, the probability that the depth of the
deepest pit increases beyond some critical value is
vanishingly small,11 with the result that cracks will
not nucleate. Obviously, this is a scenario that can
only be described in terms of a large ensemble of
events, rather than in terms of a single event.

In addition, the interaction between growing pits
must be taken into account. The presence of existing
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pits impacts the probability of nucleation of other stable
pits within the neighboring region. This phenomenon
has been experimentally reported by Macdonald12 and
is explained by the competition of the pits for the
available resources on the external surfaces (oxygen
reduction) or because the existing pit cathodically pro-
tects the neighboring surface and hence inhibits the
nucleation of the second pit. The interaction between
the ‘hemispheres of influence’ (subtending the external
area over which the cathodic reaction occurs) of grow-
ing, stable pits can also reduce the propagation rate of
each of the pits, simply by reducing the metal potential
at the pit bottom. Finally, we also have to take into
account the overlapping between growing pits that also
influences the shape and propagation rate. All of this
shows that any method for estimating the probability of
failure on the basis of the propagation of a single
corrosion event (pit or crack) cannot be general.

2.39.3 Damage Function Analysis

One of the approaches that considers the accumula-
tion of corrosion damage in terms of the evolution of
an ensemble of pits and cracks is damage function
analysis (DFA).1,13,14 (The other possible method,
that based on the Monte Carlo simulation of move-
ment of ensemble of corrosion events will also be
described below). As mentioned above, the differential
damage function, fkðx; tÞ yields the complete descrip-
tion of corrosion damage. It is easy to obtain the
differential equation for this function. The function fk
has a dimension of #/(cm2 cm)¼ #/cm3, analogous to
the concentration of particles. Accordingly, it is very
convenient to regard each defect as a ‘particle’ that

moves in the x direction (perpendicular to the surface,
with x¼ 0 being at the metal surface). The coordinate
of this particle, x, coincides with the depth of penetra-
tion into the surface. Accordingly, fkmust obey the law
of mass conservation

@fk
@t

þ @jk
@x

¼ Rk; k ¼ 1; 2; . . . ;K ½4�
where jk and Rk are the flux density and the bulk source
(sink) of the ‘particle’ k respectively. Thus, the subscript
k enumerates the corrosion defect (e.g., pit or crack)
and K is the total number of different corrosion defects
in the system. By definition, Rkðx; tÞdxdt yields the
number of defects k (per square centimeter) with
depths between x and xþ dx that arise (or disappear)
during the period of time between t and tþ dt, due to
transformation (repassivation, in the case of pits).

The system of eqns [4] can be solved with the
appropriate boundary and initial conditions.

jk ¼ nkðtÞ at x ¼ 0; t > 0 ½5�
and

fk ¼ fk0ðxÞ at x � 0; t ¼ 0 ½6�
where fk0(x) is the initial distribution of defect k

(usually we can assume that fk0(x) = 0, i.e., no damage
exists at zero time) and nk(t) is the nucleation rate of
the same defect (i.e., nk(t) dt is the number of stable
defects (per square centimeter) that nucleate in the
induction time interval between t and tþ dt).

Thus, because the defect propagation flux, jk, must
be nonnegative (the depth of a corrosion event can
only increase with time), the following, simplest
numerical upwind finite difference scheme can be
used for numerically solving eqns [4]–[6].

Pit depth (μm)
0 200 400 600 800 1000 1200

Fr
eq

ue
nc

y

0

50

100

150

200
2 weeks
1 month

Pit depth (μm)
0 200 400 600 800 1000 1200

Fr
eq

ue
nc

y

0

50

100

150

200
2 months
4 months
6 months
1 year

Figure 1 Pit depth distributions for Alcan 2S-O aluminum alloy immersed in Kingston water for different periods of time.

The increment in pit depth is 100mm. Reproduced from Aziz, P. M. Corrosion 1956, 12, 35–46.
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f nþ1
k;m

¼ f n
k;m
� Dt
Dx

ðj n
k;m
� j n

k;m�1
Þ þ RnkDt ½7�

Here, we use the straightforward approach of
choosing equally spaced points along both the
t- and x-axes: xj ¼ x0 þ mDx, m ¼ 0; 1; . . . ;J and
tj ¼ t0 þ nDx, n ¼ 0; 1; . . . ;N , and we denote
f nk;m ¼ fkðtn; xmÞ. The values f nk;0 and f 0k;m are calculated
from the boundary and initial conditions [4] and [5].
Of course, it is assumed that we know (i.e., can calcu-
late) fluxes, jk, and sources/sinks, Rk, as functions of
the spatial coordinates and time, and, in nonlinear
cases, as functions of the unknown values of fk .

It is important to note that, sometimes, the
equation of continuity is presented in the simplified
form15,16

@fk
@t

þ @½VkðxÞfk�
@x

¼ Rk; k ¼ 1; 2; . . . ;K ½8�
This expression implies that the rate of k th defect, Vk,
depends only on the depth of penetration, x, and
accordingly, for the flux density, jk, we have

jkðx; tÞ ¼ fkðx; tÞVkðxÞ ½9�
In the simplest cases, it is even possible to obtain
analytical solutions for the damage functions. As an
example, let us consider the case of pitting corrosion
under constant external conditions. In this instance,
we have two kinds of defects (K ¼ 2): active pits with
the damage function, fa, and passivated pits (i.e., those
that have ‘died’ through delayed repassivation) with
the damage function, fp. Let us assume that the flux
density of active pits is described by eqn [8] with
VaðxÞ ¼ V ðxÞ. By definition, the flux of passivated
pits is zero (i.e., these pits are ‘dead’). It is evident that
functions Ra and Rp must obey the relation Rp ¼ �Ra
(a pit must be either alive or dead). If, in addition, we
assume that the pit repassivation process obeys a first
order decay law, the function Ra has the form

Raðx; tÞ ¼ �gfaðx; tÞ ½10�
where g is the delayed repassivation (‘death’) constant
(i.e., the rate constant for repassivation of stable pits).
In the general case, g depends on the depth of the pit,
x, and on time, t, when the external conditions depend
on time. However, in this example, we assume that g is
a constant, that is, we suppose that pits repassivate
accidentally and that the probability of repassivation
does not depend on pit depth. (This is clearly a gross
oversimplification, since the probability of delayed
repassivation is expected to increase with pit age, but

this does not change the logic of the argument).
Accordingly, the system of equations for calculating
the DFs has the form

@fa
@t

þ @½V ðxÞfa�
@x

¼ �gfa ½11�

and

@fp

@t
¼ gfa ½12�

The boundary and initial conditions are given as

Vfa ¼ nðtÞat x ¼ 0; t > 0 and fa ¼ fp ¼ 0 at t ¼ 0 ½13�
where n(t) is the nucleation rate of pits on the surface.
Analytical solutions to this system of linear partial
first-order differential equations can be obtained
by using the characteristic method17 and have the
following form:

fa ¼ exp½�gyðxÞ�n½t � yðxÞ�
V ðxÞ and

fp ¼ gexp½�gyðxÞ�N ½t � yðxÞ�
V ðxÞ

½14�

where

ypitðxÞ ¼
ðx

0

dx0

V ðx0Þ ½15�

is the age of a pit with depth x and

NðtÞ ¼
ðt

0

nðt 0Þdt 0 ½16�

is the number of stable pits (per square centimeter)
that nucleate in the time interval between 0 and t.

In some cases, it is convenient to use the so-called
integral damage function

Fkðx; tÞ ¼
ð1

x

fkðx0; tÞdx0 ½17�

which yields the number (per square centimeter) of
corrosion events with depths larger than x for a given
observation time, t. It is important to note that, exper-
imentally, only the sum of the damage functions for
active and passive pits f¼ faþ fp is determined and in
many instances the integral damage function only is
measured. Accordingly, it is important for practical
reasons to obtain the equation for the integral dam-
age function, F ¼ Faþ Fp, for the sum of the active
and passive pits. Note that, for the considered case,
the integral damage function corresponds to the
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number of remaining pits on a surface, as the surface
is removed layer by layer in preestablished incre-
ments. From eqns [14] and [17], we therefore have

Fðx; tÞ ¼ exp½�gyðxÞ�N ½t � yðxÞ� ½18�
According to the theory outlined above, calculation of
the damage functions requires the determination of
three independent functions for each kind of corrosion
defect, k : (1) the rate of defect nucleation, nk; (2) the
flux density (growth rate) of the defect, jk; and (3) the
rate of transition of one kind of defect into another, Rk
(e.g., the transition of an active pit into a passivated pit
or the transition of a pit into a crack). In other words,
we need to have quantitative models for describing
each stage of corrosion damage as indicated in
Figure 2. Below, we will discuss the feasibility of
calculating each of these three functions. However, as
noted above, the detailed deterministic description of
any phase of corrosion propagation is impossible with-
out reliable information about the corrosion potential
of the system, Ecorr . Accordingly, in the first step, the
methods for calculating Ecorr will be considered.

2.39.4 Mixed Potential Model

In 1937, Wagner and Traud18 formulated their mixed
potential theory in electrochemistry, in which the

potential adopted by an electrode in contact with an
aqueous solution containing both oxidizing and
reducing species is determined by a balance of the
cathodic (reduction) and anodic (oxidation) partial
processes occurring at the surface. If the electrode is
inert, the resulting potential is known as the redox
potential, Eredox. On the other hand, if the electrode is
electroactive and undergoes electrooxidation (corro-
sion), thereby contributing to the total partial anodic
current, the potential is known as the electrochemical
corrosion potential, ECP (or Ecorr), of the substrate.
Thus, if the partial current densities do not depend
on the coordinate on the metal surface, the charge
conservation condition for the interface may be
written asX

k

ia;k þ
X
m

ic;m ¼ 0 at E ¼ Ecorr ½19�

where ia,k and ic,m are partial anodic and cathodic
current densities, corresponding to the k th anodic
and m th cathodic reaction correspondingly. This sim-
ple theory has proved to have a profound impact on
how we interpret the corrosion of metals and alloys in
a wide variety of systems.

As an example, let us consider one of the first
comprehensive applications of the mixed potential
theory in corrosion science to an industrial system,
namely the calculation of ECP in the coolant circuits
of water-cooled nuclear reactors, particularly boiling
water reactors (BWRs), using a mixed potential
model (MPM).19,20 In this complex chemical system
(the reactor coolant circuit), radiolysis of the coolant
water by ionizing radiation (g-photons and neutrons)
produces a myriad of electroactive species, some of
which are oxidizing species (e.g., O2, H2O2, OH) and
others that are reducing species (H2, H). These spe-
cies all contribute to the current flow across the inter-
face, but the mixed potential theory predicts that the
contribution that any given species can make to the
potential is roughly proportional to its concentration.
Thus, in BWR primary coolant circuits, the only spe-
cies of practical importance are O2, H2O2, and H2,
since the concentrations of these species are orders
of magnitude greater than those of the other radiolytic
species. The reactions describing each of the electro-
active species are described as redox reactions, which
can be written in the general form as

R $ Oþ ne� ½20�
where R and O are reduced and oxidized species,
respectively, with the kinetics of the reaction being

Repassivation

Repassivation

Nucleation of metastable pit

Transition from metastable to stable 
form

Transition from pit to corrosion fatigue 
or stress corrosion cracking

Growth of stable pit

Growth of corrosion crack

Figure 2 Schematic history of the nucleation and

propagation of corrosion damage.
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described in terms of the generalized Butler–Volmer
equation

iR=O;j ¼ eba;j �j � e�bc;j �j

1

i0;j
þ eba;j �j

il;f ;j
� e�bc;j �j

il;r;j

½21�

where ba and bc are the anodic (oxidation) and
cathodic (reduction) inverse Tafel constants, i0 is
the exchange current density, il,f and il,r are the mass
transport limiting current densities, and � is the over-
potential that is defined as the difference between the
potential and the equilibrium potential for reaction j.
The parameters ba and bc are normally measured in
separate experiments, but in principle can be calcu-
lated ab initio. The exchange current density, i0, is
almost always measured directly, as theory is not
sufficiently well developed to calculate this quantity
from first principles. In addition to the redox partial
reactions (oxidation and reduction processes), the
anodic oxidation of the substrate also contributes to
the total current density. In this case, the point defect
model (PDM)21 (the PDM will be considered in
detail in the next section) provides the functional
form of the anodic oxidation current density as

ia ¼ Aþ BeCE ½22�
where A, B, and C are constants that depend upon the
values of fundamental parameters in the model and
upon the properties of the system (e.g., pH). For metals
and alloys that form n-type passive films, in which
cation interstitials and/or oxygen vacancies are the
dominant defects, B¼ 0, and the anodic oxidation cur-
rent density is independent of potential, unless there is a
change in the oxidation state of the metal ion (cation or
interstitial) being ejected from the barrier oxide layer at
the barrier layer–solution interface. Systemsof this type
include iron and carbon steel, the stainless steels, and
the chromium-containing, nickel-based alloys, such as
Alloys 600 and 22. On the other hand, for metals that
form p-type passive films (e.g., nickel), A¼ 0, and B and
C are greater than zero. In this case, the passive current
density is described by the Tafel equation.

The conservation of charge requires that the sum
of the partial current densities at the interface be
zero, with this condition being expressed as

iaðEÞ þ
XJ
j¼1

eba;j �j � e�bc;j �j

1

i0;j
þ eba;j �j

il ;f ;j
� e�bc;j �j

il ;r ;j

¼ 0 ½23�

where J is the total number of redox reactions in the
system. Note that in eqn [19], the summation takes
place over the anodic and cathodic reactions

separately, whereas in eqn [23], index j enumerates
the redox reactions, each comprising conjugate par-
tial anodic and cathodic partial reactions. Solution of
eqn [23] yields the ECP or the corrosion potential,
Ecorr: Note that �j ¼ E � Ee

j , where E
e
j is the equilib-

rium potential for the j th redox reaction. The limit-
ing currents can be written in terms of the mass
transfer correlations for the flow geometry and flow
regime of interest.22

il ;j ¼ �nj FA
0RelScgCb

O=R ½24�
where nj is the number of electrons involved in the
reaction, A0 is a constant, Re ¼ dV=n is Reynolds
number, d is the hydrodynamic diameter of the chan-
nel, V is the flow velocity, n ¼ �̂=r is the kinematic
viscosity, �̂ and r are the dynamic viscosity and the
density, respectively, of the medium, and Cb

O=R is the
concentration of the reactive species in the bulk
environment. The Schmidt number is defined as
Sc ¼ n=D, where D is the diffusivity of the reacting
species. The sign convention is ‘þ’ for the forward
direction (left to right) of the reaction [20], as written,
and ‘�’ for the reverse direction. Mass transfer cor-
relations of the type expressed by eqn [24] are avail-
able in the literature for a wide variety of flow
geometries and regimes (Selman and Tobias,22 and
citations therein), with the latter corresponding to
specific ranges in Re and Sc. Once the corrosion poten-
tial is known (by solving eqn [23]), the corrosion
current density is readily calculated using eqn [22].

As noted above, the MPM has been used exten-
sively to calculate the corrosion potentials of stainless
steel components in the coolant circuits of BWRs,
and we will use this case to illustrate the power of
this model in defining the response of metals and
alloys to the properties of the environment in a com-
plex industrial system. The typical measured and
calculated ECP data for a cell attached to the recir-
culation piping of the Liebstadt BWR in Switzerland
as a function of the amount of hydrogen added to the
feedwater are plotted in Figure 3. This represents a
‘double blind’ comparison in that those who per-
formed the calculations19,23 did not have access to
the data measured on the reactor, and those who
measured the ECP on the reactor (Sierra Nuclear)
did not have access to the calculated values. As
shown, the measured and predicted corrosion poten-
tial data are in good agreement, except for the initial
point (zero added hydrogen). However, in this case,
it was found that the level of agreement could be
greatly improved by changing the mass transport para-
meters (flow velocity, hydrodynamic diameter, etc.).
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Since these parameters are poorly characterized for an
autoclave at very low flow rates, the disagreement in
the absence of added hydrogen is of little consequence.

The accuracy of any MPM model for predicting
Ecorr and the rate of uniform corrosion depends on
the accuracy of modeling of the rates of particular
electrochemical reactions along with the completeness
of the set of reactions included in the summation in eqn
[19]. A detailed review of different models for the
kinetics of corrosion can be found in the corresponding
chapter of this book Chapter 2.38, Modeling of
Aqueous Corrosion. Herewe would only like to men-
tion that already existing commercial software yields
reliable prediction of the corrosion potential and, cor-
respondingly, the rate of uniform corrosion under rel-
atively complicated conditions, including the influence
of adsorption, active–passive transition effects, scaling,
transport in porous media, and so on.

Thus, the models of Anderko et al.24–26 and those
of others8,9,19–21,23 have been developed for simulat-
ing the rates of general corrosion of selected metals
(including carbon steels, stainless steels, aluminum,
and nickel-based alloys) in aqueous solutions. The
model consists of thermophysical and electrochemi-
cal modules. The thermophysical module is used to
calculate the speciation of aqueous solutions and to
obtain concentrations, activities, and the transport
properties of individual species. The electrochemical
module simulates partial oxidation and reduction
processes on the surface of the metal. It is capable
of reproducing the active–passive transition and the

effect of solution species on passivity. The model has
been implemented in a program that can be used to
simulate the effects of various conditions, such as
temperature, pressure, pH, component concentra-
tions, and flow velocity on the corrosion potential
and corrosion rate. The model clearly demonstrates
the influence of inhibitors on corrosion rate. Good
agreement with experimental data has been obtained.

Other comprehensive models have been devel-
oped for describing general corrosion under specific
conditions. Thus, Nordsveen et al.27 developed a
mechanistic model of uniform carbon dioxide (CO2)
corrosion that takes into account such phenomena as
diffusion of species between the metal surface and the
bulk including diffusion through porous surface
films, migration due to the establishment of potential
gradients, and the existence of homogenous chemical
reactions, including the precipitation of surface films.
Nešić et al.28 developed a comprehensive model for
calculating internal uniform corrosion rates under
multiphase flow conditions in mild steel pipelines.

However, it is important to note that, in the gen-
eral case, for calculating ECP and uniform corrosion
rate, where extensive localized corrosion may exist on
a surface, thereby imparting significant nonunifor-
mity in the current densities, we have to use, instead
of eqn [19], the following equation.ð

S

X
m

ia;m dS þ
ð
S

X
k

ic;k dS ¼ 0 at E ¼ Ecorr ½25�

It is evident that eqn [25] reduces to eqn [19] when
we can assume that the partial current densities do
not depend on the coordinates (location) on the
metal surface, or if we can neglect any such depen-
dencies. Thus, let us consider the case of pitting
corrosion. Of course, the anodic current density
inside pits can exceed the passive corrosion current
density by several orders of magnitude. However, if
the area of the active dissolution (area of pit surfaces)
is much smaller than the total area of the metal
surface (active corrosion current is much smaller
than the passive corrosion current), it may be possible
to use eqn [19] instead of eqn [25]; otherwise, such a
simplification would be incorrect.

Experiments show that, often, both possibilities
can be realized in an industrial system.29,30 Thus, in
the case of the corrosion of Alloy 20Kh13 (the Russian
analog of Type 403 SS) in NaCl solutions, the corro-
sion potential is observed to decrease with time.30 This
reduction occurs due to the intensive growth of corro-
sion pits, because the total cathodic partial current has
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Figure 3 Comparison of calculated and measured ECP
for the Leibstadt BWR in Switzerland. The ‘measured’ data

were acquired in a test cell attached to the recirculation

piping. The data employed in the calculation are

summarized in Macdonald and Urquidi-Macdonald19 and
Macdonald et al.23 The estimated accuracies of the

calculated and measured data are indicated in the box

in the figure.
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to increase in order to compensate the increasing total
partial anodic current, to conserve charge in the sys-
tem. At some point, this growth stops due to the
transport limitation for the cathodic reactant (oxygen),
that is, the system is now limited by the lack of
cathodic resources to support the ever-increasing cor-
rosion current. On the other hand, such reduction is
not observed in cases where the total area of observed
pits is very small and hence, the nonuniformity in the
partial current densities is minor and can be ignored.

These examples clearly show that, in the general
case, eqn [25] must be used for predicting corrosion
potential, at least in the case of steels that are not
highly resistant to localized corrosion in the prevail-
ing environment. It is evident that because of the
statistical character of pit distribution in size and
position, the imposition of charge conservation can
be done correctly only by considering propagation of
pitting damage as the evolution of an ensemble of pits
that initiate, propagate, and repassivate on the metal
surface.

2.39.5 Rate of Pit Nucleation

2.39.5.1 Empirical Models

It would be natural to assume, and experiment con-
firms this at least for the case of stainless steels, that
the rate of nucleation of stable pits, n, is proportional
to the rate of nucleation of metastable pits, nmp,

31–33

that is,

n ¼ Bnmp ½26�
where coefficient, B, can be considered as the proba-
bility of nucleation of a stable pit from a metastable pit
and is termed the ‘survival probability.’ This parameter
can be measured experimentally. Thus, for example,
for Type 304L stainless steel in chloride-containing
solution, the experimentally measured survival proba-
bility has a value of the order of 10�2 to 10�4,31,32

depending upon the potential and solution conditions.
Accordingly, the most probable number of stable pits
(per square centimeter), N0, will be N0 ¼ BNmp,0,
where Nmp,0, is the most probable number of available
sites (per square centimeter) for metastable pits.

In many practical cases, it is possible to assume
that all stable pits on a given surface nucleate during
an initial period of time that is much smaller than the
observation time, t, or the service life of the system, ts.
In this case, the process is termed ‘instantaneous
nucleation.’ For example, for the case of the pitting

corrosion of aluminum in tap water, as described by
Aziz,10 practically all the pits were found to nucleate
within the first 2 weeks (see Figure 1). Under these
conditions, the total number of nucleated stable pits
(per square centimeter) that nucleate in the time
interval between 0 and t can be simply represented as

NðtÞ ¼ N0UþðtÞ ½27�
where U+(t) is the asymmetrical unit function
(Uþ ¼ 0 at t � 0 and Uþ ¼ 1 at t > 0).

If pit nucleation cannot be regarded as being
‘instantaneous,’ the simplest assumption concerning
the pit nucleation rate of metastable sites, nmp(t) ¼
dNmp/dt, is that nmp(t) is proportional to the number
of available metastable sites, that is, dNms/dt ¼
[Nmps,0 – Nmp(t)]/t0,

32 which yields

NðtÞ ¼ N0½1� expð�t=t0Þ� ½28�
where t0 is some characteristic time. It is evident that
t0 must depend on the corrosion potential, tempera-
ture, and electrolyte composition, and some experi-
mental data indicating such dependencies can be
found in the literature.31–34 However, no theoretical
(deterministic) model has been reported for estimat-
ing t0 as a function of the environmental conditions
and the kinetic parameters of the system.

2.39.5.2 Point Defect Model

A comprehensive model, in the form of the PDM35–39

has been developed for estimating the nucleation rate
of metastable pits which, when combined with eqn
[26], yields the sought-after nucleation rate of stable
pits. (Note that only the growth of stable pits gives
rise to pitting damage on a surface.) The PDM was
originally developed in the early 1980s to provide an
atomic scale description of the growth of passive films
on a metal surface, but was subsequently expanded to
describe metastable passivity breakdown. Thus, it is
clearly evident that any deterministic model for
describing pit nucleation rate must simultaneously
describe the properties of passive films existing
on the metal surface and clearly specify the criteria
for passivity breakdown itself. The conditions under
which passive films exist on metal surfaces are a matter
of great theoretical and practical interest, because the
phenomenon of passivity is the enabler for our current,
metals-based civilization.21 Thus, our industrial sys-
tems and machines are fabricated primarily from the
reactive metals and their alloys, including iron, nickel,
chromium, aluminum, titanium, copper, zinc, zirco-
nium, stainless steels, nickel-base alloys, and
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aluminum alloys, to name a few. Although the phe-
nomenon of ‘passivity’ has been known for about
170 years,40 and the conditions under which metals
and alloys become passive have been systematically
explored over the past 70 years, until recently no
reasonably unifying theoretical treatment of the lim-
its of passivity has emerged. While many theories and
models for the passive state have been developed,21

most of the presently available models describe an
already existing passive film and do not address the
conditions under which the film may form or disap-
pear. One of the few attempts to address this issue is
the one by Engell,41 who postulated that passive films
can be thermodynamically stable or metastable, with
film formation being governed by equilibrium ther-
modynamics in the first case and by the relative rates
of formation and dissolution in the second. While
Engell’s work41 made a valuable contribution to the
theory of passivity, it did not resolve the theoretical
issues with sufficient precision to allow specification
of the exact conditions under which passivation/
depassivation might occur (see below).

A comprehensive review of the conditions under
which passivity may occur and be lost has been
explored within the framework of the PDM by using
phase–space analysis (PSA) and can be found in
Macdonald.42 It has been shown that the PDM pro-
vides a comprehensive basis for describing the forma-
tion and destruction of passive films and hence allows
specification of the conditions for the use of reactive
metals in our metals-based civilization. A brief
description of some results is given below.

The PDM postulates that passive films that form
on metal and alloy surfaces in contact with oxidizing
environments are bilayer structures comprising a
highly (point) defective barrier layer, which grows
into the metal and an outer layer that forms via the
hydrolysis of cations transmitted through the barrier
layer and the subsequent precipitation of a hydroxide,
oxyhydroxide, or oxide, depending upon the forma-
tion conditions, or by transformation of the outer
surface of the barrier layer itself (an ‘Ostwald ripen-
ing’ process). In many systems (e.g., Ni and Cr), the
barrier layer appears to be substantially responsible
for the phenomenon of passivity. In other systems,
such as the valve metals and their alloys (Al, Ta, Ti,
Nb, Zr), and iron (particularly at elevated tempera-
tures), for example, the outer layer may form a highly
resistive coating that effectively separates the reactive
metal and the barrier layer from the corrosive envi-
ronment. The ‘sealing’ of anodized aluminum is an
example of how the outer layer may be manipulated
to achieve high corrosion resistance. In the present
analysis, only the barrier layer is considered, because
the passivity of chromium-containing alloys appears
to be due to a thin barrier layer of defective Cr2O3

that forms on the surface in contact with the alloy.
Thus, in these cases, the barrier layer is clearly ‘the
last line of defense.’

The PDM further postulates that the point defects
present in a barrier layer are, in general, cation
vacancies (V w0

M), oxygen vacancies (V ��
O ), and cation

interstitials (Mwþ
i ), as designated by the Kroger–Vink

notation (Figure 4). Cation vacancies are electron
acceptors, which result in doping the barrier layer

Metal Barrier oxide layer Outer layer/solution
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Figure 4 Interfacial defect generation/annihilation reactions that are postulated to occur in the growth of anodic barrier

oxide films according to the point defect model.35 M, metal atom; Vw0
M, cation vacancy on the metal sublattice of the barrier

layer; Mwþ
i , interstitial cation;MM, metal cation on the metal sublattice of the barrier layer; V��

O , oxygen vacancy on the oxygen

sublattice of the barrier layer; OO, oxygen anion on the oxygen sublattice of the barrier layer, MGþ, metal cation in solution.
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p-type, whereas oxygen vacancies and metal intersti-
tials are electron donors, resulting in n-type doping.
Thus, on both pure metals and alloys, the barrier
layer is essentially a highly doped, point defect semi-
conductor, as demonstrated by Mott–Schottky analy-
sis21 for example. Not unexpectedly, the situation
with regard to alloys is somewhat more complicated
than that for the pure metals. Thus, while the barrier
layers on pure chromium and on Fe–Cr–Ni alloys
(including the stainless steels) are commonly des-
cribed as being ‘defective Cr2O3,’ those on pure chro-
mium are normally p-type in electronic character43

and those on the stainless steels44 are n-type. The
latter can be described as Cr2þxO3�y , recognizing
that the barrier layer may be metal rich (via metal
interstitials) or oxygen-deficient (via oxygen vacan-
cies), or both, whereas that on pure chromium appar-
ently is metal- and oxygen-deficient, or Cr2�xO3�y ,
with the cation vacancy being the dominant defect in
the system. It is not known whether the apparent
differences in the barrier layers on pure chromium
and on chromium-containing alloys are due to doping
of the barrier layer by other alloying elements, or the
inhibition of cation vacancy generation relative to the
generation of oxygen vacancies and metal interstitials,
in the barrier layer on the alloys compared with that
on pure chromium.

The defect structure of the barrier layer can be
understood in terms of the set of defect generation
and annihilation reactions occurring at the metal–
barrier layer interface and at the barrier layer–outer
layer (solution) interface, as depicted in Figure 4.42

Regardless of the electronic type, that is, irrespective
of the identity of the dominant defect in the system,
reactions [3] and [7] (Figure 4) are responsible for
the growth and destruction of the barrier layer and
any analysis of the stability of the layer must focus on
these two reactions. That the barrier layer always
contains oxygen vacancies is self-evident, since the
rate of dissolution at the barrier layer–solution inter-
face is always finite.

As noted elsewhere,21,42 the rate of change of
the barrier layer thickness for a barrier layer that
forms irreversibly on a metal or alloy surface can be
expressed as

dL

dt
¼Ok03e

a3V eb3Lec3pH�Ok07ðCHþ=C0
HþÞnea7V ec7pH ½29�

where a3 ¼ a3ð1�aÞwg;a7¼ a7aðG�wÞg;b3 ¼�a3weg;
c3 ¼�a3wbg; and c7 ¼ a7bðG�wÞg. In these expres-
sions, O is the mole volume of the barrier layer per
cation, e is the electric field strength within the

barrier layer (postulated to be a constant and inde-
pendent of the applied voltage in the steady state,
because of the buffering action of Esaki tunneling),21

k0i and ai are the standard rate constant and transfer
coefficient, respectively, for the appropriate reactions
depicted in Figure 4 (i.e., reactions [3] and [7]), a is
the polarizability of the barrier layer–solution (outer
layer) interface (i.e., the dependence of the voltage
drop across the interface, ff=s, on the applied voltage,
V ), b is the dependence of ff=s on pH (assumed to be
linear), g¼F=RT;w is the oxidation state of the cation
in the barrier layer, G is the corresponding quantity for
the cation in solution, CHþ is the concentration of
hydrogen ion, C0

Hþ is the standard state hydrogen ion
concentration, and n is the kinetic order of the barrier
layer dissolution reaction with respect to Hþ.

By setting the left side of eqn [29] equal to zero,
the steady state thickness of the barrier layer, Lss, is
readily derived as

Lss ¼ 1�a
e

�aa7
a3e

G
w
�1

� �� �
Vþ

2:303n

a3ewg
�a7b
a3e

G
w
�1

� �
�b
e

� �
pHþ

1

a3ewg
ln

k03
k07

� �
½30�

Note that in deriving these expressions, the conven-
tion has been adopted that, for the rate of barrier
layer dissolution, CHþ and C0

Hþ have units of mol
cm�3, but when used for defining pH, the units are
the conventional mol 1�1. Thus, the standard states
for the dissolution reaction (second term on the right
side of eqn [39]) and for the pH are 1.0mol cm�3 and
1.0mol 1�1, respectively. The introduction of a stan-
dard state into the dissolution rate renders the units
of k07 independent of the kinetic order, n, without
altering the numerical value of the rate.

The steady state passive current density is readily
derived21 as

Iss ¼GF k02e
a2V eb2Lss e c2pH þ k04e

a4V ec4pH
�

þk07e
a7V ec7pH 	 ðCHþ=C0

HþÞn� ½31�

where the first, second, and third terms arise from the
generation and transport of cation interstitials, cation
vacancies, and oxygen vacancies, respectively, with
the term due to the latter being expressed in terms
of the rate of dissolution of the barrier layer.21 This
expression is derived, in part, by noting that the
fluxes of a given defect at the two interfaces under
steady-state conditions are equal; in this way, the
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expression for the current can be formulated so as to
avoid the defect concentrations at the interfaces.

The passive state is not perfectly protective and,
for a variety of reasons, passivity breakdown occurs,
resulting in enhanced corrosion rates. Of particular
concern is localized passivity breakdown, which
results in the nucleation and growth of pits and
subsequently, the nucleation and growth of cracks if,
the requisite tensile stress is present in the system.
A review of the literature reveals the following gen-
eralizations of the experimental data for passivity
breakdown of metals and alloys in a wide variety of
environments21:

1. Localized corrosion is initiated by passivity
breakdown and occurs on a wide variety of pas-
sive metals and alloys in a wide variety of
environments.

2. Certain species (e.g., Cl� and Br�) induce pas-
sivity breakdown by interacting with the barrier
layer. These aggressive species apparently do not
penetrate through the barrier layer but may be
incorporated into the precipitated outer layer.

3. Passivity breakdown occurs at a wide variety of
sites on metal and alloy surfaces.

4. Passivity breakdown is a dynamic deterministic
process, being predetermined and (in principle)
predictable on the basis of known physical laws.

5. The transition of a metastable event to a stable
event is a rare event.

6. Two fundamentally different repassivation phe-
nomena may be identified: (i) ‘Prompt’ repassiva-
tion and (ii) ‘delayed’ repassivation (sometimes
referred to as ‘stifling’).

7. A single passivity breakdown site is characterized
by a critical voltage (Vc) and induction time (tind).
Vc is found to be near-normally distributed while
tind displays a left acute distribution. The para-
meters Vc (and �Vc) and tind exhibit highly charac-
teristic dependencies on the activities of the
breakdown-inducing aggressive species (ax) and
on the applied voltage (tind only) for a wide
variety of systems, suggesting commonality in
mechanism.

8. Vc (and �Vc) is found to depend on the identity of
the aggressive ion within a homologous series.
Thus, in the case of iron and nickel, the propen-
sities of the halide ions for inducing passivity
breakdown lie as F� < Cl� > B� < I�, whereas,
in the case of titanium, bromide ion is the most
aggressive. These trends are readily explained
by the absorption of the halide into oxygen

vacancies in the surface of the barrier layer,
with the extent of absorption being determined
by the competitive needs to dehydrate the ion
and expand the vacancy.21

9. The mean breakdown voltage, �Vc is found to
decrease linearly with log(aX) with a slope that
exceeds 2.303RT/F, which is attributed to the
value of the polarizability of the barrier layer–
solution interface lying between 0 and 1, for es-
sentially all systems (metal–solution) that have
been investigated. Likewise, the induction time
for essentially all systems investigated display a
common form of the dependencies of log(tind) on
potential and [X�]. These relationships strongly
suggest commonality in breakdown mechanism.

10. Certain oxyanions (e.g., nitrate, borate, and
nitrite) strongly inhibit passivity breakdown,
with the effect being accounted for by competi-
tive absorption with the aggressive anion into
surface oxygen vacancies in the barrier layer.21

11. In many systems (e.g., Al, Ga, Zr, stainless steel),
blister formation is observed to be the precursor
to passivity breakdown.

12. Certain alloying elements (e.g., Mo in Ni) cause a
positive shift in Vc (and �Vc) and in a lengthening
of the induction time. The effect is greater for a
larger difference in the oxidation states between
the solute and host.

13. Incident electromagnetic radiation, with a pho-
ton energy that is greater than the bandgap of
the barrier layer oxide also results in a positive
shift in Vc (and �Vc) and in a lengthening of the
induction time. The defect (electronic and crys-
tallographic) structures of the barrier layer are
modified by irradiation.

It has been shown that PDM is able to explain all
the experimental data for passivity breakdown of
metals and alloys mentioned above and accordingly,
can be considered as providing a suitable theoretical
basis for a deterministic model treatment of passivity
breakdown and the nucleation of metastable pits in a
metal surface.21

The PDM, as it relates to passivity breakdown,
postulates that certain aggressive anions, for example,
F�, Cl�, Br�, and I� absorb into oxygen vacancies in
the surface of the barrier layer, resulting in the gen-
eration of cation vacancies and hence, to an enhanced
flux of the same species across the barrier layer
toward the metal–barrier layer interface, as depicted
in Figure 5. The PDM postulates that if the cation
vacancies arriving at the metal–barrier layer interface
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cannot be annihilated at a sufficiently high rate via
reaction [1] (Figure 5), the excess vacancies will
condense locally and hence cause local separation of
the barrier layer from the substrate metal. Once sep-
aration has occurred, reaction [3] (Figure 5) can no
longer occur so that the barrier layer at that locale is
prevented from growing into the metal. However, the
barrier layer continues to grow into the metal at the
periphery of the cation vacancy condensate and also
continues to dissolve at the barrier layer–solution
interface. This results in local thinning of the ‘cap’
over the cation vacancy condensate with the cap
eventually rupturing because of the growth stresses
in the film and in the near-surface substrate. The
‘weak points’ on the surface where passivity breakdown
is predicted to occur correspond to regions of high
cation vacancy flux. These regions are assumed to be
regions of high local discontinuity in the barrier layer,
such as the points of intersection of the barrier
layer with precipitates, inclusions (e.g., MnS), and
other ‘second phase’ particles. Support for this mech-
anism stems from the almost general observation of
the formation of blisters (‘cation vacancy condensate’)
as precursors to passivity breakdown on a wide variety
of metals and alloys, the passivity breakdown on liquid
versus solid gallium, and the potential sweep rate
dependence of the apparent breakdown voltage.21

The latter evidence is particularly convincing because
the test involves no adjustable parameters and yields a
quantity (the concentration of condensed vacancies)
that can be compared with the same quantity calcu-
lated from fundamental principles (crystal structure of
the barrier layer).

The description of possible mechanisms for the
generation of cation vacancies at the barrier layer–
solution interface upon the absorption of the aggres-
sive anion into a positively charged oxygen vacancy
in the surface of the barrier layer can be found in
Macdonald.21

Mathematically, the condition for the initial for-
mation of the cation vacancy condensate can be
expressed as35

Jca � Jmð Þ t � tð Þ � x ½32�
where Jca is the flux of cation vacancies across the
barrier layer at the breakdown site, Jm is the annihi-
lation flux (i.e., the rate of reaction [1], Figure 5), t is
the time, t is the dissolution time (see below), and x is
the critical areal concentration of vacancies (#/cm2).
Noting that Jca is voltage dependent, the critical
breakdown voltage corresponds to that at which
breakdown takes an infinite time to occur that is,
when Jca ¼ Jm. This condition, in turn, leads to the
following expressions for the breakdown voltage and

Dissolution Dissolution
x− absorption

Dissolution

Reduced film growth Film growth Film growth
No film growth

Vacancy condensation

Metal dissolution

Pit growth

Film rupture

Stable pit growthRepassivation

Local film detachment

Film

Metal
Film growth

Steady state

Stress

(a)

(d)

(e)

(b) (c)

Figure 5 Sequence of events in passivity breakdown, according to the point defect model.21 Note that the initial event is the
absorption of an aggressive anion into an oxygen vacancy at the film–solution interface (a), resulting in an enhanced flux of

cation vacancies across the film and eventually in condensation of cation vacancies at the metal–film interface (b). The film

stops growing into the metal beneath the cation vacancy condensate while it continues to dissolve at the film–solution

interface (c), eventually resulting in rupture (d) and repassivation or the formation of a stable pit (e).
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the induction time for passivity breakdown at a single
site on the metal surface as35

VC ¼ 4:606RT

waF
log

Jm

JOu�w=2

� �
� 2:303RT

aF
logaX ½33�

tind ¼ x0 exp
waFDV
2RT

� �
� 1

� ��1

þ t ½34�

where

JO ¼ wKD½Nv=O�1þw=2exp½�DG0
S=RT � ½35�

and

u¼ðNA=OÞexp½DG0
A=RT �exp½�FðbpH þ’0

f=sÞ=RT � ½36�

where NA is the Avogadro number, DG0
S is the Gibbs

energy change for the Schottky-pair reaction, b is the
dependence of the potential drop across film–
solution interface on pH, ’0

f=s
is a constant (potential

drop at the film–solution interface for Vapp¼ 0, and
pH¼ 0) and DG0

A is the standard Gibbs energy change
for the chloride–oxygen vacancy absorption reaction.

Additionally, the ‘relaxation’ time, t, which is now
identified with the time taken for the cap over the
vacancy condensate to thin sufficiently for rupture to
occur21 from the point of initial cation vacancy con-
densation, can be expressed as

t� Lss=ðdL=dtÞdissolution ¼ Lss=Oks CHþ=C0
Hþ

� 	n ½37�
In these expressions, Lss is the steady-state thickness

of the barrier layer at the voltage at which cation
vacancy condensation just begins. This value is
given by eqn [30]. The other parameters are as
defined above.

Typical plots of breakdown voltage versus chlo-
ride activity, plotted in accordance with eqn [33] are
presented in Figure 6. The data labeled ‘PDM’ were
calculated from eqn [33] using parameter values esti-
mated by different experiments (primarily from elec-
trochemical impedance spectroscopy, EIS). It should
be noted that the PDM has been subjected to numer-
ous experimental tests and, to the authors’ knowl-
edge, no substantial discrepancies have been noted.21

The model has also been extended to account for
transients in barrier layer thickness and passive cur-
rent in response to potential step and linear potential
sweep perturbations. The model has also been
extended to account for electrochemical impedance
data and, indeed, optimization of the model on
impedance data as a function of frequency and volt-
age has proven to be a very effective way of deter-
mining values for various model parameters. Finally,
the PDM has also been used to describe the cathodic
formation of metal hydride films on metals, such as
Li and Zr, and, again, optimization has proven to be
an effective means of determining values for model
parameters. Discussion of these topics is beyond the
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Figure 6 Plot of the mean critical breakdown potential vs. log(Cl� activity) for aluminum in sodium chloride solutions at

25 
C. Experimental data are taken from Kaesche45 and Böhni and Uhlig.46
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scope of the present chapter, and the reader is
referred to the literature for additional information.21

On any real surface, a large number of potential
breakdown sites exist, corresponding to a distribution
in the properties of the ‘weak spots.’ Thus, examina-
tion of data reported by Shibata47 and Fratesi,48

among others, suggests that the breakdown voltage
is nearly normally distributed. The PDM assumes
that the breakdown sites, with respect to the diffusiv-
ity of cation vacancies, are described approximately
by a normal distribution function,39 that is,

dNðDÞ
dD

¼ �A exp �ðD � �DÞ2
2s2D

� �
½38�

Here, N(D) is the number of breakdown sites (per
square centimeter) that have diffusivities larger than
D, and �D and sD are the average value and the
standard deviation, respectively, of the diffusivity
for the population of the breakdown sites. The nega-
tive sign in eqn [38] means that N(D) decreases with
increasing D. Parameter A does not depend on D, so
that normalization of the diffusivity distribution
using the condition N(0) ¼ Nmp,0, where Nmp,0 is
the total number of breakdown sites (per square
centimeter), yields

NðDÞ ¼ Nmp;0 erfc
D � �Dffiffiffi
2

p
sD

� �
=erfc �

�Dffiffiffi
2

p
sD

� �
½39�

Because the transport of cation vacancies across the
barrier layer from the barrier layer–solution interface
to the metal–barrier layer interface occurs primarily
by electro-migration, the cation vacancy flux density,
Jca, is proportional to the diffusion coefficient of the
vacancies, D, that is,

Jca ¼ DB ½40�
where the function B depends on the external condi-
tions (applied voltage, Vapp, temperature, T, chloride
activity, ax, etc.) and on the electric field strength
within the film. Thus, for the case of passivity break-
down in a solution containing an aggressive anion, X�

(e.g., chloride ion), the PDM yields

B ¼ âu�w=2exp
wFaVapp

2RT

� �
aw=2x ½41�

where a is the polarizability of the film–solution
interface (i.e., dependence of the potential drop
across the barrier layer–solution interface on the
applied potential), w is the cation oxidation state in
the barrier layer, R is the gas constant, and F is

Faraday’s constant. In turn, parameters â and u are
defined as35

â ¼ wðFe=RT Þ NA=O½ �1þw=2exp �DG0
S=RT

� 	 ½42�
where parameter u is defined by eqn [36].

Substituting eqns [40] into eqn [32] yields the
following criterion for metastable pit nucleation as

D � Dcr ¼ xþ Jmðt � tÞ
Bðt � tÞ ½43�

Criterion [43] states that the nucleation of metastable
pits occurs within the observation time, t, on those
and only those sites that have D � Dcr . From Equa-
tions [26], [39], and [43], we have

NðtÞ ¼ N0 erfc
a

t � t
þ b

� �
=erfcðbÞ ½44�

where a ¼ x= B
ffiffiffi
2

p
sD

� 	
, and b ¼ ðJm=B � �DÞ=ffiffiffi

2
p

sD
� 	

. Accordingly, for the rate of pit nucleation,
we obtain the following expression,

nðtÞ¼ dN

dt
¼ N02a

erfcðbÞ ffiffiffi
p

p
exp � a

t � tþ b
� 	2h i
ðt � tÞ2 ½45�

It is important to note that, in accordance with
eqn [28], the maximum pit nucleation rate must be
observed at the beginning of corrosion attack, that is, at
t ¼ 0. On the other hand, in accordance with PDM, as
follows from eqn [45], the maximum pit nucleation
rate must be observed at

tmax ¼ a bþ
ffiffiffiffiffiffiffiffiffiffiffi
b2þ4

p� �
=2 ½46�

Accordingly, if observation time, t (service life ts), satis-
fies the condition

t � tmax ½47�
practically all pits nucleate during a very short period
of time at the beginning of the observation time, that is,
the PDM predicts the case of instantaneous nucleation.
Calculation shows13 that, in some cases (especially at
high concentrations of Cl�) criterion [47] holds very
well and the nucleation of pits on a metal surface may
be regarded as an ‘instantaneous nucleation’ phenome-
non. However, tmax, increases very sharply with
decreasing chloride concentration, leading to the case
of progressive nucleation, in which new pits nucleate
on the surface as existing pits grow and die (repassi-
vate). The fact that the surface concentration of pits
grows at a maximum rate after the appearance of the
first pit has been experimentally observed, for example,
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the case of the pitting corrosion of passive iron in
borate buffer solution containing chloride ion.49

2.39.6 Rate of Pit (Cavity)
Propagation

The quantitative description of pit (or cavity) growth
remains one of the key problems in predicting corro-
sion damage in many practical systems. This follows
from the fact that the calculated corrosion damage
that is based only on this (growth) stage can be
compared with experiments in many limiting cases.
For example, in the case of pitting corrosion, when all
pits nucleate ‘instantaneously,’ or when the induction
time for pit nucleation is much smaller than the
observation time, it is possible to ignore the initial
stage of pit nucleation when estimating the damage.
In addition, if the probability of survival of a corro-
sion defect is sufficiently high, we must take into
account the possibility that a stable corrosion defect
(pit or crack) nucleates immediately after the start of
operation and propagates without repassivation and
hence, the same defect that nucleated in the begin-
ning is still active at the end of the observation time.
In any case, calculations based only on the growth
stage yield the most conservative estimate of the
service life, ts,min, of the system. We can be sure that
if calculation of the service life is based on growth
alone, the real service life, ts, will at least be not less
than ts,min.

Moreover, it is also natural to assume that the rate
of propagation of an individual pit (crack) without
neighbors will be greater than that for the same pit
(crack) with neighbors (i.e., within an ensemble of
pits (cracks)), because the neighboring pits reduce the
potential at the surface and multiple, neighboring
cracks are expected to reduce the stress intensity
factor experienced by a single crack for a given load-
ing stress. Accordingly, the proper modeling of prop-
agation of individual corrosion defects can yield the
possible minimum survival time for the system as a
whole (e.g., a machine). If this time extends beyond
the projected service life of the system, we can be sure
that the system will survive under real conditions.

2.39.6.1 General Approach for Calculating
Propagation Rates

Apparently, one of the main theoretical problems
in describing localized corrosion damage is the pre-
diction of the shape and dimensions of corrosion

cavities at any time as a function of the parameters
controlling the process (potential of the metal, spe-
cies concentrations, such as velocity of the electro-
lyte, thickness of the passive film, diameter of the pit
mouth, etc.). It seems obvious that mathematical
models describing the pit (cavity) growth should
start with the assumption that the pit form and size
are not known a priori, but should be found during the
solution of the appropriate equations.

From the mathematical point of view, the problem
of determining the shape and size of a developing pit
belongs to the class of Stefan problems.50 These pro-
blems are reduced to the solution of the system
differential equations of parabolic or elliptic type
with unknown boundary conditions because the
velocity of this boundary is connected to the sought
after solution by some differential relationship.

The implicit equation Fðt ; x1; x2; x3Þ ¼ 0 shall
describe the pit surface with time, relative to the
Cartesian coordinate system x1, x2, x3. This expression
fulfills the relation dF ¼ ð@F=@t þrF 	 VsÞdt ¼ 0,
where Vsðt ; dx1=dt ; dx2=dt ; dx3=dtÞ is the velocity
of the dissolving metal surface. In this formulation,
subscript refers to the electrode surface and subscript
1 to the bulk of the solution. Let ~n ¼ rF= Fj j be
a unit vector pointing normally from the solution
to the metal surface. According to Faraday’s law,
Vs ¼ KV icorr~n, where icorr is the current density for
metal dissolution, and Kv is the electrochemical equiv-
alent volume, that is, the volume of dissolving metal
when one Faraday of charge (96 487 int. coulombs)
passes through the interface.

Introducing the correlation for Vs into the expres-
sion for the differential dF yields an equation
describing the change of the electrode surface

@F
@t

þ KV icorr rFj j ¼ 0 ½48�

Equation [48] is frequently used to describe some
important processes in electrochemical technology,
for example, electrochemical machining of metals,
electrochemical shape formation, and so on.51 Of
course, we can also expect that, in the general case,
some additional component, not connected with
metal dissolution (e.g., due to mechanical spallation
at very high fluid velocities or hydrogen embrittle-
ment) should be incorporated into the expression for
the Vs, but this issue is not germane to the present
discussion and will not be considered further here.

Besides the information about the boundary posi-
tion in the initial period, Fð0; x1; x2; x3Þ, the integra-
tion of eqn [48] requires information about the
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dissolution current density, icorr, that is, eqn [48] must
be solved with a set of nonstationary equations for
mass balance for each component in the solution,
namely

@ck
@t

¼ �r 	~Jk þ Rk; k ¼ 1; . . . ;K ½49�
where Ck is the concentration of species k, ~Jk is the
flux density of species k, and Rk is the rate of produc-
tion (source) or depletion (sink) of this species as a
result of homogeneous chemical reactions. The cur-
rent density,~i , in the electrolyte solution is defined as

~i ¼ F
X
k

zk~Jk ½50�

In the vast majority of practical applications, dilute
solution theory is used to calculate the flux of the
species, that is,

~Jk ¼ �DkrCk � zkFukCkrfþ Ck~v ½51�
where f is the electrostatic potential in the solution,
v is the fluid (hydrodynamic) velocity, and uk is the
mobility of species k, which can be estimated by using
the Nernst–Einstein equation:

uk ¼ Dk

RT
½52�

In eqn [51], the first term on the right-hand side
represents the contributions of diffusion, the second
term describes migration, and the third term is a
contribution of convection. An additional condition
for determining the electrostatic potential is the
equation X

k

zkCk ¼ 0 ½53�

It must be noted that, generally speaking, the con-
dition of electroneutrality is not a law of nature and
can be considered as an approximation of Poison’s
equation:

r2f ¼ �F

e

X
k

zkCk ½54�

where e is the dielectric permittivity (dielectric con-
stant multiplied by the permittivity of free space) of
the solution. However, due to the large value of the
ratio F/e, an appreciable separation of charge would
require unrealistically large electric forces. Visible
deviation from electroneutrality can be observed
only in a very thin double layer near an electrode
surface (which is of the order of 1–10 nm in thick-
ness) or within a doped semiconductor junction
that can be taken into account in the boundary

conditions for the problem. Accordingly, the electro-
neutrality approximation is fulfilled very well, and is
widely accepted by the electrochemical commu-
nity.52 In spite of this fact, some papers where Poi-
son’s equation is used directly can be found in
the literature.53 In accordance with our opinion, this
approach introduces only unnecessary complications,
due to excessive calculational time.

The hydrodynamic velocity, ~v, within the frame-
work of dilute solution theory, can be found apart
from the solution of the mass transfer problem by
using the corresponding mechanical equations (e.g.,
the Navier–Stokes equations, in the case of laminar
flow52,54). In the case of turbulent flow, which often
exists outside the corrosion cavity, it is convenient to
use some effective diffusion coefficient instead of the
usual diffusion coefficient, Dk,

Deff
k ¼ Dk þ Dt ½55�

where diffusion coefficient Dt depends on the
distance from the wall, hydrodynamic conditions,
and the physical properties of the liquid. Some
empirical correlations for Dt can be found in the
literature.52,54,55

Strictly speaking, eqn [51] for species flux densi-
ties is valid in the case of dilute solutions. In the
case of concentrated solutions, eqn [51] should be
replaced by

~Jk ¼ Ck~vk ½56�

where the velocity,~vk , of species k can be found from
the equation of multicomponent diffusion.52

Ckrmk ¼ RT
X
i

CkCi

CTDki

ð~vi �~vkÞ ½57�

where mk is the electrochemical potential of species k,
Dij are diffusion coefficients, and CT, is the sum of
all concentrations of all components, including the
solvent. However, in the literature, there are no sig-
nificant applications of the theoretical principles
describing transport in concentrated solutions for
the case of corrosion, with the exception of the pre-
liminary work of Popov et al.56 The reasons for this
state of affairs are the increased complexity of the
theory and the lack of appropriate input data for
practical application.

However, it is important to note that, in the over-
whelming majority of corroding systems, the concen-
trations of all solute species, Ck, are much smaller
than the concentration of the solvent, C0. Under these
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conditions, only one term on the right side of eqn [50]
is important. Accordingly, eqn [57] can be rewritten
in the following form for the theory of moderately
dilute solutions52

~Jk ¼ �Dkrmk þ Ck~v ½58�
If we present mk in the form

mk ¼ RT lnðgkCkÞ þ zkF’ ½59�
where the activity coefficient, gk, depends on the
concentration of all species in the solution, the equa-
tion of the flux becomes

~Jk ¼� DkrCk � DkzkF

RT
Ckrfþ

Ck~v � DkCkrlnðgkÞ
½60�

This equation for ion flux densities has been used,
for example, in Walton et al.57 for describing crev-
ice corrosion. However, the activity coefficients in
Walton et al.57 are calculated within the framework
of Debye–Hückel theory that, is strictly speaking,
applicable only for the case of dilute solutions.

We would like to emphasize that, in many real
corrosion systems, the concentration drops within a
corroding cavity may be not very high, because cor-
rosion is not a fast process. Accordingly, eqn [1] can
be used with sufficient accuracy in relatively concen-
trated solutions, assuming that Dk is referred to the
bulk electrolyte, but not to infinitely dilute solutions.

In accordance with the rules, the homogeneous
terms, Rk, in the balance equations can be written in
general form as

Rk ¼
XM
m¼1

�kmnkm
Y
nkm>0

Cnkm
k � Km

Y
nkm<0

C�nkm
k

( )" #
½61�

where km is the rate constant of reaction m,P
k

nkmMk ¼ 0 (m¼1,2,. . .,M), Km is the equilibrium

constant for reaction m, nkm is the stoichiometric
coefficient for species k in m th chemical reaction,
and Mk is the symbol for the chemical formula of
species k.

The presence of the chemical terms in balance
eqns [49] greatly complicates their solution. First of
all, we have practically no information about the rates
of homogeneous reactions (usually, we only have
information about their equilibrium constants). How-
ever, we can reasonably assume that these reactions
are fast and they are practically in equilibrium at any
given point and time. The most widely applied

method for dealing with these problems is to elimi-
nate chemical terms by adding or subtracting balance
eqns [49]. The new set of governing equations is
then supplemented by equations of equilibrium.58

The great disadvantage of this approach is as follows.
Every time, we want to add or delete from consider-
ation any chemical reaction, we have to completely
change the computer code for numerical solution of
balance equations because of their change in form.
Moreover, the forms of these equations do not coin-
cide with the standard form of the equation of mass
balance, and this adds to the complexity of the pro-
cess of numerical solution.

The alternative approach for modeling the equi-
librium state is to keep the governing equation in rate
format (i.e., in the form of eqn [49]), and hence to
assume that reactions are very fast. As long as reac-
tion rates are large, relative to the rates of mass
transport, the reactions will remain at equilibrium,
and the solution composition will be independent of
the kinetics assumed. All kinetic expressions that are
physically consistent (i.e., are stoichiometrically true)
yield zero net reaction at equilibrium, change sign as
the equilibrium point is crossed, and give sufficiently
fast reaction rates that can be used.59 The choice
becomes a matter of numerical stability and conve-
nience. Therefore, Walton60 used the following
expression for the rate of production or depletion of
species k by the chemical reaction

Rk ¼
XM
m¼1

�rmnkm ln
YK
k¼1

Cnkm
k =Km

( )" #
½62�

which satisfies all of the conditions noted above.
Another alternative approach is the following.57,61

It is assumed that characteristic times of chemical
reactions in aqueous solution are much shorter than
those of the mass transport or corrosion processes,
which is equivalent to assuming high reaction rates.
Accordingly, the set of transport equations are first
solved separately from the chemical terms. After that,
at the end of each sufficiently small time step, the
resulting aqueous solution composition, within each
elementary volume, is solved to equilibrium by call-
ing an equilibrium solver. For example Walton et al.57

determined the equilibrium composition of the solu-
tion by Gibbs free energy minimization.

The homogeneous terms, Rk, in the balance equa-
tions can be written in a general form as: It is assumed
that at a point far away from the mouth of a pit or
crevice, the concentrations and potentials have their
bulk values, that is,
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Ck ¼ Ck;1;f ¼ f1 ¼ 0 ½63�
It is also assumed that the normal fluxes on the
solid surface, Jks, can be expressed as a known
function of surface temperature, Ts, surface concen-
trations, Cks, and surface potential, Ecorr–js, (on the
metal surface), that is,

�Dk
@Ck
@n

¼ JksðEcorr �f;C1;s;C2;s; . . . ;CK ;s;TsÞ ½64�

If some component does not participate in any het-
erogeneous reaction (chemical or electrochemical),
its flux density will be equal to zero. Of course, on an
insulator, all fluxes are equal to zero.

In formulating the initial conditions, it would be
natural to assume that concentrations of all species
and potentials coincide with the corresponding bulk
values at t ¼ 0. However, simple calculation shows
that, under normal conditions, the velocity of the
interface is so slow that the steady-state approxima-
tion can be used for describing the transport pro-
cesses for the anodic dissolution of the metal.50,51

The sense of this approximation is as follows: The
movement of the metal surface is so slow that the
concentration distribution in the solution is approxi-
mately that corresponding to steady flow at a given
position of the boundary and for given boundary
conditions. In this case, it is possible to omit the
derivative over time in balance, eqn [49]. Accord-
ingly, it is possible to separate the solution of the
mass transfer problem from the movement of the
boundary. After solving the steady-state problem in
the region with the fixed boundaries, and after calcu-
lating the corrosion current density, the new position
of the metal surface is found by using Faraday’s law
(see eqn [48]). After that, the solution of the steady
problem for the new boundary is found, and the
process is repeated until the desired time is achieved.
Of course, it is not possible to omit the derivative over
time in the balance equation in the case of corrosion
fatigue, caused by the sharply changing hydrody-
namic velocity, which is a result of periodic loading.

However, it must be noted that there are a very
limited number of studies where the problem of
pit propagation is regarded as a problem having a
free boundary in multidimension space. Practically,
(in multidimension space) consideration of a moving
boundary is limited to the simplest cases, when the
system of transport equations can be reduced to
the solution of a single Laplace equation for the

relative concentration of a single species62 or electric
potential.63

On the other hand, such problems are successfully
solved in heat transfer studies, for example, in con-
nection with the problem of metal ingot solidifica-
tion.64 The presence of migration is the fundamental
difference between the problems of ionic transport
and those in nonelectrolyte solutions or problems in
heat transfer. This difference does not permit the
direct use of a wide range of methods and computer
programs that have been developed in connection
with the problems of heat transfer for solving ion
transport problems. As a result, to solve each ion trans-
port problem, for example, using the so-called New-
man method,52 it is necessary to create new programs
that require substantial expenditure of time and effort.

It is also possible to use iterative methods to reduce
ion transport problems to a sequence of transport pro-
blems for nonelectrolyte solutions, which enables
one to directly use the methods and even the existing
computer programs available in heat engineering.65–67

The very useful method of quasipotential transfor-
mation for modeling transport processes in dilute
electrochemical systems has been developed by
Pillay and Newman.68 It can be shown that, under
steady-state quiescent conditions, with equilibrium
homogeneous chemical reactions, and for a single
electrochemical reaction, the electrostatic potential
and all concentration distributions can be represented
as a single-valued harmonic function of the quasipo-
tential, q. This harmonic function vanishes at infinity
and satisfies the following boundary conditions

@q

@n
¼ 0 ½65�

at an insulating surface, and

� @q

@n
¼ i ½66�

at an electrode (conducting) surface, where n is the
unit normal vector at the electrode surface pointed
towards the solution. Accordingly, the set of coupled
second-order, nonlinear partial differential equations
governing mass transfer by diffusion and migration in
electrochemical systems is transformed into Laplace’s
equation for the quasipotential and hence, into a set of
coupled, first-order nonlinear ordinary differential
equations. This method has been applied to the case
of the development of an active hemispherical pit.69

Unfortunately, this method cannot be generalized, for
example, for the nonstationary case, for the case of
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multiple electrochemical reactions, or for mass trans-
fer in flowing electrolytes.

It is also important to note that, at the present
time, commercial software is available for solving
transport equations with migration terms with fixed
boundaries (see, e.g., COMSOL software),70 although
some algorithms also handle moving boundaries now.
Accordingly, the most difficult problem that arises
very often during the solution of mass transfer pro-
blems is not the solution of the differential equations
themselves, but in defining the transport coefficients
(e.g., diffusion coefficients) in multicomponent sys-
tems, rates of chemical reactions, and especially in
establishing real kinetic relations for the species fluxes
on themetal surfaces (particularly for the rate ofmetal
dissolution), such as those contained in eqn [64]. The
concrete dependencies of the rates of corrosion prop-
agation as a function of potential, concentrations of
species near the metal surface, and mechanical condi-
tions for the cases of pitting corrosion, stress corrosion
cracking, corrosion fatigue, crevice corrosion, etc. are
discussed in the corresponding chapters of this book.
Commercial software for calculating transport prop-
erties (diffusion coefficients, activities, viscosities,
density rates of particular electrochemical reactions
on particular metals and alloys) is also available (see,
e.g., OLI Systems software).71

A detailed review of a great number of papers
dealing with mathematical modeling of transport
phenomenon in pitting and crevice corrosion is
presented, for example, in Turnbull,58 Sharland,61

Papavinosan et al.72 In the majority of these models,
instead of boundary conditions [64], the boundary
conditions of the Type II kind (i.e., prescription of
current density on the metal surface) are employed. In
the latter case, the principal aim of these models is not
to predict corrosion damage (corrosion rates are
assumed to be known in advance), but to estimate
species concentrations, and the potential distribution
in corrosion cavities, as a function of many parameters
like cavity dimension, bulk solution composition,
temperature, and so on. Very often such models serve
to aid in the understanding of results of particular
experimental systems. However, at present, the over-
whelming majority of the models devoted to estimat-
ing the size of a corrosion cavity have adopted the
one-dimensional approximation, that is, they are
reduced to calculating the depth of the cavity, a, as a
function of time, when eqn [48] is reduced to the
simplest relation

da

dt
¼ KV icorr ½67�

Because of the mathematical complexity of the prob-
lem, analyses of the transfer processes occurring
within corrosion cavities have generally employed
the one-dimensional approximation. For example, it
is often assumed, in the case of corrosion pits, that
the cavity has a cylindrical shape with a depth a,
which is much larger than the radius, r. Likewise,
crevices and cracks are often viewed as being one-
dimensional slots of length a, such that a is much
greater than the opening displacement, w.57,60,61,73–82

Very often, only metal dissolution at the bottom is
assumed. However, two-dimensional analyses of cor-
roding hemispherical pits have been described for the
case of a well mixed electrolyte by Newman et al.,83

and for the case of a quiescent system, in which con-
centration gradients exist.63,69,84 In many cases, the
results obtained by mathematical simulation or by
experimental studies of ‘ideal’ cells (one-dimensional
or hemispherical) have been used to describe corro-
sion processes under real conditions.

In the one-dimensional case, the balance equa-
tions are reduced to the form

@ðwCkÞ
@t

¼ �@wJk
@x

þ wRk þ JS1 þ JS2;

k ¼ 1; 2; . . . ;K

½68�

where Jk is the flux density along the direction down
the crevice, x, averaged over the width of the crevice,
w, JS1 and JS2 are the flux densities at a metal–
solution interface or on the side walls (usually it is
assumed that JS1 ¼ JS2). In the case of the cylindrical
pit of radius, r, we simply have

@Ck

@t
¼ �@Jk

@x
þ Rk þ 2JS=a; k ¼ 1; 2; . . . ;K ½69�

It must be emphasized that, in the overwhelming
majority of the work devoted to describing localized
corrosion in the one-dimensional approximation, it has
been tacitly assumed that it is possible to neglect the
potential drop in the external environment (outside the
corrosion cavity), that is, to assume that boundary
conditions [56] are fulfilled at themouth of the crevice.
The following section will show that such an approxi-
mation is incorrect from the physical point of view and
in many cases can lead to significant errors in the
estimation of corrosion damage.
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2.39.6.2 Coupled Environment Corrosion
Cavity Growth Models

Many localized corrosion processes, including
pitting, stress corrosion cracking, corrosion fatigue,
and crevice corrosion may be described within the
framework of the differential aeration hypothesis
(DAH), which was first postulated by U. R. Evans in
the 1920s.85 This postulate attributes localized corro-
sion to a spatial separation of the local anode and
local cathode, with the local anode occurring in that
region of the system that has the least access to the
cathodic depolarizer (e.g., oxygen), while the local
cathode occurs in that region that has the greatest
access to the cathodic depolarizer. In the case of a pit
or a crack, as depicted schematically in Figure 7, the
local anode exists within the cavity, whereas the local
cathode exists on the bold external surfaces.

The voltage difference generated between the
cavity and the external surface causes a positive
current to flow through the solution from the local
anode to the local cathode. Negative electron current
flows through the metal in the reverse direction
and the two currents mutually annihilate at the

external surface via a charge transfer reaction, in
this case, the reduction of oxygen. The current is
known as the ‘coupling current’ and is easily
measured.86 The coupling current has been shown
to contain a wealth of information concerning the
processes that occur within the cavity. The coupling
current is generated within the cavity by anodic
oxidation of the metal that may be unassisted by
mechanical processes (pitting corrosion and crevice
corrosion) or assisted by the presence of a constant
stress (stress corrosion cracking, SCC) or a cyclic
stress (corrosion fatigue, CF). In any event, the flow
of positive current out of the cavity occurs because of
the existence of a potential gradient in the solution
from the cavity tip to the cavity mouth, such that
ft > fm > f1, where ft, fm and f1 are the
corresponding electrostatic potentials in the solution
at the cavity tip, cavity mouth, and at a point on the
external surface that is at an effectively infinite dis-
tance from the mouth (i.e., the ‘throwing power,’ which
turns out to be about 10–20 crack mouth opening
displacements, but which also depends upon the con-
ductivity of the environment). The sign of this poten-
tial gradient is such that anions are transported into
the crack, where they neutralize the positive charge
that is injected into the cavity solution in the form
of metal cations. The metal cations hydrolyze to
produce protons that acidify the environment. The
concentration factors for both Cl� and H+ from elec-
tromigration and hydrolysis, respectively, can exceed
104. Thus, for an environment containing 10 ppb of
chloride ion and having a pH of 7, the chloride con-
centration and pH in the cavity may exceed 100 ppm
and below 3, respectively. Accordingly, noting the pro-
pensity of chloride ions to induce passivity breakdown,
the DAH accounts for the development of aggressive
conditions within the cavity, even though the external
conditions might be quite benign.

It is evident that, under free corrosion conditions,
the conservation of charge requires that the charge
passed by the cathodic reaction be matched by the
charge passed by the partial anodic reaction (see eqn
[25]). Recognizing that, at sufficiently large distances
from the crack mouth on the external surface, the net
current, iN ¼ ia þ ic (ia and ic are the local anodic and
cathodic partial current densities) must be zero,
corresponding to ‘free,’ general corrosion, the partial
current density distributions are such that eqn [25]
must be satisfied. Note that eqn [25] does not stipulate
that cathodic partial reactions cannot occur within the
cavity or that anodic partial reactions cannot occur on
the external surfaces; only that, in the ‘cathodic’ and
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Figure 7 Coupling of crack internal and external

environments. Note that in the steady state, the crack can

grow only as fast as the positive current flowing from the

crack can be consumed on the external surfaces by oxygen
reduction. Reproduced from Macdonald, D. D.; Lu, P.-C.;

Urquidi-Macdonald, M.; Yeh, T.-K. Corrosion 1996, 52, 768.
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‘anodic’ regions, the net current densities are negative
and positive, respectively, and the total currents
integrated over the respective areas are equal.

It is also important to glean an understanding of
the critical nature of the properties that exist at
the crack mouth. Thus, note that solving the entire
problem involves solving two closely coupled sub
problems, one for the external environment and the
other for the crack enclave. These two problems
are coupled because they share common boundary
conditions in potential, fm, and in current, im.
The objective in all coupled environment models
(CEMs) developed to date has been to find the
appropriate values for fm and im, such that eqn [25]
is satisfied. It is the constraint imposed by eqn [25] that
imparts determinism to the model.

Traditionally, models for localized corrosion
cavity growth have assumed that the electrical poten-
tial in the solution at the crack mouth is the nega-
tive of the free corrosion potential or that the
external environment presents no impedance to cur-
rent flow (i.e., the current may flow to infinity).
Neither postulate is correct. In the first case, no
potential gradient would exist in the external envi-
ronment and hence, the coupling current must be
zero, contrary to experimental observation. Indeed,
these models actually predict that SCC cannot occur.
In the second case, if there exists no impedance for
current flow to infinity, then there should be no
dependence of the coupling current and crack growth
rate on the catalytic properties of neighboring exter-
nal surfaces, again contrary to experiment. The
requirement that the underlying theory must account
for all of the experimental observations is there-
fore not met by both classes of models. However,
the authors note that the assumptions may be valu-
able approximations in solving the mass transport
equations for the cavity, but, in doing so, it must be
recognized that in ignoring the external environment,
the physical description of the system is incomplete.
Accordingly, and emphasizing again that a viable
model must account for all experimental observa-
tions, such an approach would fail to recognize the
important impact that catalysis or inhibition of oxy-
gen reduction on the external surfaces has on crack
growth rate in sensitized Type 304 SS in high tem-
perature water, as noted above.87,88

To date, we86,89–95 and others96,97 have developed
‘coupled environment’ models for stress corrosion
cracking (coupled environment fracture model,
CEFM89,90,92,93), corrosion fatigue (coupled environ-
ment corrosion fatigue model, CECFM94), pitting

(coupled environment pitting model, CEPM91), and
crevice corrosion (coupled environment crevice
model, CECM95). Details of the algorithms are not
given here as they have been adequately described in
the literature. In the interests of space, only a brief
outline of some of the results from the CEFM is given.
We note that alternate models for crack growth in
sensitized stainless steels have been developed by
others, most notably by Ford and coworkers,98,99

Shoji,100,101 and Vankeerberghen and Gavrilov.102

Of these models, only the model of Vankeerberghen
and Gavrilov102 constrains the solution by the conser-
vation of charge and hence, can be regarded as being
deterministic. The models of Shoji100,101,103 are essen-
tially mechanical in form, with any electrochemistry
being introduced ‘inadvertently,’ and, like Ford et al.’s
models,98,99 while they are ‘mechanistic,’ they fail to be
constrained by the relevant natural law (conservation
of charge), recognizing that IGSCC is primarily an
electrochemical phenomenon.

The first of the CEMs to be developed was the
coupled environment models (CEMs) in 1991.89

Since then, the model has been extensively devel-
oped by the authors and their colleagues as a deter-
ministic model for predicting stress corrosion crack
growth rate in a variety of systems, including the
coolant circuits of water-cooled nuclear reactors.104

The models are based upon the following general
experimental observations that apply strictly to the
growth of intergranular cracks in sensitized Type 304
SS in high temperature water, but that are believed to
be general correlations for SCC and other forms of
localized corrosion in other systems:

� Localized corrosion generally follows the differen-
tial aeration hypothesis, first proposed by Evans in
the 1920s.85

� A positive coupling current is observed to flow
through the solution from the crack mouth to the
external surfaces, while an equal but opposite elec-
tron current flows through the metal in the reverse
direction.86

� The crack growth rate increases roughly exponen-
tially with the potential of the metal if it is
sufficiently high. At lower potentials, the CGR
is potential-independent, corresponding to the
mechanical creep (Figure 8).90–101,103

� The CGR depends upon the electrochemical
crack length, which is defined as the shortest dis-
tance between the crack front and the exposed
external surface. This length is generally different
from the mechanical loading crack length.90,102
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� The environmentally-mediated CGR is propor-
tional to the magnitude of the coupling current.87,105

� Coating the external surfaces with an insulator,
and hence inhibiting the reduction of oxygen,
causes the coupling current to decrease sharply
and stops the crack from growing.87

� Catalyzing the reduction of oxygen on the external
surface results in an increase in the coupling cur-
rent and hence, an increase in the CGR.86,88

� The crack growth rate passes through a maximum
with increasing temperature at about 175 
C.106

It is well known that, in the fracture of sensitized
stainless steels and nickel alloys in high temperature
(250–300 
C), oxidizing aqueous media, the CGR
becomes independent of potential at sufficiently neg-
ative ECP values (see Figure 8) and that the fracture
morphology changes from intergranular brittle frac-
ture to ductile failure. The ductile fracture surfaces
frequently yield evidence of microvoid coalescence,
with ductile tearing of the matrix between the voids.
These voids appear to nucleate at intergranular
precipitates, such as carbides (e.g., Cr23C7) on the
grain boundaries, but nucleation at intragranular
precipitates is also observed. Thus, in the CEFM,
which was developed originally to describe fracture
in sensitized stainless steels in BWR primary heat

transport circuits,83,84,90 it seemed appropriate to
describe crack growth at the ‘creep’ limit in terms of
a cavitation model.

A modified version of the cavitation model devel-
oped by Wilkinson and Vitek107 was used to estimate
CGR at sufficiently negative potentials, where envi-
ronmental effects are not evident. A detailed account
of the creep model will not be given here and the
reader is referred to the original paper by Wilkinson
and Vitek107 and papers by Macdonald et al.90,93,108

describing the application of the model in the
CEFM. It suffices to note that the Wilkinson–Vitek
model accurately describes creep crack growth in
stainless steels over the temperature range of interest
(25–300 
C).

The numerical and analytical solutions employed
in the CEFM yield very reasonable results for
the environmentally assisted and creep fracture of
sensitized Type 304 SS,89 and have yet to yield a
prediction of crack growth rate that is at odds (i.e.,
lies outside the experimental error range) with
experiment. The calibration factor appears to take
care of a number of simplifying assumptions in the
numerical CEFM (e.g., inert crack walls and linear
potential drop down the crack) and compensates for
some less quantified effects (e.g., parameters asso-
ciated with the crack tip process). Nevertheless, it is
only necessary to calibrate the model with a single
crack growth rate under specified conditions (see
Figure 8) and to choose an appropriate activation
energy for the crack tip strain rate (this is actually
equivalent to calibrating the model with CGR data
at two temperatures), in order to accurately describe
crack growth rate in sensitized Type 304 SS over
temperatures ranging from 25 to 288 
C.

One of the persistent issues that is raised in
debates on the basis of the CEFM concerns the
role of the external environment in determining the
crack growth rate. If the differential aeration hypoth-
esis (DAH) is accepted as the basis for localized
corrosion, including SCC, then the importance of
the external environment is unequivocal. That the
external environment is intimately involved has
been demonstrated experimentally by detecting and
measuring the coupling current that flows from the
crack to the external surfaces where it is consumed
by oxygen reduction.88,89 Furthermore, unless the
cathodic processes are confined to the crack, in
which case the measured coupling current would be
zero, and hence at odds with experiment,86 the con-
servation of charge requires consideration of the
external environment in any deterministic
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description of crack growth. Finally, catalysis88 and
inhibition87 of the oxygen reduction reaction on the
external surface is found to increase and decrease the
crack growth rate, respectively. In the case of inhibi-
tion, which was affected by depositing Zirconia on
the external surfaces, the extent of inhibition was in
agreement with that calculated by the CEFM by
reducing the exchange current density for the oxygen
electrode reaction by the amount indicated by elec-
trochemical impedance spectroscopy measurements
of the specific interfacial impedance using a fast
redox couple [Fe(CN)6

3�/4�].87 These studies un-
equivocally demonstrate the importance, and possi-
bly the dominance, of the processes occurring, on the
external surfaces in determining the crack growth
rate in sensitized Type 304 SS in high temperature
aqueous systems.

The role of the external environment is further
demonstrated by the calculated polarization data
plotted in Figure 9.93,108 Thus, it is seen that, at low
temperatures (e.g., 50 
C), significant polarization is
predicted to occur in the external environment
(170mV). As the temperature increases, the polariza-
tion in the external environment is predicted to
decrease, but nevertheless remains significant at tem-
peratures up to 250 
C. Even at higher temperatures,
where the external polarization has been decreased to

small values, because of increased conductivity of the
external environment and increased rate of oxygen
reduction on the external surfaces, the external envi-
ronment must still be considered because of the need
for charge conservation. The temptation has been to
assume that, in this case, the potential at the crack
mouth can be equated to fm ¼ �Ecorr, and hence to
eliminate the need to consider the external environ-
ment altogether. However, this would be to assume
that no potential gradient exists in the external envi-
ronment, in which case no coupling current should
be detected, again at odds with experiment,89 leading
to the prediction that SCC cannot occur. Finally, it is
interesting to note that the decrease in the polariza-
tion in the external environment is predicted to be at
the expense of an increase in the potential drop down
the crack.

As noted elsewhere,90,104 the CEFM predicts
that the crack growth rate for given values of stress
intensity, ECP, conductivity, etc. depends upon the
crack length. This prediction is consistent with
the available experimental data.19,88,105 In discussing
this topic, it is necessary to differentiate between
the mechanical crack length (MCL), which is tradi-
tionally referred to as the ‘crack length’ in fracture
studies, and the ‘electrochemical crack length’ (ECL),
as noted previously.19,88,105 The electrochemical
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crack length is defined as the shortest path through
the solution from the crack front, where the coupling
current is generated, to the external surface, where
the current is consumed. For a CT specimen, the
MCL corresponds physically to the distance between
the load line (for example) and the crack tip, and this
distance increases as the crack grows through the
specimen. On the other hand, because of the through
thickness nature of a crack in a CT specimen, the
ECL is constant and is essentially independent of the
MCL. Furthermore, a CT geometry yields a distri-
bution in ECL, depending upon where the current
originates at the crack front. This dependence is such
that the crack growth rate is highest at the crack
edges (smallest ECL), but is lowest for the coupling
current that originates from the crack front in the
center of the specimen (largest ECL) by virtue of the
dependence of crack growth rate on the electrochemi-
cal crack length.90,102,104 This phenomenon is respon-
sible for the generation of convex crack fronts, when
the crack grows by SCC, in contrast to the concave
crack front obtained for creep crack growth.105

Finally, we note that the CEFM is used exten-
sively in various corrosion damage codes developed
by Macdonald and coworkers (DAMAGE PREDIC-
TOR, ALERT, REMAIN, FOCUS)19,23 to predict
stress corrosion cracking damage in BWR primary
coolant circuits, as described below. To date, fourteen
BWRs have been modeled and, where comparison
is possible, the predicted damage is found to be in
excellent agreement with that observed in the field.

2.39.6.3 Simplified Approach for
Calculating Propagation Rates

It is well known from experiment that the rates of
individual pit (crack) propagation as a function of
time at constant environmental conditions can be
approximated by a relatively simple function of time.
Thus, for the case of pitting corrosion, the power
function,

a ¼ ktm ½70�
has been suggested, where k and m are empirical
constants.11,58,109 Here, a is the characteristic pit size
(e.g., pit depth or radius of the pit mouth). Published
values of m are very often approximately equal to 1/3,
1/2, 2/3 or 1, but they can also vary over wider
ranges.11,109–111

However, this dependence of a on t cannot be used
directly in mathematical calculations for small times,

because of the nonphysical limit

Vs ¼ da

dt
¼ kmtm�1 ! 1; at t ! 0 for m<1 ½71�

This is why, instead of eqn [70], the following inter-
polation equation for pit propagation rate, Vs, has
been suggested91

Vs ¼ da

dt
¼ V0ð1þ t=t0Þn ½72�

where n ¼ m � 1 and t0 are constants, and V0 is the
initial, finite rate of pit propagation. Equation [72]
yields V¼ V0 at t/t0<< 0 and V¼ V0(t/t0)

n at t>> t0.
Integration of eqn [72] with the boundary condi-

tion a ¼ 0 at t ¼ 0 yields

a ¼ x0½ð1þ t=t0Þm � 1� ½73�
where x0 ¼ t0V0/m. For small times, as follows from
eqn [73], a can be presented as the linear function of t,
a ¼ V0t and for large times, a takes the form of eqn
[70]. In many cases, the period of time over which the
approximation

V ðtÞV0 ¼ Constant ½74�
is valid can be comparable with the observation time
(or evenwith the service life of the system). The reason
is that corrosion is, generally speaking, a slow process
and under real, practical conditions, values of the criti-
cal pit depth of the system, xcr, and typical service life,
ts, impose significant restrictions on the values of the
initial and average corrosion current densities and,
thus, on the potential and concentration drops that
might be observed in a corrosion cavity.112

For constant external conditions, the dependence
of cavity propagation rate as a function of the cavity
depth, x, can be written in the form

Vs ¼ da

dt
¼ V0BðxÞ ½74�

where function BðxÞ satisfies the evident boundary
condition BðxÞ ! 1 at x ! 0. For the particular
case when eqn [72] holds, z(x) can be expressed in
the form:

BðxÞ ¼ 1

ð1þ x=x0Þð1�mÞ=m ½75�

where x0 = v0 t0/m.
The general approach based on the numerical

solution of the system of mass transfer equations
does not present the depth of pit in the form of eqn
[70] or [73]. As noted in Turnbull,58 the mechanisti-
cally based models are complex to set up and, at the
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present stage of development, are not user-friendly.
For us, it is most important that the solution of the
full system of mass transfer equations for the ensem-
ble of pits is practically unrealistic for usual systems,
from the point of view of the required computation
time. One way to deal with this problem is to perform
numerous calculations of pit propagation in advance
and approximate the obtained results by eqns [70]
or [73]. The other way is to try, after some simplifi-
cation that does not significantly reduce the accuracy
of calculations, to develop a model that can yield a
cavity propagation law of the form of eqns [70]
or [73], and that may even yield analytical expres-
sions for parameters k and m. The principal concept
in this simplification is that, if the rate of corrosion
reaction depends explicitly only on the local poten-
tial and some surface concentrations of particular
species (e.g., Cl� and H+), the pit growth rate
depends only on the concentrations of those species
that determine the value of electrostatic potential
near the corroding surface.

Below, we will consider the example of such an
approach for the simplest (but perhaps the most
important, from the practical point of view) case of
the corrosion of steels in neutral solutions. Thus, it
has been suggested that, in the mathematical simula-
tion of the corrosion of Fe in NaCl solutions, at least
six species in the solution must be taken into the
account.91

S1 �Fe2þ; S2 � Fe OHð Þþ; S3 � Naþ; S4 � Cl�;

S5 � Hþ; and S6 � OH�

These species include iron ions from the dissolution
process, sodium and chloride ions (for example) that
are commonly included to control the bulk con-
ductivity, hydrogen and hydroxyl ions from the dis-
sociation of water, and a metal hydrolysis product (for
example). In the simplest case, the following homo-
geneous hydrolysis reactions are assumed to occur

Fe2þþH2O ¼ FeðOHÞþþHþ ½76�
FeðOHÞþþH2O ¼ FeðOHÞ2ðsÞ þHþ ½77�

H2O ¼ HþþOH� ½78�
with Fe(OH)2(s) representing the precipitated hy-
drolysis product. Homogeneous reactions include
hydrolysis processes and also precipitation processes.
If the degree of supersaturation is sufficiently high,
direct precipitation will occur in the solution itself;
otherwise, precipitation will tend to occur on the
walls preferentially. However, if an appropriate bal-
ance is obtained between the rate of production of the

hydrolyzing species and the rate of precipitation,
general saturation is expected to occur.60

We will assume that a single electrochemical
reaction

Fe ! Fe2þ þ 2e ½79�
occurs on the walls of the cavity.

Numerical solution of the corresponding bound-
ary problem has been performed91 by using the
values of kinetic parameters from Sharland et al.78

Figure 10 shows the concentrations profiles as a
function of the quasipotential, q.68 Please note that,
for the case of a deep, one-dimensional cylindrical pit
with passive walls or for a crevice with parallel pas-
sive sides, q¼ ix, where x is the distance down the
cavity, and i is the current density in the crevice that
is determined by the dissolution rate.91,112 We can see
that there are three species that dominate in the pit,
Fe2þ, Cl�, and Naþ, and only these species deter-
mine the electrostatic field in the cavity.

Let us now assume in addition, that, the electro-
dissolution reaction occurring in the cavity due to
oxidation of the metal, can be described in terms of
the Tafel equation as

i ¼ i0exp
aFðVm � U0 � fsÞ

RT

 �

¼ iexp �aFfs

RT

 � ½80�

Here, i0 is the exchange current density, a is the
anodic transfer coefficient, Vm is the local electrode
potential, U0 is the open-circuit potential (measured
on the external surface remote from the pit), fs is the
electrostatic potential in the solution near the
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electrode surface, all referred to a reference electrode
at infinity, and i ¼ i0exp faFðVm � U0Þ=RTg is the
current density calculated in the absence of a poten-
tial drop in the cell (fs ¼ 0 corresponding to the
maximum possible current density on the electrode
surface at the given potential of the metal).

Hence, if we only want to calculate the potential
distribution and rate of corrosion in this system,
we can approximate the complete system involving
six species (Fe2þ, Fe(OH)þ, Naþ, Cl�, Hþ and OH�)
by a reduced system involving only three species
(Fe2þ, Naþ and Cl�).

In this case, the solution of the mass transfer equa-
tions for this simplified system can be easily per-
formed even in analytical form. In particular, if the
polarization curve for reaction [79] can be described
by Tafel’s law [80] with the symmetry factor, a, it was
shown that the depth of one dimensional pit with
passive walls can be described by eqn [73] with

m ¼ aþ 1

2aþ 1
½81�

and

x0 ¼ 3FD1C
b
Cl�=i

; V0 ¼ KV i
; t0 ¼mx0=V0 ½82�

where D1 is the diffusion coefficient of Fe2+, and Cb
Cl�

is the bulk concentration of chloride ions. Moreover, if
a ¼ 1 (typical value for corrosion of steels), eqn [81]
yields m ¼ 2/3.

If, for example, Cb
Cl� ¼ 0.6M (which corresponds

approximately in the case of seawater), i* ¼ 10�4

A cm�2 (which corresponds to an initial propagation
rate, V0, of �1mm year�1) and D1 ¼ 0.72 cm2/s, eqn
[82] yields x0 � 12 cm. Accordingly, if the critical
depth of the pit penetration xcr is of the order of
1 cm, as follows from eqns [74] and [75], it is possible
to conclude that the pit will propagate at a constant
rate because, when x0 is a large number BðxÞ
becomes equal to one. The physical reason for this
uniform propagation is that the potential (and concen-
tration) drops are very small in this system for
the adopted values of dimensions, kinetic parameters,
and environmental conditions. We can also state that
the mere fact that hemispherical (or approximately
hemispherical) pits exist can be explained by the
insignificance of the potential drop in the corrosion
cavity. Otherwise, the corrosion current density on the
edge of the pit becomes higher than that on the bot-
tom, and the pit will quickly assume a shallow (‘sau-
cer’) form. This initial rate can be determined by using
the experimentally measured polarization curves in
the region of active dissolution, and can be calculated

for certain metals and alloys for different environmen-
tal conditions by using available software.71

However, it is also possible that pits can propa-
gate with a constant rate, in spite of the fact that
significant potential drops may exist down the cavity.
In many cases, the rate of corrosion depends on the
concentration of aggressive anions (e.g., chloride ions)
near the metal surface. This dependence is usually
approximated by the following relation11:

i ¼ kaC
l
Asexp

aFðVm � U0 � fsÞ
RT

 �
½83�

where CAs is the surface concentration of the aggres-
sive anion, ka is the rate constant for the reaction
proceeding in the anodic direction, and l is the
effective kinetic order of the metal dissolution reac-
tion with respect to the anion concentration. The
value of l is usually restricted to 0 � l � 1.11 It was
shown that, in this case, instead of eqn [81], we can
use the alternate equation91,112

m ¼ aeff þ 1

2aeff þ 1
½84�

where

aeff ¼ a� l ½85�
It is clear that if a � l, we have m � 1, and the pit
propagates with an approximately constant rate.

Generally speaking, under real, practical conditions,
values of the critical pit depth of the system, xcr,
and typical service life, ts, impose significant restric-
tions on the corrosion current densities (averaged and
initial) and thus on the potential and concentration
drops that might be observed in the corrosion cavity.
Thus, if xcr does not exceed the order of 1–10mm,
and if the order of ts is not less than 1 year, initial
corrosion current densities in real, open pits can-
not exceed values of 10�4 to 10�3A cm�2, with the
understanding that the polarization curve (corrosion
current density versus potential) and the surface con-
centrations of the species do not change as the pit
propagates.112 Simple analytical expressions for pre-
dicting the potential and concentration drops in open
corrosion cavities and for predicting cavity propaga-
tion rate in systems containing uni- and bivalent
anions in stagnant electrolytes under well mixed,
external conditions have been obtained.112

After the transition of a pit into a crack or into a
corrosion fatigue crevice, the total rate of corrosion
cavity propagation, Vs, cannot be described simply
by Faraday’s law, but also has to contain mechanical
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and, in the general case, some additional environ-
mental component (e.g., hydrogen embrittlement
component). It would be natural to assume that Vs is
a known function of the environmental (concentra-
tion of species near metal surface, temperature) and
mechanical parameters (stress), and so on. The explicit
forms of these dependences are discussed in the
corresponding chapters of this book. Here, only the
most general relations will be discussed.

Figure 8 clearly shows that at low corrosion
potential, the crack propagation rate does not depend
on Ecorr, that is, Vs reduces to the mechanical (creep)
component. It is also clear that at high values of Ecorr,
crack propagation rate does not depend on creep rate
and is described by an exponential dependence of the
Tafel type. Accordingly, in the first approximation,
we can present Vs as the sum of two contributions

V ¼ Venv þ Vmech ½86�
where Venv is the environmental/electrochemical
component, which is often determined by Faraday’s
law, and Vmech is the mechanical component (crack
advance associated with mechanical fatigue/creep).
Of course, in some cases, the synergistic interaction
of mechanical and environmental attack can play
a role and a simple summation, as expressed by
eqn [86], may not be appropriate.113

A review of many models for describing
environment-induced cracking based directly or
indirectly on anodic reaction processes or on hydro-
gen embrittlement can be found.114,115 Thus, in
accordance with the slip-dissolution model, the aver-
age crack growth velocity will be given by

Venv ¼ Kvi
0
corrG ½87�

where i0corr is the current density on the bare surface,
and G is the ratio of the bare surface of the crack tip
to the total geometrical surface. It can be shown that

G ¼ t n0
ð1� nÞenf

ðe_ctÞn ½88�

where ev is the fracture strain of the passive film at
the crack apex, e_ct is the crack tip strain rate, and t0 and
n are material constants. It is evident that G � 1. In
turn, the expressions for e_ct can be found as described
in Engelhardt et al.,92 Turnbull,114 and Peng et al.116

In the case of corrosion fatigue, the crack growth
rate is usually expressed in terms of the increment of
crack growth during each fatigue cycle, da/dN¼ Vs/f
(where f is the frequency of the applied stress). Very
often, this rate follows the well known power-law

relationship (Paris’ law)

da

dN
¼ CðDK Þn ½89�

for both fatigue (no corrosion) and corrosion fatigue.
Here, △K is the stress intensity factor range and C

and n are empirical parameters that depend, in the
general case, on environmental conditions. While the
dependencies of the Paris equation parameters on
environmental conditions is well recognized through
numerous experimental studies, few of the models for
corrosion fatigue developed to date incorporate envi-
ronmental effects in an explicit, mechanistic manner.
This is another example of where the underlying
(mechanical) theory fails to account for the experi-
mental data, and the resultant models fail to meet the
requirements of determinism.

Until now, it has been tacitly assumed that the rate
of pit (crack) propagation is unequivocally deter-
mined by its depth and by the external conditions,
that is, there is no distribution in cavity propagation
rate for pit cavities of equal depth. However, as noted
above, a distribution in pit (crack) propagation rate
might be observed in practical systems because of
underlying distributions in system parameters that
affect the growth rate. Usually, such problems are
considered in the following way. In the case of pitting
corrosion, it is assumed that the pit depth is described
by eqn [70] with distributed parameters k and m.117

However, in Turnbull et al.,118 it is assumed for sim-
plicity, that only parameter k is normally distributed;
parameter m is assumed to be fixed, and its value is
obtained by fitting the model to the experimental
data. In contrast, in Harlow and Wei,3 it is assumed
that the pit maintained a hemispherical geometry and
grew at a constant volumetric rate. From this fact, it
immediately follows that m ¼ const ¼ 1/3. On the
other hand, it was assumed that parameter k is
described by a Weibull distribution.

Analogously, in Turnbull et al.,118 for the case of
SCC, the crack propagation rate was assumed to be
given by

da

dt
¼ Cspaq ½90�

where s is the applied stress. It was assumed that
parameters p and q are fixed and were determined
by fitting eqn [90] to the experimental data, but
parameter C was assumed to be normally distributed.
Additionally, for example, in Harlow and Wei,3 for
the case of corrosion fatigue, it was assumed that
crack propagation is described by eqn [89] with
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fixed crack growth exponent, n, and distributed
parameter C.

Of course, few of the models that are discussed in
this section are ‘deterministic’ in nature, although
they are certainly ‘mechanistic’ in form. Determinism
is readily introduced by first identifying the relevant
natural laws and then ensuring that the predictions
are constrained by these laws. In many cases, this
would be most effectively done by introducing the
models, which for the most part, describe the ‘anodic’
part of the corrosion cell, into a ‘coupled environ-
ment’ framework to impose the conservation of
charge. This again illustrates the important differ-
ence between ‘mechanistic’ and ‘deterministic’ mod-
els, with only the latter constraining the output
(‘predictions’) to those that are ‘physically real’
(i.e., that are consistent with scientific knowledge).

2.39.7 Rate of Pit Repassivation and
Transition of Pits into Cracks

As noted above, we assume that the repassivation
process obeys a first-order decay law

Raðx; tÞ ¼ �gfaðx; tÞ ½91�
where g is the delayed repassivation (‘death’) constant
(i.e., the rate constant for repassivation of stable pits),
and fa is the differential damage function for active
pits. The repassivation constant, g, is, in general,
expected to be a function of the external conditions,
including the corrosion potential, temperature, and
electrolyte composition. Generally speaking, g is also
expected to be a function of the depth of the pit, x,
because the local potential in the solution at the
cavity surface depends on the IR potential drop in
the cavity, that is, g might be a function of both the
spatial coordinates and time. Of course, if the poten-
tial and concentration drops inside the corrosion
cavity are insignificant during pit propagation, it is
possible to neglect changes in g (see above). However,
the value of this constant still depends on the external
conditions, such as potential, pH, and concentration
of aggressive species in the bulk electrolyte. Finally,
active pits may no longer be viable if the potential, E,
at the pit internal surface is less than the repassivation
value, Erp. Accordingly, if the value of Erp is reached
at some pit depth, xrp, active pits passivate and cannot
penetrate further into the metal. The value of repas-
sivation potential Erp, is a function of the metal poten-
tial and surface concentrations at the pit tip. It can be

calculated, for example, by using methodology
described in Anderko et al.119

Regarding the transition of a pit into a crack, we
assume that a pit immediately transforms into a crack if
its depth exceeds some critical value xtr. As of now, the
most widely accepted set of criteria for the transition of
a pit into crack are the Kondo criteria.120 According to
these criteria, two conditionsmust be satisfied for crack
nucleation to take place from a pit, namely,

KI > KISCCðforSCCÞ or DK >DKthðforCFÞ ½92�
and

Vcrack>Vpit ½93�
Here, KI and KISCC are the stress intensity factor
and critical stress intensity factor for propagation of a
stress corrosion crack, respectively: △K is the stress
intensity factor range, and △Kth is the threshold
stress intensity factor range for fatigue crack propaga-
tion, respectively.

The first requirement defines the mechanical
(fracture mechanics) condition that must be met for
the prevailing stress and geometry, while the second
simply says that the nucleating crack must be able to
‘outrun’ the pit.

It is important to note the following circum-
stance. At high values of corrosion potential, Ecorr,
the environmental component of crack propagation
rate, Venv, could be much higher than the mechanical
component, Vmech (see. Figure 8). Accordingly, the
crack propagation rate, Vcrack will practically coincide
with its environmental part, Venv.

In accordance with the slip dissolution model, the
crevice tip is partially blocked by the passive film.
Accordingly, for a given set of tip conditions (metal
potential, pH, etc.), Venv, must be smaller than that
corresponding to the pit propagation rate, Vpit, with
the tip surface being bare (see eqn [87]). This means
that, under these conditions, the transition from a pit
into a crack occurs if (1) the depth of the pit exceeds
some critical length, xmech (where KI� KISCC or
△KI�△KI,th); and (2) the pit is passivated (when
Vpit is very small). Thus, this latter criterion suggests
that cracks will nucleate only from ‘dead’ pits. This
example shows how important repassivation phe-
nomena may be for predicting corrosion damage.
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2.39.8 Statistical Properties of the
Damage Function

There exists a close correspondence between damage
function analysis (DFA), which has been described at
some length above, and extreme value statistics (EVS).
The latter technique has been used extensively to
extrapolate damage (maximum pit or crack depth)
from small samples in the laboratory to larger area
samples in the field. Furthermore, DFA provides a
means of calculating the central and scale parameters
and their time-dependencies in EVS from first prin-
ciples, and hence represents a unification of the two
prediction philosophies.

From a statistical point of view, all distributed
properties of the system are completely determined
by the cumulative distribution function (CDF), F(x).
By definition, F(x) is the probability that the depth of
a randomly selected pit (crack) is �x. We postulate
that the pit distribution on the metal surface is
uniform. Accordingly, the total number of nucleated
pits in the entire system is SN(t), where S is the area
of the system and, from the definition of the integral
damage function, F, the number of pits that have the
depth � x, is S[N(t) � F(x,t)]. Accordingly, from the
definition of probability, we have

Fðx; tÞ ¼ S½NðtÞ � Fðx; tÞ�
SNðtÞ ¼ 1� Fðx; tÞ

NðtÞ ½94�

We see that the CDF for a given observation time,
F(x,t), can be predicted if we know (can calculate) the
integral damage function of the system (note that the
number of nucleated, stable pits, N(t) simply equals
F(0,t)). This relationship can be regarded as being the
bridge between the statistical and deterministic app-
roaches for estimating the accumulation of localized
corrosion damage on a surface.

As noted above, from the practical point of view, the
most important value for characterizing corrosion
damage is the failure probability, Pf, of the system.
By definition, Pf, is the probability that at least one
corrosion event in any form (pit, crevice, stress corro-
sion crack, or fatigue crack) reaches a depth, x, at a
given observation time, t, where x, in this case, is the
critical dimension. It can be shown14 that

Pf ðx; tÞ ¼ 1� expf�SFðx; tÞg ½95�
Equation [95] allows us to calculate the probability of
failure if the integral damage function, F, is known. The
latter function can be found as a solution of eqn [4].
However, here we will reject the equal velocities for all

pits with a given depth assumption that was adopted
previously (see eqn [9]). Thus, it is well known that the
morphology of pits on any given surface can vary
significantly, with some shapes favoring more rapid
mass and charge transfer, and hence, a greater pro-
pagation rate.121 In addition, some pits will initiate at
metallurgical features that may favor more rapid pro-
pagation, for example, at MnS inclusion.121 The distri-
bution in pit propagation rate might also be explained,
for example, by the spatial distribution in electrochem-
ical activity of the anodic and cathodic sites on the
corroding surface.122

Here, we will assume that the pits that propagate
with initial rate V0 are nucleated in accordance with
the equation.

nðtÞ ¼
ð1

0

lðt ;V0ÞdV0 ½96�

The function l(t,V0) yields the number of pits (per
square centimeters) that have initial propagation
rates between V0 and V0 þ dV0 and that nucleate in
the period of time between t and t þ dt. Further
propagation of the pits takes place in accordance with
eqn [74]. It can be shown that, in this case, the expres-
sion for the flux of active pits can be expressed in
general form as123

jaðx; tÞ ¼
ð1

0

exp½�ggðxÞ=V0�lðt � gðxÞ=V0;V0ÞdV0 ½97�

where

gðxÞ ¼
ðx

0

dx0

Bðx0Þ ½98�

(compare with eqn [9]). Accordingly, the expressions
for the differential damage functions for active and
passive pits and the integral damage function have
the following forms123 as solutions of eqn [4]

fa ¼
ð1

0

exp½�ggðxÞ=V0�l½t � gðxÞ=V0;V0�
V0BðxÞ dV0 ½99�

and

fp ¼
ð1

0

gexp½�ggðxÞ=V0ÞL½t � gðxÞ=V0;V0�
V0BðxÞ dV0 ½100�

Furthermore, for the case of pitting corrosion, the total
integral damage function, F, is123
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F ¼
ð1

0

exp½�ggðxÞ=V0ÞL½t � gðxÞ=V0;V0�dV0 ½101�

where Lðt ;V0Þ ¼
Ðt
0

lðt 0;V0Þdt 0 yields the number of

pits (per square centimeters) that have initial propaga-
tion rates between V0 and V0 þ dV0 and nucleate in the
period of time between 0 and t. F is the sum of the
integral damage functions for active and passive pits for
the given case.

Let us assume that the distribution in initial pit
propagation rate does not depend on time, that is,

lðt ;V0Þ ¼ nðtÞcðV0Þ ½102�
To move further, we must assume a distribution
function, c(V0), for the pit growth rate, in order to
account for those factors that result in a distribution
in growth rate that is not captured by the (present)
deterministic models. For our purposes, it is most
convenient to approximate c(V0) by Laplace’s distri-
bution function

cðV0Þ ¼ expð� V0 � �V 0j j=bÞ
2b

½103�

where �V 0 is the mean initial pit propagation rate and
s2 ¼ 2b2 is the dispersion.

If eqn [102] holds, we have, for the integral dam-
age function and the cumulative damage function, the
following expressions

Fðx; tÞ ¼
ð1

0

N ½t � gðxÞ=V0Þexp½�ggðxÞ=V0Þ

cðV0ÞdV0 ½104�
and

Fðx; tÞ ¼ 1�
ð1

0

N ½t � gðxÞ=V0Þ�exp½�ggðxÞ=V0Þ

cðV0ÞdV0=NðtÞ ½105�

respectively. In particular, for the case of instanta-
neous nucleation, we have

Fðx; tÞ ¼ 1�
ð1

x=t

exp½�ggðxÞ=V0�cðV0ÞdV0 ½106�

As has been shown experimentally, in many practical
cases, the asymptotic behavior (for large values of x)
of the CDF can be described by the exponential
relationship58,121

Fðx; tÞ ¼ 1� exp½�ðx � uÞ=a� ½107�

where u is the central parameter (the most frequent
value), and a is the scale parameter, which defines
the width of the distribution. Accordingly, as follows
from eqn [107], the extreme value distribution
(EVD), c(x,t) (the probability that the largest value
of pit depth � x), is described by a double exponent
(Gumbel Type I extreme value distribution) in
the form58:

Cðx; tÞ ¼ 1� Pf ¼ exp½�expð�yÞ� ½108�
where

y ¼ ðx � hÞ=a ½109�
and h ¼ u+ a ln(SN).

Numerical calculation14 shows that the depen-
dencies of ln(1 � CDF) on pit depth, x, can be
approximated by straight lines, at least for sufficiently
large values of x, and therefore provide a theoretical
basis for applying the Type I extreme value distribu-
tions to real corrosion systems. In some cases, para-
meters a and h can be expressed in analytical form.
Thus, for the case of instantaneous nucleation and
constant pit propagation rate, these parameters can
be presented in the form14:

a¼ bt
1þ gbt= �V 0

and h¼ ½ �V 0þbLnð0:5SN0Þ�t
1þ gbt= �V 0

½110�

We see that, for small values of t, the parameters
a and h can be described by a¼ bt and
h¼ ½ �V 0þbLnð0:5SN0Þ�t , that is, they are propor-
tional to time. Such dependencies were actually
observed, for example, for the case of the pitting
corrosion of manganese steel in CO2–acidified sea-
water.122 On the other hand, for large observation
times, the parameters a and h approach the following
limits

a¼ �V 0=g and h¼ ½ �V 0þbLnð0:5SN0Þ�t �V 0=g ½111�
that are independent of time. This fact can be
regarded as being physically evident, because at suf-
ficiently large times, all pits become passive (the
damage function becomes ‘frozen’), and further prop-
agation of damage cannot occur, provided that g > 0.
This conclusion concerning the achievement of lim-
iting pitting depth also follows from a formal statisti-
cal treatment of experimental data for underground
carbon steel pipelines.11 The ‘freezing’ of damage
functions can also be seen in the propagation of
corrosion damage on aluminum in tap water.10

Equation [110] with eqn [108] can be used for
calculating the probability of the failure of a system.
Unfortunately, very often it can be the case that not
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all, or even none, of the kinetic parameters that
determine the pit (crack) nucleation rate, pit propa-
gation rate, and pit repassivation rate, are known.
However, unknown parameters are determined by
comparing the results of analytical or numerical cal-
culations of the depths of the deepest pits (cracks)
with the corresponding experimentally observed
values for short-term experiments. After determining
values for the unknown parameters, the depths of the
deepest pit (crevice) for the total system (i.e., for the
system with arbitrary surface area) for long-term
exposure are predicted.

Usually therefore, in the case when none of the
kinetic parameters are known, the following expres-
sion, based on the Gumbel type-I distribution is used
for predicting perforation probability in the large
systems with the total area, S, by using the results of
measurements of the depth of the deepest pits on the
series coupons with area, s124

Pf ¼ 1� exp �exp � d � u þ alnðS=sÞð Þ=a½ �f g ½112�
where d is the thickness of the wall.

For predicting probability of failure in long-term
experiments by using the results of measurements in
short-term experiments, it is necessary to assume
some functional dependence of the location parame-
ter, u, and scale parameters, a, on time. For the case
when eqn [110] is valid, these parameters are
described by hyperbolic relations of the form

u ¼ a1t

1þ a2t
; a ¼ a3u ½113�

where, a1, a2, and a3 are unknown parameters that
must be fitted by using the short term experiments.
The procedure of such fitting by using the maximum
likelihood method is described in Laycock et al.125

Figure 11 illustrates the applicability of the hyper-
bolic dependencies for predicting the results of
experiments measuring the depth of the deepest pits
in the corrosion of aluminum Alloy 2S-O in Kingston
tap water.10 The mean depth of the deepest corrosion
event, Xm, and standard deviation of this value, s, can
be calculated by using the following relations125:

Xm ¼ h þ a½Eþ lnðS=sÞ� and s ¼ pa=
ffiffiffi
6

p ½114�

We see that applicability of the hyperbolic functions
can be considered as being very satisfactory. Note
that only the data for t ¼ 1 week and 1month were
used for calibration and hence, for prediction over a
period of up to 1 year, providing accurate extrapola-
tion over a range of 12 times that of the calibration
range.

However, the typical time-relations that are usu-
ally used for estimating the location and scale para-
meters in extreme value distributions are of the
power law type:

h ¼ a1t
a2 ; a ¼ a3h ½115�

or logarithmic:

h ¼ a1logðtÞ þ a2; a ¼ a3h ½116�
Figure 12 shows that application of the power law
functions for fitting experimental data to the short
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Figure 11 The mean depth of the deepest pit as a function of time. Fitting to experimental data (black circles) has been

performed by using the hyperbolic dependencies [113].
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term experiments yields results that are not as good
as application of hyperbolic law, at least for the con-
sidered experimental data. This happens, because the
power law [115] does not take into account the
repassivation of pits that plays a substantial role in
determining the results of Aziz’s experiments.

From the above, it is evident that the application
of the logarithmic law yields much more acceptable
results than does the application of the power law
(Figure 13). However, at present, there is no physical
model that could explain a logarithmic law of pit
growth. In reality, if we assume that the growth law
of individual pits can be described by a logarithmic
function, it can be easily shown that the rate of the pit
growth must decrease in accordance with the exponen-
tial law (da/dt�exp(�za)). This dependence is sub-
stantially stronger that the maximum possible decrease
of the rate of open pit growth under diffusion control
when da/dt � 1/a. Accordingly, it might be suggested
that the logarithmic dependence of pit growth is for-
mally introduced for effectively describing pit propa-
gation in the presence of repassivation phenomena.

A generalization of the hyperbolic function [113]
in the form

h ¼ a1t
a4

1þ a2t a4
; a ¼ a3h ½117�

appears to offer some advantages. The principal
advantage of the general hyperbolic dependence
[117] is that it coincides with the power law at
short times and yields the accurate transition:
u; a ! constant as t ! 1 as it must, due to the
repassivation. It is interesting to note that calculation

shows that the parameter a4 ¼ 1.0093 � 1, that is,
fitting by using the general hyperbolic dependencies
yields, for the given case, practically the same results
as the simple hyperbolic dependencies.

2.39.9 Monte Carlo Simulation

The existence of deterministic models to describe
nucleation, propagation, and repassivation of loca-
lized corrosion processes allows us to replace the
current DFA, which reduces to the direct solution
of the balance eqns [2], with an alternative approach –
Monte Carlo simulation of corrosion damage. How-
ever, it is worthwhile to develop this alternative
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Figure 12 Fitting to experimental data (black circles) has been performed by using power law dependencies [114].
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approach for describing corrosion damage for the
following reasons. It is important to note that, fre-
quently, under real conditions, only a few pits (or
cracks), or sametimes only a single pit (or crack),
may be alive (propagating) on the corroding metal
surface (see the upper extremes in Figure 1). In this
case, the differential equations for the damage func-
tion, which are equivalent to a balance equation for
particles in discontinuous media, lose their strict
physical meaning.

The main idea of the Monte Carlo method is to
keep track of each stable pit (or crack) that nucleates,
propagates and repassivates on the metal surface.
A great advantage of this method lies in the fact that
it allows us to take into account the interactions
between particular individual pits (cracks) in an
explicit manner. By doing so, it becomes possible to
reduce the number of unknown parameters that
describe the interaction between individual pits
(cracks). Preliminary calculation shows that both
approaches (DFA and Monte Carlo) yield the same
results, if the same physical assumptions are made for
describing the propagation of corrosion damage. At
this point, it is important to note that, in the Monte
Carlo method described here, the stages in the life of
an individual pit or crack are described deterministi-
cally (i.e., in terms of models whose predictions are
constrained by the natural laws), while the ensemble
of pits is described statistically in terms of a Monte
Carlo algorithm. Below, the current version of the
deterministic Monte Carlo simulation (DMCS) algo-
rithm that has been developed for predicting the
accumulation of localized corrosion damage will be
briefly described.

Let us denote by N0 the total number (not per
square centimeters) of stable pits that can nucleate on
a metal surface having a total area of S. We number
these pits by the index k ¼ 1, 2,. . .,N0, and we will
track each of these pits individually. Initially, we
suggest that there are no stable pits on the metal
surface. We proceed by calculating the probability
that a pit will nucleate in stable form during the
time step dt as

Pnucl ¼ Nðt þ dtÞ � NðtÞ
N0 � NðtÞ ½118�

where, N(t) is the number of stable pits that nucleate
within the time interval between 0 and t. (Note that
Pnucl is defined as a ratio of the number of pits that
nucleate in the time interval between t and t þdt to
the number of available remaining sites at moment t).

For each pit, k, that has not yet been born, we
generate a random number 0 � Gk � 1. If Gk �
Pnucl, a pit is proclaimed to have been born with a
depth of penetration x¼ 0; otherwise, it is considered
not to have been born and will be interrogated in the
following step. In the case of instantaneous nucle-
ation, all pits in the amount of N0 are born during the
first time step. In the more general ‘progressive
nucleation’ case, the function N(t) can be calculated
by using, for example, the PDM, as noted above. The
Cartesian coordinates of the centers of the nucleated
pits, Xk and Yk, are also established by using the
random number generator, but this will be modified
in the future to correspond to particular metallurgi-
cal, microstructural, and microchemical features on
the surface (e.g., emergent precipitates or second
phase particles) that may not be randomly distributed
(e.g., Cr23C7 precipitates on emergent grain bound-
aries in stainless steels). This innovation will intro-
duce, surface structural factors for the first time, in
the deterministic prediction of localized corrosion
damage. Practically, if the surface is rectangular
with area a � b, the Cartesian coordinates Xk and Yk

are declared to be Xk ¼ Ga, and Yk ¼ Gb , where 0� G

� 1 is a random number. If the surface is not rectan-
gular, we insert the surface into a sufficiently large
rectangle so that all points on the actual surface are
included, and then repeat the described procedure.
However, in this case, we declare Xk and Yk as a center
of a newly-born pit only if the point (Xk, Yk) lies inside
the actual surface. Otherwise, the procedure is re-
peated until success is achieved, that is, until (Xk , Yk)
lie inside the actual surface.

At each time step, the depth of the j-th stable,
living pit, aj , is calculated sequentially by using
Faraday’s law

aj ðt þ dtÞ ¼ aj ðtÞ þ KV ij ðtÞdt ½119�
We assume that ij is described by Tafel’s law for the
active metal dissolution current density as a function
of potential, that is,

ij ¼ i0 exp �aFDfj

RT

� �
at Dfj < Dfcr and

ij ¼ 0 at Dfj � Dfcr ½120�
where Djj is the averaged potential drop on the active
surface (relative to a point that is remote from the
hemispherical pit of index j ), a is the transfer coeffi-
cient of the metal dissolution reaction, i0 is the corro-
sion current density at the corrosion potential, T is the
Kelvin temperature, F is Faraday’s constant, and R is
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the gas constant. The physical meaning of the value
Djcr is as follows. We can assume that the pit should
continue to grow (be alive) if the metal potential at the
bottom of the pit, E, is larger than the repassivation
potential, Erp, that is, at E¼ Ecorr� Djj>Erp or atDjj

< Ecorr � Erp. In other words Djcr ¼ Ecorr � Erp is the
difference between corrosion and repassivation poten-
tials. Of course, it is assumed that Ecorr > Vcrit , which
in turn is greater than Erp, otherwise pitting corrosion
cannot be initiated.

It can be shown126 that the average potential drop
on the active surface of a hemispherical pit (relative
to a point far away from it), Djj, can be estimated by
the following relation

Dfj ¼
baj ij

k
þ
X
k 6¼j

ika
2
k

kdk
½121�

Here, the index k denotes the pits on the surface (the
pit of interest is denoted by the index j ), ak is the
radius of the hemispherical pit, ik is the average
current density inside the pit, k is the conductivity,
and b � 2.1 is a constant. Equation [121] can be
obtained as an approximate solution of Laplace’s
equation for the electrical potential for the ensemble
of hemispherical pits embedded in a plane under the
condition that pits are far apart, that is, when the
contribution of each pit can be considered indepen-
dently. Noting that Dfj corresponds to the potential
drop from some point within the pit and a remote
point on the external surface, the first term in
eqn [121] describes the contribution of the central
pit to the total potential drop; this contribution can
be found, for example, by using the method described
in Pistorius and Burstein.32 The second term
describes the contribution of all other pits on the
corroding surface.50

Accordingly, ij is calculated by using eqn [121],
where Djj is determined by a numerical solution of
the equation

Dfj ¼
baj i0

k
exp �aFDfj

RT

� �
þ

X
k 6¼j

i0a
2
k

k
exp �aFDfk

RT

� �
½122�

By solving this equation, we assume that all Djk in
the second term on the right-hand side of eqn [122]
are known and are equal to their previous (in the
iteration sense) values.

After each time step, the repassivated (dead) pits
are excluded from the population of actively growing

pits. A pit is considered dead if Djj > Djcr. In
addition, if two pits touch each other, that is, if

di;j � ai þ aj ½123�
where di,j is the distance between the centers of
the ith and jth pits, the smallest pit is declared repas-
sivated (dead). A more correct assumption might
be that, instead of two touching hemispherical pits, we
have a single ellipsoidal pit with the depth of the
deepest pit and a dimension obtained, for exam-
ple, from the condition pa2 ¼ pai

2 + paj
2. Also, the

entities that encroach on one another are the ‘hemi-
spheres of influence’ (HOI), such that the pits begin to
compete for the same resources (oxygen reduction).
However, such an approach would substantially com-
plicate the problem, but these factors will eventually
be included in the analysis. To justify the adopted
simplification, we note that the total area occupied
by the active pits, Sa, must be much smaller than the
area of the sample, S, in order to sustain differential
aeration. Accordingly, overlap of the pits must be a
relatively rare event. Moreover, our simplification can
only decrease the value of Djj for any given pit j.
Thus, if interactions between pits were substantial in
the corrosion process, the conclusion would be all the
more true than without the simplification.

In addition, we consider the probability that pits
can repassivate accidentally (by chance). It is assumed
that the probability of a pit repassivating during each
time step is proportional to the magnitude of this
step, that is, Pg ¼ g dt, where g is the delayed repassi-
vation constant. Practically, for the jth living pit in
each time step, we generate the random number
0 � G � 1. If G � Pg, the pit is declared to be dead
(passivated) and is excluded from the further consid-
eration; otherwise, the pit is considered to be alive on
entering the next time step. We see that our Monte
Carlo simulation method describes all three stages of
the pit propagation damage – nucleation, propaga-
tion, and repassivation of stable pits.

Table 2 Parameter values for model calculations

i0 1.5 � 10�2 A cm�2

Kv 3.44 � 10�5 cm3 C�1

a 1

k 0.3 � 10�3 O�1 cm�1

D’cr 200mV
T 25 
C
t 3days

a 3.65days

b 1
g 0.066day�1
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As an example of the application of this Monte
Carlo simulation method within DFA, we consider
again, the corrosion of aluminum alloy Alcan 2S_O in
Kingston, Ontario tap water.10 In this paper, for the
purpose of numerically simulating the accumulation
of pitting damage on the alloy surface, we will assume
the values of various model parameters that are
shown in Table 2. The parameters for the PDM
(t, a, and b) were chosen somewhat arbitrarily. The
aim was only to ensure that, by the end of two weeks,
practically all stable pits had nucleated, as indicated
by the experimental data.10 The value of KV corre-
sponds to that for aluminum and the value of k
corresponds to that typically assumed for tap water.
The value for the delayed repassivation constant, g,
was chosen to ensure that, by the end of 2months, the
bulk of the pits represented by the bell-shaped curve
have ceased to grow (see Figure 1). The value of a
has been chosen as being typical for metal dissolu-
tion, and only the value of i0 has been fitted to the
experimentally measured values of maximum pit
depth at t ¼ 1 week after metal exposure.10 Finally,
the sample is considered to be rectangular with the
dimensions 7� 18 cm and N0 ¼ 450.10

Figure 14 shows a comparison of results of the
Monte Carlo simulation with experimental data.10

For a given observation time, t, we perform M simu-
lations as described above and, accordingly, receive
M values x1 ðtÞ; x2 ðtÞ; . . . ; xMðtÞ for the depth of the
deepest pits. After that, we calculate the average
(mean) value of the depth of the deepest pit as

XavðtÞ ¼ 1

M

XM
m¼1

xmðtÞ ½124�

and the standard deviation as

sðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

M � 1

XM
m¼1

XavðtÞ � xmðtÞ
� 	2

vuut ½125�

For the sufficiently large value of M (M � 40, in our
case), the results do not depend practically on the
value of M. Because 95% of all experimental mea-
surements usually lie in the interval (Xav � 2s, Xav þ
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Figure 14 The mean depth of the deepest pit as a function of time. Experimental data are taken from Aziz10 and are for
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2s), we posit that excellent agreement is observed
between the experimental and simulation results.

It is important to emphasize that Figures 11 and 14
were obtained by using absolutelydifferent approaches.
While Figure 11was obtained as a result of extrapolat-
ing data from short term experiments, without any
assumption of kinetic parameters, Figure 14 was
obtained assuming that we have the complete set of
required parameters without directly using data of
short term experiments.

As noted previously, the main advantage of deter-
ministic models over the statistics-based models lies
in the fact that deterministic models allow us to make
predictions for environmental conditions that lie
beyond the available experimental (calibration) data,
because the predictions are analytic and based upon a
sound physical model and because the prediction is
constrained by the natural laws to that which is
physically real. As an example, Figure 15 shows the
influence of electrolyte conductivity on the mean
depth of the deepest pits from multiple, identical
sample areas on the surface as a function of time. It
is seen that the mean of the deepest pits on multiple,
but equal, areas on the alloy surface is a very sensitive
function of the external environment conductivity;
this probably reflects primarily an enhanced throw-
ing power of the coupling current from the pit mouth
to the external surface where it is consumed by
oxygen reduction. Thus, increasing the conductivity
of the external environment allows the coupling cur-
rent to be thrown a greater distance from the mouth
because of the lower IR potential drop in the solu-
tion, with the result that the pit can access a larger
area for oxygen reduction. Because the pit growth
rate is related to the magnitude of the coupling
current through Faraday’s law, the pit depth is also
predicted to increase. It is also important to note that,
in all cases, the mean of the deepest pits on
the surface is predicted to become constant after
�100 days of exposure, simply reflecting that, at lon-
ger times, all the pits on the surface are ‘dead’ (repas-
sivated). The critical question then is whether the
deepest dead pits are sufficiently deep to nucleate
cracks under the prevailing loading conditions.

The version of the Monte Carlo model that is
described above deals only with the propagation of
pitting corrosion damage. The example of Monte
Carlo simulation that considers the transition of a pit
into a crack can be found, for example, in Turnbull
et al.118 This model is based on mechanistic equations
for pit and crack propagation rates (see eqns [70] and

[90]), with statistically distributed input parameters,
andnomodelswere assumed for the pit or crack growth
processes. These unknown parameters are fitted to the
available experimental data, and accordingly, it will be
impossible to use this model for predicting corrosion
damage under different environmental conditions.

It is important to note that, in the models that
consider deterministically the propagation of ensem-
ble of cracks, it would be necessary, in the general
case, to take into account the possible mechanical
interactions between multiple cracks.127

2.39.10 Examples of Deterministic
Prediction of Corrosion Damage in
Complicated Industrial Systems

In this section, we present two examples of the deter-
ministic prediction of corrosion damage in complex
industrial systems. The two systems chosen are both
from the electric power industry, where corrosion has
proven to be an important factor in determining the
availability of the power generating facilities. Indeed,
it has long been recognized that the management of
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Recirculation pump

Figure 16 Schematic of the primary coolant circuit of a

BWR having external coolant pumps. The regions are

identified as (1) core channels; (2) core bypass; (3) upper

plenum; (4) mixing plenum; (5) upper downcomer; (6) lower
downcomer; (7) recirculation system; (8) jet pump;

(9) bottom of lower plenum; (10) top of lower plenum.

Reproduced from Macdonald, D. D.; Balachov, I.;
Engelhardt, G. R. Power Plant Chem. 1999, 1, 9–16.
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the accumulation of corrosion damage, such that
maintenance can be performed during scheduled
outages, is an effective strategy for enhancing avail-
ability and for life extension. The primary purpose,
here, however, is to convince the reader that the
deterministic prediction of damage is practical and
that such models may form the basis for the effective
management of damage.

2.39.10.1 Cracking in Nuclear Reactors

The first example of the application of deterministic
modeling of damage localized corrosion that we have
chosen to describe in our work on modeling the
accumulation of damage due to intergranular stress
corrosion cracking (IGSCC) in sensitized Type 304
SS in the primary (liquid water) coolant circuit of a
BWR.23 This case is important because it illustrates
the integration of the damage over the CEP taken by
the reactor during normal operation. The reader will
recall that the CEP is the path taken by the system in
terms of those independent variables that have a
significant impact on the rate of accumulation of
damage as the system changes from the present
state to the future state.

A schematic of the primary coolant circuit of
a BWR with external coolant pumps is shown in
Figure 16, and the various components and regions
in the flow circuit are identified in the caption.128

Plotted in Figure 17 is the ECP calculated using
the MPM (see Section 2.39.4) by first calibrating
the radiolysis model (not the MPM) on Dresden II
(a completely different reactor in Illinois) field data
for the oxygen content of the coolant during operation
and on another reactor (Duane–Arnold); these two
reactors define the extremes of the US fleet of BWRs
in their response to hydrogen added to the reactor
feedwater.20,31,99 These calculations predict that the
ECP varies by about 250mVaround the entire coolant
circuit when no hydrogen is added to the feedwater.

On the other hand, if significant hydrogen is
added to the feedwater (e.g., 0.5 ppm), the corrosion
potential is predicted to vary by about 0.9 V around
the circuit. The Nuclear Regulatory Commission
(NRC) has proposed a critical potential for inter-
granular stress corrosion cracking (IGSCC) in sensi-
tized Type 304 SS of �0.23 VSHE; if the corrosion
potential lies below this value, no cracking will occur
but for more positive values, cracks will nucleate
and grow, and the utility cannot take credit for a
‘no cracking environment.’ In the case of ‘normal
water chemistry (NWC)’ (Figure 17, zero feedwater
hydrogen), all components in the primary (liquid
water) coolant circuit are predicted to be susceptible
to IGSCC. Under ‘hydrogen water chemistry (HWC)’
(Figure 18, [H2]FW¼ 0.50 ppm), significant regions of
the coolant circuit are protected by the added hydro-
gen, including much of the recirculation piping system

[H2]FW= 0.0 ppm
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Figure 17 Calculated ECP (versus SHE) for the primary coolant circuit in the Leibstadt BWR operating under ‘normal water
chemistry’ conditions (no hydrogen added to the feedwater). Reproduced from Macdonald, D. D.; Urquidi-Macdonald, M.

Corrosion 1992, 48, 354–366.
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and the Lower Downcomer, while other regions are
not. This example demonstrates how modern model-
ing techniques (i.e., reaction kinetic analysis, RKA) can
be used to specify the conditions that must be achieved
in a complex chemical system in order to protect
components against corrosion.

As indicated above, the CEP describes the path
taken by the system in terms of the independent vari-
ables that have a significant impact on the process,
resulting in corrosion damage as the system changes
from the present state to the future state. Once this
path is defined, the corrosion rate is integrated along
the path to yield the integral damage. This concept is
illustrated below with reference to intergranular stress
corrosion cracking in the core shroud of a boiling
water nuclear reactor. (The shroud is a stainless steel
drum that surrounds the core containing the fuel rods.
The shroud contains a circumferential weld (the ‘H-3
weld’) at the top, and the steel adjacent to the weld, in
the so-called heat-affected zone, HAZ, is sensitized
and hence is susceptible to IGSCC. The phenomenon
of IGSCC has been responsible for billions of dollars
of losses in the nuclear power industry during a period
extending over 30 years.) For IGSCC in sensitized
Type 304 SS, the important independent variables in
determining the crack growth rate are stress, degree of
sensitization (DOS), crack length, temperature, con-
ductivity of the water, oxygen, hydrogen, and hydrogen

peroxide concentrations (all produced by the radiolysis
of water or added, as in the case of H2, for a reactor
operating on hydrogen water chemistry), and water
flow velocity. In turn, the concentrations of the redox
species (H2, O2, and H2O2) determine the electro-
chemical corrosion potential (ECP), upon which the
crack growth rate is exponentially dependent. Accord-
ingly, the independent variables defining the CEP for
the crack in the shroud ID surface within the HAZ of
the weld are temperature, degree of sensitization
(DOS) of the steel, crack length, tensile stress (residual
and operational), water conductivity, ECP, and flow
velocity. Thus, the CEP is defined in terms of the
variations in each of these quantities as the reactor
changes during the ten years of operation.

Figure 19 shows the operating history of the
reactor in terms of reactor power (which defines
the temperature and the bulk coolant flow rate) and
hydrogen added to the feedwater (H2 has a large
impact on the ECP – see Figures 17 and 18). This
generic reactor was operating on HWC, with hydro-
gen being added only when the reactor is operating,
not during shutdown, and the damage, in terms of the
crack length, was calculated by integrating the crack
growth rate over the CEP for a period of 10 years.

The predicted damage is summarized in Figure 20,
in which are plotted crack length (in centimeters)
versus time curves for three operating protocols:
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Figure 18 Calculated ECP (vs. SHE) for the primary coolant circuit in the Leibstadt BWR operating under ‘hydrogen water

chemistry’ conditions (0.50 ppm hydrogen added to the feedwater). Reproduced from Macdonald, D. D.; Balachov, I.;

Engelhardt, G. R. Power Plant Chem. 1999, 1, 9–16.
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(1) normal water chemistry (NWC), where no hydro-
gen is added to the reactor coolant (diamonds), (2)
hydrogen water chemistry (1 ppm H2 in the reactor
feedwater over the entire 10-year operating period,
squares), and (3) NWC for 5 years followed by HWC
for the remaining 5 years (triangles). The various ‘jigs

and jogs’ in the data are not artifacts caused by impre-
cise calculation, but represent changes in crack growth
rate with the changing conditions along the CEP,
particularly when the reactor is shut down and started
up. During entering and exiting a shutdown period,
some of which occur for refueling of the reactor, the
hydrogen concentration, coolant conductivity, temper-
ature, coolant flow velocity, and stress (although the
stress on the crack was assumed to be primarily resid-
ual and hence, is assumed to be constant in the simula-
tions described above) change markedly, but the
impact on the overall damage is only small, because
the shutdown and start up periods are short. It is
seen from Figure 20 that the crack growth rate (gra-
dient of the curve) decreases with time. This is
the consequence of coupling between the internal
and external environments of the crack, as postulated
in the coupled environment fracture model (CEFM)
(see Macdonald et al.23 and citations therein and the
corresponding section of this article). Thus, as the
crack grows in length under constant potential condi-
tions, a larger IR potential drop occurs down the crack,
resulting in a lower potential drop being available on
the external surface for the reduction of oxygen or the
evolution of hydrogen, thereby resulting in a reduction
of the coupling current and hence, a lower crack
growth rate. (Note that the crack cannot grow faster
than the coupling current can be consumed on the
external surface by oxygen reduction and/or hydrogen
evolution, and it has been established experimentally
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that the crack growth rate is linearly related to the
coupling current.)

Under NWC, the crack is predicted to grow by
about 2.2 cm over the 10 years of operation (note that
we assume an initial crack length of 0.5 cm). If HWC
(where 1 ppm of H2 is added to the reactor coolant
water only during operation, see Figure 19), the
crack is estimated to grow by only 0.6 cm over the
10-year operating period, a substantial reduction
in the damage. If, on the other hand, the reactor
operated for the first 5 years on NWC (no added
hydrogen) and then switched to HWC, the damage
(increase in crack length) is predicted to be 1.7 cm.
The progression of damage is clearly governed by
the ‘law of decreasing returns,’ in that the damage
avoided in the last 5 years by implementing HWC
(0.5 cm) is substantially less than that incurred under
NWC in the first 5 years (1.6 cm). This is entirely due
to the dependence of the crack growth rate on crack
length, a dependence that was never previously
recognized in crack growth-rate studies. Clearly, pre-
dictions of this type are of considerable value,
because they allow the benefits to be defined in a
cost/benefit analysis. The cost of installing HWC in
a BWR is significant because of the need to store
considerable amounts of hydrogen on site and because
of the need to shield personnel against the pro-
duction of radioactive 16NH3 that forms by neutron
bombardment of oxygen in water (1n0 þ 16O8 !
16N7 þ 1p1) under the reducing conditions that
exist in the coolant circuit under HWC operating

conditions. Note that 16N7 is a strong g-photon
emitter.

At this point, it is worthwhile to enquire how
accurate the prediction might be for a system that is
as complex as an operating BWR. Data published by
Tang et al.129 (see also Macdonald et al.23) for a crack
adjacent to the H-3 weld in a reactor operating in
Taiwan affords an opportunity to assess the accuracy,
as depicted in Figure 21. The depth of the crack was
assessed by inspection at times of 10 and 20months
after Outage 11 and the ALERT code was fit to the
datum for the shorter time, essentially by adjusting
the time of nucleation of the crack, such that the
calculated and measured crack depth coincided.
ALERT was then used to calculate the crack depth
at the longer, 20-month time after Outage 11, and the
comparison with the measured value is displayed in
the figure. Excellent agreement is obtained, with the
small residual difference being attributed to uncer-
tainty in the operating history of the reactor.

This example has been presented because it illus-
trates the application of damage function analysis
(DFA) to the deterministic prediction of damage in
a complex industrial system. It also illustrates the role
of, and the need for, careful characterization,of
the CEP. It is the opinion of the authors that a
water-cooled nuclear reactor is comparable in com-
plexity to, say, an oil production system, and that
meaningful damage prediction calculations are pos-
sible on the basis of DFA (or any other deterministic
protocol), provided that the CEP is carefully defined.
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Of course, the reward for being able to make such
calculations is that it then becomes possible to answer
the all-important ‘what if ’ questions, such as: ‘What
damage will I incur if I operate in this manner?’ or ‘If I
take this corrective measure, can I operate with rea-
sonable certainty to the next outage?’ Answers to
questions of this type can have significant economic
implications.

2.39.10.2 Low Pressure Steam Turbines

Another complex industrial system that has been
modeled deterministically with regard to the accu-
mulation of localized corrosion damage is low pres-
sure steam turbines (LPSTs). Failure of LPSTs
generally occurs via the cracking of the rotor, disk,
or blades, from cracks that nucleate at pits.

Below we will show some results of calculating the
probability of failure, Pf, of LPSTs by using the
deterministic Monte Carlo simulation method that
has been described above.130 By definition, Pf is the
probability that at least one corrosion event in any
form (pit, stress corrosion crack, or fatigue crack)
reaches a depth, acr, at a given observation time, t,
where acr, in this case, is the critical dimension
(e.g., the stress corrosion crack length at which unsta-
ble, rapid mechanical fracture and sudden failure
occurs). Using the Monte Carlo simulation method,
we can calculate Pf in a straightforward way. Let us
assume that we make M calculations of the depth
of the deepest corrosion event, x*, and, in Mf cases
(Mf � M), x* > acr for a given observation time, t.
In this case, Pf(acr , t) is defined as

Pf ¼ Mf

M
½126�

for sufficiently large M.
In particular, it was found that the failure proba-

bility is a very sensitive function of the conditions
that exist in a low pressure steam turbine (LPST)

during shutdown, including the oxygen concentra-
tion, chloride concentration, and the fraction of the
time spent under shutdown versus operation, if the
shutdown environment is not deaerated, and the steel
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Figure 22 Calculated failure probability for LP steam

turbine blades as a function of oxygen concentration for

different chloride concentrations in the electrolyte film
during the shutdown period. Other parameters are the same

as in Table 3.

Table 3 Assumed operational cycle parameters for the

development of corrosion fatigue in low pressure steam

turbine blades

Shutdown Operation cycle

t ¼ 100h t ¼ 500h

s ¼ 0 s ¼ smþ0.5 △ssin(2pft)
sm ¼ 84 ksi, △s ¼ 4 ksi, f ¼ 60 Hz

T ¼ 25 
C T ¼ 95 
C
[O2] ¼ 8ppm [O2] < 1ppb

[Cl�] ¼ 3500ppm [Cl�] < 100ppm
pH ¼ 6 pH ¼ 6

Table 4 Assumed operational cycle parameters for the

development of corrosion fatigue in low-pressure steam
turbine discs

Shutdown Operation cycle

t ¼ 100h t ¼ 500h
s ¼ 0 s ¼ 95 ksi

T ¼ 25 
C T ¼ 160 
C
[O2] ¼ 8ppm [O2] < 1ppb
[Cl�] ¼ 3500ppm [Cl�] < 100ppm

pH ¼ 6 pH ¼ 6

 SCC
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Figure 23 Calculated failure probability for LP steam

turbine discs as a function of oxygen concentration for
different chloride concentrations in the electrolyte film

during the shutdown period. Other parameters are the same

as in Table 4.
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surfaces are not washed free of chloride ion. It is
important to note that the calculations were made
by using experimentally determined electrochemical
parameters for Type 403 SS in the case of determin-
ing failure in blades (where CF takes place) and
A470/471 steels in the case of determining failure
in discs and rotors (where SCC takes place).131

For illustrative purposes, we present below only
some examples of the influence of environmental
parameters on the probability of failure of blades and
discs in low pressure steam turbines. The assumed
operating cycle parameters for the case of stress cor-
rosion cracking can be found in Tables 3 and 4. This
information defines the CEP.

The failure probabilities plotted in Figures 22–27
as a function of [O2], [Cl

�], temperature, pH, and
fraction of the time spent in shutdown under aerated
conditions all during the shutdown period, were cal-
culated for 219 shutdown–operation cycles over
15 years, assuming instantaneous nucleation (all pits
nucleating during the first shut down) and that all
cycles are identical. This particular CEP was chosen
for modeling convenience; more complicated CEPs,
in which the cycle time and other parameters are
varied over realistic ranges, are easily enacted. The
critical crack length was assumed to be 0.5 cm, and
crack growth was determined to occur primarily by
mechanical fatigue during operation.

The calculated failure probabilities plotted in
Figures 22 and 23 are clearly sensitive functions
of both the oxygen concentration and the chloride
concentration in the condensate on the blade or
disk surface left over from operation. Increasing the
oxygen concentration under open shutdown (i.e.,
opening the turbine to the atmosphere) displaces the
corrosion potential in the positive direction and hence
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Figure 25 Probability of failure of a turbine disk as a
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concentration during shutdown period is 5.2ppm. Other

parameters are the same as in Table 4.
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Other parameters are the same as in Table 4.
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increases the pit nucleation and propagation rates,
thereby resulting in enhanced pitting damage. Upon
subsequent startup, the pits act as stress-raisers for the
nucleation of cracks (SCC and corrosion fatigue) and
hence lead to an increase in the failure probability.
The important lesson to be learned from this plot, and
from many simulations of this type, is that deaeration
of the turbine upon shutdown should be an effective
method of protecting low pressure steam turbines
against blade and disc failure after subsequent start-up.

Figures 22 and 23 also show that the failure
probability, Pf, decreases sharply to a very low value
(essentially zero) as [Cl�] is lowered below 35 ppm.
This provides a second strategy for reducing, or even
eliminating the failure of discs and blades, reducing
the chloride concentration of Cl� on the surfaces
immediately upon shutdown. This would be most
easily instituted by washing the blade and disc sur-
faces with pure (chloride-free) water immediately
upon shutdown of the turbine. In fact, an even more
effective strategy would be to combine turbine sur-
face washing with nitrogen blanketing. Given that
turbine failure costs anywhere between $10million
and $100million per event, depending upon the
nature of the failure, an incentive certainly exists for
the utilities to explore the strategies identified above.

The temperature of shutdown is also predicted, in
certain situations, to have a visible effect on the
failure probability (see Figure 24), primarily through
the pit growth rate. While this is a substantial reduc-
tion, the investment in the necessary facilities to cool
a turbine after shutdown is possibly too great to be
cost effective, but the desired effect might be
achieved through conventional air conditioning.

The remaining environmental variable that is
amenable to change is the pH. This variable may be
changed by doping the boiler water of the steam with
pH buffers, including ammonia, various amines, and
systems such as boric acid–hydroxide systems. How-
ever, our predictions are that pH has relatively little
impact on the failure probability (see Figure 25).
Thus, the gain that might be achieved in turbine
service life possibly would not warrant instituting a
major chemistry change upon the basis of enhancing
turbine blade and disc life alone.

Figures 26 and 27 clearly show that the probabil-
ity of failure increases rapidly with the time spent
under aerated conditions during shutdown. That is
why the reduction of this time could be an effective
method of protecting low pressure steam turbines
against blade and disc failure.

It must be emphasized that prediction of the prob-
ability of failure in LPTS can also be done on
the basis of damage function analysis. Examples
of the corresponding calculations can be found in
Engelhardt et al.132 and Engelhardt and Macdonald.131

2.39.11 Conclusions

The purpose of this chapter is to introduce the reader
to deterministic methods that have been developed to
predict the accumulation of corrosion damage in com-
plex industrial systems. That such predictions can be
made is now well beyond question, and it is expected
that determinism will rapidly develop as the philoso-
phy of choice in making damage predictions. Because
practicing scientists and engineers have seldom taken a
course on the philosophies of prediction, few have
been exposed to the modeling choices that are avail-
able, ranging from empiricism, to ‘mechanistic mod-
els,’ to models that are characterized by varying
degrees of determinism. This latter caveat recognizes
that, in practice, ‘determinism’ is an ideal concept that
is seldom, if ever, achieved in modeling in pure form.
From a practical viewpoint, however, determinism
offers a methodology that means minimal calibration,
because the dependent/independent variable relation-
ships are captured within the constitutive equations of
the model, rather than by calibration, as is the case for
an empirical model. As noted above, failure in indus-
trial systems is, by and large, a very rare event, so that
almost no chance exists for establishing reliable
dependent–independent variable relationships by
direct calibration.

Another great advantage of deterministic models
is that they draw upon the wealth of scientific expe-
rience by constraining the solutions of the constitu-
tive equations to that which is ‘physically real’ via the
natural laws. This feature cannot be overemphasized,
as it greatly reduces the need for calibration, provides
a condition that must be satisfied and does not arise
from the model itself (the model is described by the
constitutive equations). If the constraints are absent, or
are not imposed, the model may still be ‘mechanistic,’
but it clearly lacks the predictive power offered by
determinism.

In making predictions with any model, be it
empirical or deterministic, it is essential to define
the CEP, which is the path taken by the system
in terms of those independent variables that have
a significant impact on the damage accumulation
rate as the system changes from the present state

1676 Modeling Corrosion

www.iran-mavad.com 
 مرجع علمى مهندسى مواد



to the future state. Because, the future cannot gener-
ally be predicted with certainty, the CEP is most
often synthesized to present ‘what if ’ scenarios
of operation. These scenarios coupled with economic
analyses, may be used to identify the most cost-
effective modes of operation and hence, are a valu-
able financial planning tool. Similarly, the CEP may
be designed to ascertain the probability that failure
will not have occurred by the time of the next sched-
uled inspection, which, given the deleterious cost
of unscheduled outages, again becomes a valuable
financial planning tool. Finally, it is evident that the
tools discussed in this chapter are capable of
providing valuable input to the design of complex
industrial systems, particularly in the light of the fact
that corrosion issues are seldom, if ever, given more
than cursory examination.

One of the significant advantages of integrating
the damage along the CEP to yield the damage
function (DF) is that the process may be applied to
historical data from which the CEP may be defined
with considerable accuracy. In this mode, the pre-
dicted damage function becomes a means of acces-
sing the veracity of the model and the damage
prediction process. In fact, this type of calculation
should always be performed, if for no other reason
than that it affords a means of customizing the algo-
rithm to the system of interest. Customization may
require the adjustment of values for poorly known
parameters in the model or may even require modi-
fication of the code itself. In any event, the code
becomes the ‘alter ego’ of the system and provides a
means of accurately predicting the accumulation of
damage under conditions where the CEP can be
defined with historically accuracy.
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